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Abstract: In this paper, we propose an interval-valued intuitionistic fuzzy Multi-Attribute Decision 
Making (MADM) method based on improved TOPSIS and Grey Correlation Analysis (GCA), in which 
the attribute values are interval-valued intuitionistic fuzzy numbers. So that we can deal with imprecise 
information in fuzzy and rough form in MADM problems by using interval-valued intuitionistic fuzzy 
numbers Firstly, the concept of interval intuitionistic fuzzy entropy is introduced to calculate the 
entropy weight of attributes. And the combined weight is calculated by combining the entropy weight 
with the subjective weight. Secondly, the reverse order phenomenon in the traditional TOPSIS method 
is eliminated by constructing absolute Positive Ideal Solution (PIS) and absolute Negative Ideal 
Solution (NIS) in the form of interval-valued intuitionistic fuzzy numbers. Furthermore, the improved 
TOPSIS method and grey correlation analysis method are combined to describe the degree of closeness 
for each alternative from the ideal solution, and then the ranking and selection of each alternative are 
made accordingly to this degree. Finally, the rationality and effectiveness of our method are verified 
by an example and its sensitivity analysis. The result shows that our method makes the solution of 
MADM problems more objective and reasonable. 

Keywords: multi-attribute decision making (MADM); interval-valued intuitionistic fuzzy numbers; 
TOPSIS; grey correlation analysis (GCA) 

 

1. Introduction 

The Multi-Attribute Decision Making (MADM) problem is an important research content of 
modern decision making science [1]. It usually means that for the given alternatives, the attribute and 
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the corresponding weight of the attribute are given according to certain rules after expert study and 
analysis, and then, according to a certain method, the obtained information is statistically arranged to 
obtain the corresponding comprehensive evaluation value of each alternative. Finally, the best 
alternative is selected by sorting out the comprehensive evaluation value of all the alternatives. In the 
traditional MADM problems, the evaluation information of alternatives is generally accurate. However, 
due to the lack of relevant knowledge of the evaluation or the ambiguity of the evaluation itself, the 
evaluator cannot give an accurate evaluation value when comparing the alternatives. In this case, it is 
more accurately expressed by fuzzy number, for example, interval numbers [2], linguistic variable [3], 
intuitionistic fuzzy numbers [4] Zadeh et al. [5] proposed the concept of Fuzzy Set (FS) in 1965, which 
laid the theoretical foundation of FS. Fuzzy Linguistic Scale has become a hot topic in MADM 
research. Atanassov et al. [6] studied multi-attribute group decision making problems with known 
attribute weights and intuitionistic fuzzy attribute value based on weighted averaging operator. In order 
to meet the need of practical decision making, Atanassov and Gargov [7] defined the concept of 
Interval-Valued Intuitionistic Fuzzy Set (IVIFS), and used interval numbers to represent membership 
degree, non-membership degree and hesitancy degree respectively, which described the information 
of the research object more completely. Based on this, many scholars have carried out a lot of 
theoretical research about IVIFS, and used IVIFS as an effective tool to Decision-Making [8–10], 
Medical Diagnosis [11], Linear Programming [12], Pattern Recognition [13] and Market Forecasting 
[14]. However, the research on the IVIFS is mainly focused on the fundamental theories, such as the 
interaction measures, correlation measures, distance measures, similarity measures, and clustering 
algorithm of IVIFS [15–19]. 

At present, the MADM methods include Evidential Reasoning (ER) method [20], Data 
Envelopment Analysis (DEA) method [21], fuzzy evaluation method [22], TOPSIS method [23], 
ELECTRE method [24], Grey Correlation Analysis (GCA) method [25] et al. TOPSIS is a ranking 
method of approximate ideal solution, and it is an effective method to solve the MADM problems. 
However, the Euclidean distance as the evaluation criterion can only reflect the position relation 
between data series, but not the situation changes of data series in traditional TOPSIS method. In the 
case of large difference of attribute value, if the distance between the alternative and the ideal solution 
is close, the result of the alternative is similar. Grey Correlation Analysis (GCA) is a method to measure 
the similarity of curve shape. However, the traditional grey correlation analysis method uses the 
absolute value of the difference between two data series to calculate the correlation degree, it only 
considers the geometric similarity between the data series and neglects the value close degree, so the 
accuracy cannot be guaranteed. The combination of grey correlation analysis method and TOPSIS 
method can consider the approach distance and correlation degree between the alternatives and ideal 
solution at the same time, which makes the solution of MADM problems more objective and 
reasonable. Zhou et al. [26] used the weighted gray correlation-TOPSIS method to evaluate and 
compare the quality of Raw Moutan cortex. P. P. Das and S. Chakraborty [27] illustrated the application 
of grey correlation-based TOPSIS in obtaining the optimal parametric mix for the said process for 
better surface roughness along with higher micro hardness. Zhou et al. [27] researched the 
comprehensive evaluation model of TOPSIS based on entropy weight method-gray correlation to 
reasonably select the best railway route design scheme. The existing research includes the above 
methods are limited to the application of TOPSIS and grey correlation analysis to the exact numbers, 
and less to the research of interval-valued intuitionistic fuzzy numbers. 

To sum up, the previous research on MADM either neglected the application of interval-valued 
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intuitionistic fuzzy numbers, or neglected the deficiency of single method. Therefore, we propose an 
interval-valued intuitionistic fuzzy MADM method based on TOPSIS and grey correlation analysis in 
this paper. Firstly, the concept of interval intuitionistic fuzzy entropy is introduced to calculate the 
entropy weight of attributes, then combine the entropy weight with the subjective weight calculated 
by AHP method to calculate the combined weight. Secondly, TOPSIS method is used to calculate the 
weighted Euclidean distance for the alternatives from the PIS and NIS, and grey correlation analysis 
method is used to calculate weighted grey correlation degree between the alternatives and PIS and NIS, 
then combine the weighted Euclidean distance and weighted grey correlation degree to calculate the 
degree of closeness between the alternatives and the ideal solution, then the alternatives are evaluated 
and ranked. Finally, the rationality and effectiveness of the method are verified by an example. 

2. Preparation knowledge 

TOPSIS is a multi- attribute decision-making method, which can rank approach degree between 
multiple evaluation objects and ideal goals [29]. Preferences or rating of alternatives are often vague 
or underspecified, and defining them by crisp numbers may be difficult in many real world cases. Chen 
[30] extended traditional TOPSIS method to the fuzzy environment, in which the fuzzy numbers are 
used to define preference ratings. Yang et al. [31] used IVIFS for preference rating in fuzzy-TOPSIS, 
for alternatives selection. In MADM problems, due to the limited statistical data and human factors, 
many data have no typical distribution law, that is, some information is known and some information 
is unknown. Under the condition of the poor information, the traditional statistical methods in handling 
such problems appear insufficient capacity. While the grey correlation analysis method is similarity 
measure of curve shape, which can well analyze situation changes with less original data and 
convenient operation by using grey correlation coefficients. It can achieve good results in dealing with 
the problem of poor information and small samples [32]. 

L. A. Zadeh proposed Fuzzy Set (FS) in 1965 that only took the membership into account. 
Therefore, Atanassov [33] extended the traditional FS to the Intuitionistic Fuzzy Set (IFS) in 1986, 
which considered the information of membership degree, non-membership degree and hesitation 
degree at the same time. Besides, it is a challenging to express these degrees with single numbers, due 
to complexity and uncertainties. Thus, these degrees may be defined by interval-valued numbers as 
IVIFS. The three indexes of IVIFS, membership degree, non-membership degree and hesitation degree 
can be used to denote respectively three states of support, oppose and neutral. The single membership 
function of FS can only represent the two states of the positive and negative or support, oppose, so the 
IVIFS can describe the essential properties of things in a subtler way. At the same time, the IVIFS is 
an extension of the intuitive set. The range of membership degree and non-membership degree of IFS 
is on [0,1], while the range of IVIFS is on a subinterval of [0,1]. In the process of describing problems 
such as uncertainty, inaccuracy, incomplete information, IVIFS has a stronger ability to express 
uncertainty. 

The definition of the IVIFS and the related basic operations are shown as follows. 

2.1. Intuitionistic fuzzy set (IFS) 

Let  1 2= , , , mX x x x   be a non-empty set, then an IFS of X   can be expressed as 

    , ,i A i A i iA x x x x X    . Where  : 0,1A X    represents the membership degree of ix  
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belonging to A , and  : 0,1Av X   represents the non-membership degree of ix  belonging to A , 

and for      , , 0,1
i A i i

x X x x    , there is     1A i A ix x   .      1A i i ix x x      represents 

the hesitation degree of ix  belonging to A  and satisfies  0 1,A i ix x X    . If   0
A i

x  , that 

is     1A i A ix x   , then IFS becomes FS [19]. 

2.2. Interval-valued intuitionistic fuzzy set (IVIFS) 

Let  1 2= , , , mX x x x  be a non-empty set,      ,L U

A i A i A ix x x       and      ,L U

A i A i A ix x x      , 

then the IVIFS can be expressed as follows: 

         , , , ,L U L U

i A i A i A i A i iA x x x x x x X             (1) 

where    : 0,1L

A x X   ,    : 0,1U

A x X   ,    : 0,1L

A x X   ,    : 0,1U

A x X   , and meet the 

conditions of x X   ,    0 1L L

A i A ix x    ，    0 1U U

A i A ix x     .  U

A x   and  L

A x   means 

that element x  in X  belonging to the upper and lower bound of the interval-valued set A ,  U

A x  

and  L

A x  means that element x  in X  not belonging to the upper and lower bound of the interval-

valued set A  . Accordingly, the hesitation degree of ix   belonging to A   can be expressed in the 

following form: 

              , 1 ,1L U U U L L

A i A i A i A i A i A i A ix x x x x x x                    (2) 

Obviously, for x X  , there are  0 1L

A ix   and  0 1U

A ix  . 

The complementary set of IVIFS A  can be expressed in the following form: 

         , , ,c L U L U

i A i A i A i A i iA x x x x x x X          ，   (3) 

2.3. Basic operation of IVIFS 

Let           1 1 1 1 1, , ,L U L U

i i i i ix x x x x              and           2 2 2 2 2, , ,L U L U

i i i i ix x x x x             

be any two sets of interval-valued intuitionistic fuzzy numbers of IVIFS A . Then they follow the 
following operational rules [34–37]: 

(1) 
                   

        
1 2 1 2 1 2 1 2 1 2

1 2 1 2

+ = , ,

  ,

L L L L U U U U

i i i i i i i i i i

L L U U

i i i i

x x x x x x x x x x

x x x x

         

   

     

 

  

  
; 

(2) 
                   

        
1 2 1 2 1 2 1 2 1 2

1 2 1 2

= , , ,

  

L L U U L L L L

i i i i i i i i i i

U U U U

i i i i

x x x x x x x x x x

x x x x

         

   

     

  

    


; 

(3)               1 1 1 1 11 1 ,1 1 , , ,   0.L U L U

i i i i ix x x x x
   

             
    ; 

(4)                1 1 1 1 1, 1 1 ,1 1 ,   0.,L U L U

i i i i ix x x x x
   

            
    ; 
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(5)    1 2i ix x   , iff ix X   ,    
1 2

L L
i ix x    ,    

1 2

U U
i ix x    ,    

1 2

L L
i ix x    

and    
1 2

U U
i ix x   . 

2.4. Distance measurement of IVIFS 

According to the geometric interpretation of intuitionistic fuzzy set, Szmidt and Kacprzyk [38] 
defined the distance of intuitionistic fuzzy set. The membership degree, non-membership degree and 
direct hesitation degree are all taken into account. This idea is extended to the distance definition of 
interval-valued intuitionistic fuzzy set. 

Let two sets of IVIFS A   and B , where         , , , ,L U L U

i A i A i A i A i iA x x x x x x X           , 

        , , , ,L U L U

i B i B i B i B i iB x x x x x x X           , and their normalized Euclidean distance can be 

defined as follows: 

 

     
   

    

2 2

1

2 2

1
2 2 2

1
, ( ) ( ) ( ) ( )

4

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

m L L U U

A i B i A i B ii

L L U U

A i B i A i B i

L L U U

A i B i A i B i

d A B x x x x
m

x x x x

x x x x

   

   

   


   

   

   









  (4) 

The distance measurement satisfies the following basic properties: 

(P1) Nonnegative:   , 0A Bd  . 

(P2) Identity:   , 0d A B  , iff A B . 

(P3) Symmetry:    , ,d A B d B A . 

(P4) Triangle Inequality: for any three sets of IVIFS,  A , B  and C ,      , , ,d A C d A B d B C  . 

Proof. 
(P1) According to the square result of any real number is non-negative number, so there must be 

 , 0d A B  . 

(P2) if A B  , i.e., ( ) ( )L L

A i B ix x   , ( ) ( )U U

A i B ix x   , ( ) ( )L L

A i B ix x   , ( ) ( )U U

A i B ix x   , 

( ) ( )L L

A i B ix x  , ( ) ( )U U

A i B ix x  , from Eq (5) we can obtain  , 0d A B  . 

On the other hand, if  , 0d A B   , i.e., ( ) ( ) 0L L

A i B ix x    , ( ) ( ) 0U U

A i B ix x    ,

( ) ( ) 0L L

A i B ix x   , ( ) ( ) 0U U

A i B ix x   , ( ) ( ) 0L L

A i B ix x   , ( ) ( ) 0U U

A i B ix x   , so A B . 

(P3) Because    2 2
( ) ( ) ( ) ( )L L L L

A i B i B i A ix x x x      …    2 2
( ) ( ) ( ) ( )U U

A i B i

U U
B i A ix x x x      , so 

   , ,d A B d B A . 

(P4) Firstly, we introduce the Minkowski inequation [39]. Let nR  be n-dimensional Euclidean 

space,  1 2, , , na a a ,  1 2, , , n
nb b b R  and 1 p   , then the following inequation holds: 

1 1 1

1 1 1

n n np p pp p p

k k k k
k k k

a b a b
  

     
       

     
    

We can know from Minkowski inequation that: 
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         

    
   

2 2 2 2

1

1
2 2 2

2 2

1

1
, ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

4

( ) ( ) ( ) ( )

1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

4

m L L U U L L U U

A i C i A i C i A i C i A i C ii

L L U U

A i C i A i C i

m L L L L U U U U

A i B i B i C i A i B i B i C ii

d A C x x x x x x x x
m

x x x x

x x x x x x x x
m

       

   

       





       

   

       














 

   

    
     

2 2

1
2 2 2

2 2 2

1

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1
( ) ( ) ( ) ( ) ( ) ( )

4

L L L L U U U U

A i B i B i C i A i B i B i C i

L L L L U U U U

A i B i B i C i A i B i B i C i

m L L U U L L

A i B i A i B i A i B i Ai

x x x x x x x x

x x x x x x x x

x x x x x x
m

       

       

      


       

       

      





  

        
        

2

1
2 2 2 22

1

1
2 2 2 2 2

( ) ( )

1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

4

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

U U

i B i

mL L U U L L U U

A i B i A i B i B i C i B i C ii

L L U U L L U U

B i C i B i C i B i C i B i C i

x x

x x x x x x x x
m

x x x x x x x x



       

       





       

       

 
 






 

That is      , , ,d A C d A B d B C  . 

2.5. Interval-Valued Intuitionistic Fuzzy Entropy 

The concept of entropy originated from thermodynamics, and was introduced into information 
theory by Shannon to represent the size of information. The higher the order degree of a system is, the 
smaller its entropy is, and the greater the amount of information it contains. On the contrary, the higher 
the degree of disorder, the greater the entropy, the smaller the amount of information. 

Intuitionistic Fuzzy Entropy can objectively reflect the order of IFS. If the lower the entropy value 
of an attribute, the greater the uncertainty, and then the greater the weight should be given [40]. 
Reference [41–43] constructed different forms of Intuitionistic Fuzzy Entropy, but did not consider the 
effect of hesitancy degree on the uncertainty of IFS and thus has some limitations. 

In fact, Intuitionistic Fuzzy Entropy contains two kinds of information: the degree of uncertainty 
and the degree of unknown. The degree of uncertainty is usually expressed by the absolute deviation 
of membership degree and non-membership degree, and the degree of unknown can be expressed by 
hesitation degree. Based on this, reference [44] constructed a new Interval-Valued Intuitionistic Fuzzy 
Entropy based on hesitation degree, which can overcome the shortcoming of only consider uncertainty 
degree but ignore unknown degree in the former Intuitionistic Fuzzy Entropy. 

For any set of IVIFS,     , , , 1, 2, ,i A i A i iA x x x x X i m      , define the Interval-Valued 

Intuitionistic Fuzzy Entropy as follows: 

  
             
             1

min , min ,1

max , max ,

L L U U L U
m A i A i A i A i A i A i

L L U U L Ui
A i A i A i A i A i A i

x x x x x x
E A

m x x x x x x

     

     

  


  
   (5) 

As can be seen from Eq (5), the Interval-Valued Intuitionistic Fuzzy Entropy  E A  includes 

not only the information of membership degree  A ix  and non-membership degree  A ix , but 

also the information of hesitation degree  A ix . 

For any two sets of IVIFS, A  and B , the above measure of the interval-valued intuitionistic 
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fuzzy entropy satisfies the following axiomatic requirements: 
(P1)   0E A  , iff A  is a crisp set; 

(P2)   1E A  , iff    A i A ix x  , ix X  ; 

(P3) if A B  and    L L

B i B ix x  ,    U U

B i B ix x  , i.e.,        L L

A i B i

L L
B i A ix x x x      , 

       U U U U

A i B i B i A ix x x x      , ix X  ,    E A E B ; 

(P4)    cE A E A . 

Proof. 
(P1) If A  is a crisp set, i.e.,    1,1A ix  ,    0,0A ix   or    0,0A ix  ,    1,1A ix  , 

ix X  . No matter in which case, we have   0E A   for Eq (5). 

On the other hand, if   0E A  , i.e.,              min , min , 0L L U U L U

A i A i A i A i A i A ix x x x x x         , 

ix X  . So we have: 

    min , 0L L

A i A ix x   ,     min , 0U U

A i A ix x   ,      0 1L L L

A i A i A ix x x     ,   0U

A ix    

   1 U U

A i A ix x    , i.e.,    1,1A ix   ,    0,0A ix    or    0,0A ix   ,    1,1A ix   , ix X   . 

Hence, A  is a crisp set. 
(P2) Let    A i A ix x   for any ix X . From Eq (5) we can obtain   1E A  . On the other 

hand, if   1E A  , i.e.,                    min , min , max , max ,=L L U U L L U U

A i A i A i A i A i A i A i A ix x x x x x x x         , 

ix X  . So we have    L L

A i A ix x  ,    U U

A i A ix x  , ix X  . Hence,    A i A ix x  , ix X  . 

(P3) if A B   and    L L

B i B ix x   ,    U U

B i B ix x   , ix X   . We can get 

      min ,L L L

A i A i A ix x x    ,       min ,U U U

A i A i A ix x x    ,       max ,L L L

A i A i A ix x x    , 

      min ,U U U

A i A i A ix x x   . 

Thus, 

         
       

    
    1 1

21 1

2

L U L U
m mA i A i A i A i

L U L Ui i
A i A i A i A i

L U
A i A i

L U
A i A i

x x x x
E A

m x x x x m

x x

x x

   
   

 

  

  
 

   




  . 

Similarly,  
    
    1

21

2

m

i

L U
B i B i

L U
B i B i

E B
m

x x

x x

 

 









 . 

From the criteria above, we can get        L U L U

A i A i B i B ix x x x        and 

       L U L U

A i A i B i B ix x x x      . Hence,    E A E B . 

(P4) It is clear that         , , ,c L U L U

i A i A i A i A i iA x x x x x x X          ， . From Eq (5) we can 

obtain    cE A E A . 

3. Interval-valued intuitionistic fuzzy TOPSIS-GCA method 

The basic idea of TOPSIS method is to construct the Positive Ideal Solution (PIS) and the 
Negative Ideal Solution (NIS) of the MADM problems, and to evaluate the alternatives based on the 
criteria of near PIS and far from NIS. When TOPSIS method is used to solve MADM problems, it is 
based on the original data sample, and the analysis is based on the distance relationship between data 
series. The GCA can directly reflect the nonlinear relationship between data series. The closer the 
curve shape is, the greater the grey correlation degree of the corresponding series is. For MADM 
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problems, if the grey correlation degree between alternatives and ideal solution is higher, the 
alternatives can be considered to be closer to ideal solution. This hybrid method combines the grey 
correlation analysis to calculate the weighted grey correlation degree of the alternatives with absolute 
PIS and absolute NIS, and TOPSIS method to calculate the weighted Euclidean distance for the 
alternatives from absolute PIS and absolute NIS, for solving interval-valued intuitionistic fuzzy 
MADM problems. The steps of this proposed method are shown in Figure 1. 

 

Figure 1. The steps of TOPSIS-GCA method. 

The calculation steps of the proposed interval-valued intuitionistic fuzzy TOPSIS-GCA method 
are as follows: 

Step 1: Establish the standard decision matrix in the form of interval-valued intuitionistic fuzzy 
numbers; 

Step 2: Calculate the combined weight of each attribute; 
Step 3: Construct absolute PIS and absolute NIS in the form of interval-valued intuitionistic 

fuzzy numbers; 
Step 4: Calculate the weighted Euclidean distances for each alternative from the absolute PIS and 

the absolute NIS; 
Step 5: Calculate the weighted grey correlation degrees for each alternative from the absolute 

PIS and the absolute NIS; 
Step 6: Normalize the weighted Euclidean distances and weighted grey correlation degrees. 
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Calculate the combination closeness degrees between the alternatives and the ideal solution and 
rank order of alternatives. 

3.1. Establish decision matrix and its standardization 

For an interval-valued intuitionistic fuzzy MADM problem with m   number of alternatives, 
 1 2, , , mX X X X    .And each alternative has n   number of attributes,  1 2, , , nA A A A   . the 

interval-valued intuitionistic fuzzy decision matrix  ij m n
H h


  can be expressed as follows: 

 

11 12 1

21 22 2

1 2

      

      

               

      

n

m

m m mn

h h h

h h h
H

h h h



 
 
 
 
 
 





   



  (6) 

where 
ijh  represents the thj  attribute value with respect to thi  alternative, and 

ijh  is in the form of 

interval-valued intuitionistic fuzzy number. 
Consider that there are two main types of attribute categories in the decision-making process: 
(1) Benefit attribute: the bigger the attribute value, the better; 
(2) Cost attribute: the smaller the attribute value, the better, then it is necessary to convert the 

value of the cost attribute to the value of the benefit attribute in accordance with Eq (7). 

 
,        ,

,       . 

ij n

ij c

ij n

h if A is benefit attribute
r

h if A is cost attribute





 

 
  (7) 

where c

ijh  is the complementary set of 
ijh . 

The standardized decision matrix  ij m n
R r


  is shown in Eq (8). 

 

11 12 1

21 22 2

1 2

       

       

              

      

n

m

m m mn

r r r

r r r
R

r r r



 
 
 
 
 
 





   



  (8) 

where  , , ,L U L U

ij ij ij ij ijr            . 

3.2. Calculate the combined weight of each attribute 

After the standardized decision matrix is constructed, the attribute weights are determined by the 
combination of AHP and Interval-Valued Intuitionistic Fuzzy Entropy weighting method. The 
combination weighting method combines the advantages of subjective weighting method and objective 
weighting method, and avoids the disadvantage of single weighting method. 

The Analytic Hierarchy Process (AHP) quantitatively obtains the judgment matrix according to 
the relative importance degree of any two attributes, and then obtains the consistency matrix through 
the consistency check. Finally, the weight vector of each attribute can be obtained by computing the 
consistency matrix. Reference [45] introduces the detailed calculation process. The subjective weight 
vector of each attribute is  1 1 2= , , , nW    . 
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The entropy weight of attribute may be computed as follows: 

 
1

1 ( )

1 ( )

j

j n

jj

E A

E A








  (9) 

where  0,1j  ,
1

1
n

jj



 ,   jE A   is the Interval-Valued Intuitionistic Fuzzy Entropy in section 

2.5 and  0 1jE A  . 

The entropy weight vector of each attribute obtained by Interval-Valued Intuitionistic Fuzzy 
Entropy weighting method is  2 1 2, , , nW     . 

The subjective weight and entropy weight are integrated to obtain combined weight by Eq (10). 

 
1

j n

j

j j

j j


 

 





  (10) 

The combination weight vector of attributes is  1 2, , , nW     . 

3.3. Construct absolute PIS and absolute NIS 

The Positive Ideal Solution (PIS) and the Negative Ideal Solution (NIS) in the traditional TOPSIS 
are both taken from the actual measurements of the alternatives, so different alternative sets will have 
different PIS and NIS. The PIS and the NIS must be re-selected and calculated when new alternatives 
are added or some of the alternatives are removed, and the result of the ranking may change, which is 
called reverse order phenomenon [46]. In order to solve this problem, this paper put forward the 
concept of absolute ideal solution, which is to take the limit value of the optimal state and the worst 
state of each attribute of the alternative as the PIS and NIS. The absolute PIS and the absolute NIS in 
the form of interval-valued intuitionistic fuzzy numbers are shown as follows: 

       , , , 1,1 , 0, 0L U L U

j j j j jr                  (11) 

       , , , 0, 0 , 1,1L U L U

j j j j jr                  (12) 

The corresponding hesitation degree are  , 0,0L U

j j j          and  , 0,0L U

j j j         

respectively. 

3.4. Calculate the weighted Euclidean distances for each alternative from the absolute PIS and 
absolute NIS 

According to the distance measurement of IVIFS, the weighted Euclidean distances for each 
alternative from the absolute PIS and the absolute NIS may be calculated as follows: 

 
     

      

2
2 22

1

1
2 2 2 2

1

4

n L L U U L L

i j ij j ij j ij jj

U U L L U U

ij j ij j ij j

d
n

      

     

   



  

     

     








  (13) 

 
     

      

2
2 22

1

1
2 2 2 2

1

4

n L L U U L L

i j ij j ij j ij jj

U U L L U U

ij j ij j ij j

d
n

      

     

   



  

     

     








  (14) 
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where       , , , 1,1 , 0,0L U L U

j j j j jr                 ,       , , , 0,0 , 1,1L U L U

j j j j jr                 ,  , 0,0L U

j j j         

and  , 0,0L U

j j j        . 

3.5. Calculate the weighted grey correlation degrees for each alternative from the absolute PIS and 
the absolute NIS 

The grey correlation coefficients for each alternative from the absolute PIS and the absolute NIS 
are shown below: 

 
min min max max

max max

ij j ij j
i j i j

ij

ij j ij j
i j

r r r r

r r r r






 



 

  


  
  (15) 

where  + 1

4
L L U U L L U U

ij j ij j ij j ij j ij jr r                    . 

 
min min max max

max max

ij j ij j
i j i j

ij

ij j ij j
i j

r r r r

r r r r






 



 

  


  
  (16) 

where  1

4
L L U U L L U U

ij j ij j ij j ij j ij jr r                      , ij
   and ij

   are the grey correlation 

coefficients of the distances computed for each criterion from the absolute PIS and the absolute NIS, 
and   is the distinguishing coefficient having value between 0 and 1. Its value is usually considered 
as 0.5. 

Then the weighted grey correlation degrees for each alternative from the absolute PIS and the 
absolute NIS may be calculated as follows: 

 1
,    1, 2, , .

n

i ij jj
i m   


     (17) 

 1
,    1, 2, , .

n

i ij jj
i m   


     (18) 

3.6. Normalize the weighted Euclidean distances and weighted grey correlation degrees 

The normalized treatment is based on the following generalized equation: 

 
max

i
i

i





   (19) 

where 1, 2, ,i m   , i   represents id  , id  , i
   and i

  , accordingly, i   represents iD   , iD   , 

iE  and iE . 

3.7. Calculate the combination closeness degrees between the alternatives and the ideal solution and 
rank order of alternatives 

According to the improved TOPSIS and grey correlation analysis, if +

i iD E    is bigger, the 

corresponding alternative is closer to the PIS, and if i iD E   is bigger, the corresponding alternative 

is closer to the NIS. Considering the weighted distance and the weighted grey correlation degree, we 
can get the close degree coefficient as follows: 
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 ,   1, 2, , .i i iV D E i m         (20) 

 ,    1,2, , .i i iV D E i m         (21) 

where    and    are preference coefficients, which reflects the preference degree of decision-
maker to the Euclidean distance and the grey correlation degree. They satisfy 1     and 

 , 0,1   , and the decision maker can determine their values according to preferences. If the decision 

maker has no preference for TOPSIS and grey correlation analysis, it can make =0.5 , =0.5 . iV   

reflects the closeness degree between the alternatives and the ideal solution, and iV    reflects the 

distance degree between the alternatives and the ideal solution. 
The combination closeness degree may be calculated as follows: 

 ,    1, 2, , .i
i

i i

V
Z i m

V V



 
 


   (22) 

The combination closeness degree iZ  can be used as the comprehensive evaluation value of the 

alternatives. It is evident from the equation above that if iZ  is bigger for an alternative, it is near PIS 

and far from NIS. Thus, a bigger iZ  is rightly connected with a higher rank. 

4. Case study 

Complex system is a kind of information system with large number and variety of subsystems, 
and the subsystems have very complicated nonlinear relationship with each other. Reliability 
evaluation of complex system is to analyze, calculate and evaluate the reliability of simulation system. 
The purpose of reliability evaluation of complex system includes evaluation, selection and 
modification of complex system. The quantitative results of complex system reliability can be obtained 
by reliability evaluation, and then the complex system can be judged and identified. It is difficult to 
meet the needs of reliability evaluation only by using a single method for complex system. The 
reliability evaluation of complex system has gradually evolved into a complex multi-attribute 
comprehensive evaluation problem. Besides, due to the complexity of the system and the limitations 
of the experts, the evaluation of the complex system is approximate and qualitative. It is suitable for 
experts use interval-valued intuitionistic fuzzy numbers to evaluate the reliability of simulation system. 

4.1. Example application 

With the development of information technology and the wide application of information network 
system, the reliability evaluation of complex information network system becomes more and more 
important, which is helpful for ensuring the safe operation of information network system. Taking a 
certain information network system as an example, the evaluation attributes include: Response 
capability 1T , Transmission capability 2T , Real-time capability 3T , Resource utilization capability 

4T , Construction cost 5T  and Anti-Jamming capability 6T . There are three options alternatives of 

information network system: 1A , 2A  and 3A . The data for each evaluation attribute are shown in 

Table 1. 
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Figure 2. Sample of complex information network system. 

Table 1. IVIFS performance matrix. 

Alternative 1A  2A  3A  

attributes               

1T  [0.30,0.45] [0.40,0.45] [0.60,0.70] [0.15,0.25] [0.30,0.40] [0.45,0.50]

2T  [0.25,0.45] [0.35,0.50] [0.45,0.55] [0.40,0.45] [0.20,0.25] [0.65,0.70]

3T  [0.60,0.70] [0.15,0.25] [0.35,0.40] [0.45,0.55] [0.85,0.85] [0.05,0.10]

4T  [0.50,0.60] [0.35,0.40] [0.15,0.35] [0.55,0.60] [0.45,0.65] [0.25,0.30]

5T  [0.25,0.40] [0.35,0.55] [0.80,0.85] [0.05,0.10] [0.60,0.70] [0.15,0.25]

6T  [0.65,0.70] [0.15,0.25] [0.30,0.40] [0.35,0.55] [0.55,0.70] [0.15,0.20]

4.1.1. Construct standardized decision matrix 

Among the evaluation attributes, Response capability 1T , Transmission capability 2T , Resource 

utilization capability 4T   and Anti-Jamming capability 6T   belong to benefit attribute, Real-time 

capability 3T  and Construction cost 5T   belong to cost index. The indicator data in Table 1 are 

processed in accordance with Eq (7) to obtain a standardized decision matrix, as shown in Table 2. 

4.1.2. Calculate the combined weight of attributes 

The subjective weight of attributes is obtained by AHP method, and the entropy weight is 
obtained by interval-valued intuitionistic fuzzy entropy method. Finally, the combined weight of 
attributes is obtained by Eq (10). The results are shown in Table 3. 
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Table 2. IVIFS performance matrix of standardization. 

Alternative 1A  2A  3A  

attributes           
1T  [0.30,0.45] [0.40,0.45] [0.60,0.70] [0.15,0.25] [0.30,0.40] [0.45,0.50]

2T  [0.25,0.45] [0.35,0.50] [0.45,0.55] [0.40,0.45] [0.20,0.25] [0.65,0.70]

3T  [0.15,0.25] [0.60,0.70] [0.45,0.55] [0.35,0.40] [0.05,0.10] [0.80,0.85]

4T  [0.50,0.60] [0.35,0.40] [0.15,0.35] [0.55,0.60] [0.45,0.65] [0.25,0.30]

5T  [0.35,0.55] [0.25,0.40] [0.05,0.10] [0.80,0.85] [0.15,0.25] [0.60,0.70]

6T  [0.65,0.70] [0.15,0.25] [0.30,0.40] [0.35,0.55] [0.55,0.70] [0.15,0.20]

Table 3. Weights of attributes. 

Attributes weights 
Attributes 

1T  2T  3T  4T  5T  6T  

Subjective weight 0.183 0.212 0.145 0.191 0.108 0.161 
Entropy weight 0.201 0.200 0.130 0.177 0.134 0.158 

Combined weight 0.192 0.206 0.138 0.184 0.121 0.159 

The comparative analysis results of weights are shown in Figure 3. 

 

Figure 3. The comparative analysis results of weights. 

It can be seen from Figure 3 that among the three weighting methods, the AHP method is greatly 
affected by the subjective factors of experts, which further affects the accuracy of the weighting results. 
Because the interval-valued intuitionistic fuzzy entropy method has strong dependence on the original 
data, the difference of weight distribution results is small and the accuracy is poor. The weights 
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optimized by combination weighting method is between AHP method and the interval-valued 
intuitionistic fuzzy entropy method Because the subjective and objective factors are comprehensively 
considered, some random and secondary factors are suppressed, and the influence of expert experience 
is ignored, so the weighting result is more objective and reasonable. 

4.1.3. Calculate the weighted Euclidean distance and the weighted grey correlation degree 

According to section 3.3, the absolute PIS and the absolute NIS for this example are shown as 
follows: 

                              1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0A   

                              0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1 , 0, 0 , 1,1A   

According to the Eqs (13) and (14), the weighted Euclidean distances between the alternatives 
and the absolute PIS and absolute NIS are calculated, and the weighted grey correlation degrees for 
each alternative from the absolute PIS and absolute NIS are obtained by Eqs (15)–(18). The results 
are shown in Table 4. The weighted Euclidean distances id , id  and the weighted grey correlation 

degrees i
 , i

  are normalized according to Eq (19). The results as shown in Table 5. 

Table 4. Weighted Euclidean distances and weighted grey correlation degrees. 

Alternative 
Distance Grey related degree 

id
 id

 i


 i


 

1A  0.090 0.096 0.780 0.571 

2A  0.094 0.092 0.758 0.617 

3A  0.105 0.085 0.729 0.668 

Table 5. Normalized treatment to weighted Euclidean distances and weighted grey 
correlation degrees. 

Alternative 
Distance Grey related degree 

iD   iD  iE  iE   

1A  0.857 1.000 1.000 0.855 

2A  0.895 0.958 0.972 0.924 

3A  1.000 0.885 0.935 1.000 

4.1.4. Calculate combination closeness degree 

According to Eqs (20)–(22), the combination closeness degrees between the alternatives and the 
ideal solution are calculated. There are several cases to discuss. 

When , 0.5, 0.5    the closeness coefficients iV  , iV   and the combination closeness degree 
iZ  between the alternatives and the ideal solution are shown in Table 6. 
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Table 6. Combination closeness degree and rank. 

Alternatives iV

 iV 
iZ Rank 

1A
 

1.000 0.856 0.539 1 

2A
 

0.965 0.910 0.515 2 

3A
 

0.910 1.000 0.476 3 

As can be seen from Table 6, the combination closeness degree of 1A  is 0.539, which is the 

largest value of three alternatives, so 1A  has the best performance. 

4.2. Result analysis 

The final ranking result may be changed according to the values of   and  . Taking preference 
coefficient    as an example (actually,    is limited to   , because 1    .). The final result 
changes with   as shown in Figure 4. 

When 0.5  , the decision makers prefer grey correlation analysis. When =0.5 , TOPSIS is as 
important as grey correlation analysis. And when 0.5  , TOPSIS is more important. If the decision 
maker has no preference for TOPSIS and grey correlation analysis, it can make 0.5, 0.5   . It can 
be seen from Figure 4 that in this example, when 0.5, 0.5   , TOPSIS method and grey correlation 
analysis method are both used to calculate the combination closeness degree of each alternative, and 
the difference in the combination closeness degree iZ  of each alternative is reasonable and accord 

with the actual situation. At the same time, it can be seen from Figure 4 that no matter what the 
preference parameter    is, the ranking of the alternatives do not change, which shows the 
effectiveness of the interval-valued intuitionistic fuzzy TOPSIS-GCA method proposed in this paper. 

 

Figure 4. Sensitivity analysis for preference coefficient. 

In order to further verify the validity and correctness of the interval-valued intuitionistic fuzzy 
TOPSIS-GCA method in this paper, DIF-MADM [47] method and IIHA [48] method are adopted for 
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scheme evaluation based on the examples in this paper. The ranking results of each method are shown 
in the Table 7. 

Table 7. The ranking results of three methods. 

Alternative 
TOPSIS-GCA DIF-MADM IIHA 

value rank value rank value rank 

1A  0.539 1 0.520 1 0.079 1 

2A  0.515 2 0.479 2 0.020 2 

3A  0.476 3 0.443 3 -0.061 3 

It can be seen from Table 7 that the ranking results of three methods are all the same, which 
reflects the correctness of the method in this paper. At the same time, the evaluation result of the 
interval-valued intuitionistic fuzzy TOPSIS-GCA method has a moderate gradient, which is more 
reasonable than the other two methods. 

5. Conclusions 

In this paper, an interval-valued intuitionistic fuzzy TOPSIS-GCA method is proposed by 
analyzing the interval-valued intuitionistic fuzzy MADM problems. Firstly, the entropy weight of 
attributes is obtained by introducing the concept of interval-valued intuitionistic fuzzy entropy. And 
the combined weight is calculated by combining the entropy weight with the subjective weight 
calculated by AHP method. Then combine weighted Euclidean distance and weighted grey correlation 
degree for each alternative from the absolute PIS and the absolute NIS to construct the combination 
closeness degree of each alternative. And the alternatives are ranked and evaluated according to the 
combination closeness degree. Finally, the effectiveness and feasibility of the proposed method in this 
paper are verified by an example of Rader performance evaluation. The interval-valued intuitionistic 
fuzzy TOPSIS-GCA method has great theoretical and practical significance, which can be widely used 
in the fields of economy, society, management, engineering, etc. 

The interval-valued intuitionistic fuzzy TOPSIS-GCA method proposed in this paper combines 
the advantages of TOPSIS and grey correlation analysis. It not only reflects the degree of similarity 
between the alternatives and the ideal solution on the scale of physical space distance, but also reflects 
the degree of geometric similarity between the alternatives and the ideal solution, which makes the 
solution of MADM problems more objective and reasonable. In addition, the method can also be 
extended to Intuitionistic Fuzzy Set (IFS), Fuzzy Set (FS) and other application scenarios. 
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