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Abstract: This study investigates the potential of GenAI tools, specifically ChatGPT-4/4o, Wolfram 

GPT, and Tutor Me GPT, to function as accessible, on-demand 24/7 tutoring systems for engineering 

and mathematics education. With increasing interest in personalized learning, GenAI offers the 

promise of scalable and individualized academic support. However, concerns about hallucinations, 

erroneous or fabricated outputs common in GenAI, have hindered recommendations for 

unsupervised educational use. The application of GenAI in specialized tutoring contexts has not been 

rigorously evaluated for accuracy or pedagogical risk in engineering and mathematics. To address 

this gap, this research assesses the accuracy and instructional capability of GenAI through a 

human-led simulation involving three trained research assistants. This approach enables the 

systematic evaluation of how hallucinations may impact learning outcomes. The GenAI tools were 

tested across seven engineering and two mathematics subjects, encompassing 35 distinct topics. 

Results indicate that ChatGPT-4 and Wolfram GPT demonstrated strong performance in tutoring 

electrical engineering and mathematics, but exhibited limitations in mechanical engineering content. 

Minor inaccuracies were frequently observed, raising concerns about student reliance without 

oversight. Nevertheless, notable strengths include GenAI‟s adaptability to varying student 

proficiency levels and its structured, step-by-step problem-solving methodology. While GenAI 

shows promise as a supplementary learning tool, further research is required to improve accuracy 

and evaluate its long-term pedagogical impact in real-world educational settings. Based on current 
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capabilities, GenAI is best regarded as a supportive aid rather than a replacement for human 

instruction. This study provides foundational insights for the future integration of GenAI into 

education, with potential to transform tutoring practices. 

Keywords: AI tutoring systems, ChatGPT, engineering education, Generative Artificial Intelligence 

(GenAI), mathematics, personalized learning 

 

1. Introduction 

The advantages of one-on-one tutoring over group instruction in enhancing learning outcomes 

have been widely discussed for over 40 years [1]. Artificial Intelligence (AI) has long been regarded 

as a promising solution for delivering personalized learning, offering tailored educational 

experiences aimed at improving student performance [2,3]. Despite significant technological 

advances, AI-based tutoring systems have not yet reached a level of sophistication sufficient to 

replace human tutors [4]. However, the release of Generative Artificial Intelligence (GenAI) through 

ChatGPT-3.5 in November 2022 introduced new possibilities for personalizing learning experiences 

using a Large Language Model (LLM) architecture, enabling more natural and intuitive interactions 

with students [4]. Educators have begun integrating GenAI across various disciplines [5‒7], but the 

absence of institutional training and policy guidance has led to widespread uncertainty within the 

academic community [8]. For instance, this study was initiated due to a human research ethics 

committee‟s hesitation to approve human trials without empirical evidence regarding the potential 

risks associated with GenAI-assisted learning. 

A major limitation of ChatGPT-3.5 was its high rate of hallucination, which compromised 

accuracy, particularly in engineering and mathematics problem-solving [9,10]. Given that accuracy, 

especially in error detection and correction, is critical for effective tutoring [11], ChatGPT-3.5 was 

not yet suitable as a 24x7 tutoring solution. In March 2023, ChatGPT-4 was released and 

demonstrated significantly improved reliability and accuracy in engineering and mathematical 

content, especially when integrated with Wolfram GPT [11]. The recent introduction of newer 

models such as ChatGPT-5 shows further improvements, but hallucinations persist across all models 

and remain an ongoing challenge [13]. However, GenAI performance varies by subject area [11], and 

no empirical studies have been conducted to provide robust insights into its capabilities in 

engineering and mathematics, particularly given the notable limitations of existing benchmarking 

standards [14]. While established benchmarking methods have merit, they often fail to account for 

pedagogical impact. For example, would a minor error be recognized by an unsupervised student, or 

would it hinder their conceptual understanding? Furthermore, there is a positive correlation between 

student errors and the likelihood of GenAI hallucination [15], potentially exacerbating disadvantages 

for students already at risk. This study does not aim to benchmark GenAI‟s ability to produce correct 

answers, but rather its capacity to guide students toward the correct solution and help them 

understand the underlying reasoning. The interaction between students and GenAI is therefore 

central to this investigation. 

In an era of increasing demand for personalized learning, this study evaluates ChatGPT-4, 

ChatGPT-4o, Wolfram GPT, and Tutor Me GPT across five engineering subjects and two 

mathematics subjects that are foundational to engineering curricula. The objective is to simulate a 
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tutoring experience involving multiple interactions per question, assessing the quality and accuracy 

of the guidance provided at each step. Data collection is conducted by research assistants with prior 

tutoring experience, who are familiar with common student errors and misconceptions, enabling 

authentic simulation of student behavior. This human-based simulation employs a piloted generic 

prompt [15] that a student can input into any GenAI platform, initiating a personalized learning 

journey in which they acquire theoretical knowledge and practice problem solving through guided 

questions. Consequently, this paper addresses two key research questions: 

1. How accurate and reliable are the selected Generative AI tools in providing tutoring for 

engineering and mathematics content, and which tool demonstrates the highest performance? 

2. How effectively do the selected Generative AI tools deliver a comprehensive and engaging 

tutorial experience? 

The findings of this study offer insights into the capabilities and potential of GenAI in education. 

If successful, these results could inform future research on pedagogical effectiveness, prompt 

engineering, and integration with Intelligent Tutoring Systems (ITS). The implications for the 

broader integration of AI and GenAI in education are substantial, potentially transforming how 

personalized tutoring is delivered and expanding access to high-quality education globally. 

2. Related work 

For several decades, AI has been promoted as a transformative force with the potential to deliver 

tutoring services through personalized learning experiences [16,17]. This includes equipping 

educators with data-driven insights into student performance, emotional states, and engagement 

levels, enabling customized instructional strategies and timely interventions [18]. Tailored instruction 

has been shown to be more effective than traditional group-based teaching [1]. In large classrooms, 

AI-based solutions are particularly viable due to their scalability [19]. Early implementations of AI in 

education, such as ITS, demonstrated the feasibility of simulating one-on-one tutoring environments. 

ITSs have proven especially effective in domains governed by well-defined rules and procedures, 

such as mathematics and physics [20]. A meta-analysis by Kulik and Fletcher [21] indicates that 

students tutored by ITSs often outperform those in conventional instruction-only settings. 

Nevertheless, these systems remain in a continuous cycle of refinement [17]. 

ITS integrates principles from three core disciplines: Psychology, Computer Science, and 

Education [22]. While ITS architectures vary depending on purpose and domain, the fundamental 

components typically include a domain model, which contains the subject knowledge to be taught; a 

student model, which tracks the learner‟s progress and understanding; a tutoring model, which 

determines the instructional strategies to be applied; and a system controller that coordinates the 

interactions among the three models [22‒24]. Over time, ITSs have evolved significantly. Advances 

in natural language processing (NLP) and machine learning have enhanced their ability to understand 

and generate human-like text, resulting in more natural and intuitive user interactions [18]. 

The introduction of GenAI, particularly Large Language Models (LLMs) such as GPT-3.5, 

marked a significant advancement in AI's ability to interact naturally and intuitively with 

students [10]. While much of the discourse around GenAI in education has centered on academic 

misconduct or cheating [25], it is essential to examine ITS potential role in enhancing learning, 

particularly in personalized tutoring. Unlike earlier ITS, which relied heavily on predefined rules and 
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structured procedures, LLMs are trained on vast and diverse datasets encompassing a broad range of 

topics and linguistic patterns, making them highly adaptable [26]. A key advantage of LLMs over 

traditional ITS is their capacity to engage in open-ended dialogue, addressing a wider variety of 

queries with nuanced understanding and contextual awareness [27]. Recent efforts to integrate LLMs 

with ITS have begun to emerge in the literature [27,28]. 

Although LLMs are trained on extensive datasets to generate diverse outputs, including 

human-like text, GPT-3.5 has demonstrated limitations in accuracy, frequently producing 

hallucinations and performing poorly on highly technical or specialized content [29]. In-depth 

analysis by Nikolic et al. [9] revealed that ChatGPT-3.5 performed variably on engineering and 

mathematics tasks, often correctly outlining steps but ultimately arriving at incorrect final answers. 

However, in a follow-up study [11], ChatGPT-4 exhibited significantly improved performance, 

demonstrating greater accuracy in solving math and engineering problems and producing fewer 

hallucinations, suggesting its potential suitability as a tutoring tool. As these models continue to 

evolve, performance is expected to improve; however, hallucinations are likely to persist for the 

foreseeable future [13]. Therefore, a pedagogical understanding of the implications of such 

inaccuracies is necessary. 

Students have already recognized the potential of GenAI and are increasingly using it to support 

their learning; however, providing them with structured guidance is in their best interest [30]. Based 

on the performance capabilities outlined in [11], ChatGPT-4 was selected as one of the primary 

LLMs for this study. It should be noted that selecting ChatGPT-4 based on accuracy assumes that 

higher accuracy leads to better pedagogical outcomes. While controlled errors can be beneficial for 

learning [31,32], the impact of uncontrolled errors in a GenAI tutoring context remains unknown. 

Furthermore, accuracy issues may affect performance expectancy, which in turn could influence 

student adoption [33]. 

On 13 May 2024, ChatGPT-4o was released, with advanced capabilities made freely available to 

the public [34]. This open access rendered it suitable for inclusion in this study. Other LLMs, such as 

Copilot and Gemini, were considered but found to perform less effectively on engineering and 

mathematics content [11], and thus were excluded. However, the work of Nikolic et al. [11] 

identified that integrating Wolfram GPT, a plugin developed by OpenAI, can enhance accuracy in 

engineering and mathematical problem-solving. Wolfram Alpha is widely recognized as a powerful 

computational engine for mathematics [35]. By leveraging Wolfram GPT, users gain access to robust 

computation, accurate mathematical processing, curated knowledge, real-time data, and visualization 

through Wolfram Alpha and the Wolfram Language [36]. Consequently, Wolfram GPT was included 

in this study. Data collection concluded in 2024, and since then, OpenAI has introduced more 

advanced models that fall outside the scope of this research. At the time of experimentation, however, 

ChatGPT-4o served as the baseline for the free version, which aligns with the study‟s target context. 

Khan Academy is a well-established open educational resource provider with millions of unique 

users, yet despite its popularity, limited research has been conducted on the effectiveness of its 

pedagogical approach [37,38]. In March 2023, Khanmigo was introduced, a comprehensive, 

standalone AI-based tutoring system that integrates GenAI [39]. A less advanced version of 

Khanmigo [40], later released as the Tutor Me GPT (also known as Khanmigo Lite), was also 

considered. As Tutor Me GPT has been viewed as a tool with potential to transform learning, similar 

in function to Wolfram GPT, but requiring further investigation [41], it was included in this study. 

Prompt engineering involves modifying input prompts to tailor and optimize the quality and 
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nature of the generated output [9]. Therefore, GenAI must be explicitly prompted to function as a 

tutor. Unlike the decades of research underpinning ITS, there is limited guidance on effective 

prompting strategies for educational applications. Several approaches exist, including directly 

requesting tutor support or hints on specific problems or topics [42], or seeking supportive 

feedback [43]. The prompt designed for this study employs the Socratic Method, which fosters 

critical thinking through guided questioning and encourages deeper cognitive engagement [44]. 

Recently, OpenAI introduced a „study and learn‟ feature in ChatGPT that offers a simplified, limited 

Socratic tutoring experience without requiring users to input a detailed prompt [45]. 

The scope of this study involves designing a general-purpose prompt to enable GenAI models to 

simulate an intelligent tutor. The goal is to create a system capable of conversing with students, 

identifying areas of difficulty, and delivering pedagogically sound instruction through the transfer of 

theoretical knowledge and the development of problem-solving skills. However, due to the novelty 

of this approach, research-backed insights are limited, with the most widely recognized prompt 

framework provided by Mollick and Mollick [46]. Hence, this study is necessary. This simulation 

aims to assess the capabilities, risks, and opportunities associated with GenAI in tutoring. Once these 

are established, more in-depth investigations into pedagogical effectiveness, prompt design, and 

comparisons with traditional ITS can be pursued. As with previous digital innovations, this presents 

new and promising opportunities for educator collaboration [47]. 

3. Experiment 

Section 3.1 provides a methodological framework overview. Section 3.2 outlines how pilot work 

informed this study. Section 3.3 describes the simulation process. Section 3.4 details the data 

collection procedures, and Section 3.5 discusses the study's limitations. 

3.1. Methodological framework overview 

This study employed a mixed-methods simulation framework consisting of: (i) a standardized 

tutoring protocol; (ii) a human-in-the-loop role-play design; and (iii) a structured measurement 

model. These components are elaborated in subsequent sections. As an overview: 

 

Protocol: Each session used a fixed, publicly accessible prompt (Appendix A), a fresh chat history, 

retained transcripts and notes for audit purposes, and lasted a minimum of 20 minutes. Sessions were 

conducted across seven subjects (35 topics) and four GenAI tutors (GPT-4, GPT-4o, Wolfram GPT, 

Tutor Me GPT). 

Role-play design: For each topic, two learner profiles were simulated: Case A (average student), 

alternating between correct and incorrect responses; and Case B (struggling student), consistently 

providing incorrect responses. Three experienced research assistants (RAs), each with subject 

expertise and prior tutoring experience, interacted with the GenAI tools and maintained 

contemporaneous field notes. 

Measurement model: Outcomes were recorded using a two-part instrument: 

1. Accuracy (primary, objective measure) on a 0–4 scale, anchored by explicit error definitions 

(none; one minor; few minor; consequential; unacceptable); 
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2. Tutor Experience, comprising Relevance, Pedagogical Effectiveness, Interactive Engagement, 

Progression, Contextual Understanding, and Examples/Illustrations (each scored 0–4). The three 

RAs reviewed each other‟s outputs to ensure scoring alignment. 

Analysis plan: For each topic × model × case combination, item scores and averages were computed. 

For between-model comparisons across repeated measures (topics), a non-parametric Friedman test 

was applied. 

3.2. The pilot study 

The pilot study [15] aimed to evaluate the effectiveness of a generic tutor prompt developed by 

Mollick and Mollick [46] on ChatGPT-4, along with variations designed to better align with 

engineering and mathematics content. It was assumed that students would gravitate toward the 

simplicity of directly asking ChatGPT questions to support their learning. The investigation found 

that prompt variations had minimal impact on accuracy but slightly influenced user experience. 

While user experience is subjective, a preferred prompt was selected by the research team based on 

evaluation results and adopted for the main study (Appendix A). A critical element of the prompt was 

the instruction „not to produce diagrams‟, as diagrams were consistently inaccurate or irrelevant. 

Across all prompts, accuracy improved when students provided more correct input [15]. Specifically, 

ChatGPT-4 made fewer errors when students supplied correct answers to questions. 

3.3. Simulations 

Building on insights from the pilot study [15], this study simulated two role-playing scenarios. 

The first scenario (Case A) simulated a student near the middle of the academic distribution. This 

was achieved by providing correct answers for 50% of responses and incorrect answers for the 

remaining 50%. The second scenario (Case B) simulated a student who consistently struggled, 

always providing incorrect answers when prompted. Case B yielded performance data under 

conditions of maximal student difficulty, while Case A offered insights into the typical experience of 

an average student. There was no need to test scenarios with consistently correct input, as the pilot 

demonstrated that model performance improved under such conditions. This design was considered 

essential to simulate interactions relevant to the most vulnerable learners. The focus was on the 

quality and dynamics of student–GenAI interactions, rather than the model‟s standalone accuracy. 

Three RAs conducted the simulations, each simulating both cases for their assigned subjects. All 

were subject matter experts: two were PhD candidates, and one held a doctorate. Each had 

experience supporting student learning and was familiar with common misconceptions and errors. 

This authentic expertise guided the simulated interactions. This simulation was necessary to inform 

future trials with real students. Given well-documented hallucinations [9], the Human Research 

Ethics Committee required assurance regarding potential impacts on learners. This design ensured 

that no negative learning consequences would arise for the RAs if the GenAI tutor underperformed. 

Three subjects from electrical engineering were selected: Digital Signal Processing (2nd year), 

Electronics (2nd year), and Power Engineering (3rd year). Two mechanical engineering subjects 

were included: Engineering Fluid Mechanics (2nd year) and Thermodynamics of Engineering 

Systems (3rd year). Two core mathematics subjects, foundational to both disciplines, were also 

selected: Foundations of Engineering Mathematics (1st year) and Advanced Engineering 
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Mathematics and Statistics (2nd year). For each subject, five random topics were chosen, ensuring 

diverse performance insights across engineering domains. 

3.4. Data collection 

Across the seven subjects and 35 topics, the RAs simulated Case A and Case B interactions with 

ChatGPT-4, ChatGPT-4o, Wolfram GPT, and Tutor Me GPT. ChatGPT-4 was initially selected due to 

its demonstrated standalone performance [11]. Wolfram GPT was included because prior research 

indicated it enhances accuracy [12]. ChatGPT-4o was added during data collection, as free public 

availability offered potential for widespread adoption if results were favorable. Tutor Me GPT was 

selected due to Khan Academy‟s extensive investment and resources in advancing technology-based 

tutoring [40]. Data collection occurred in the second half of 2024. 

Within ChatGPT, the „memory‟ function was disabled to prevent prior interactions from 

influencing subsequent sessions. For the same reason, each interaction began in a new prompt 

session. To initiate a tutorial, the RA copied and executed the pre-designed prompt (Appendix A), 

beginning a unique learning journey based on the user‟s specified topic and responses to diagnostic 

questions. Each GenAI model then delivered theory and practice problems in a personalized manner. 

It was expected that each practice problem would be broken into individual steps. The RA, acting as 

a student, provided responses, correct or incorrect, according to the scenario being emulated, 

incorporating common misconceptions and errors based on their expertise. The following aspects 

were observed: 

- Did the GenAI correctly identify whether the RA provided a right or wrong answer? 

- Did the GenAI deliver accurate information in ITS explanations and corrections? 

- Did the GenAI provide explanations and insights that were educationally valuable? 

Each interaction lasted at least 20 minutes, allowing the RA to engage with multiple examples, 

explanations, and problems. As such, each simulation was not repeated to calculate an average score. 

Instead, scores reflected performance across the entire 20-minute session. RAs maintained detailed 

notes on their observations and reflections. 

The evaluation rubric was based on factors identified by Merrill et al. [16], which examined 

differences between human and computer-based tutoring. Experience was scored from 0 to 4, with 4 

being the highest. The rubric had two components. The first was „accuracy‟, the most critical and 

objective measure. A score of 4 was awarded if the GenAI made no errors throughout the interaction. 

A single minor, inconsequential error resulted in a score of 3. A few minor errors yielded a score of 2, 

while consequential errors received 1 or 0. Thus, a score of 3–4 was considered necessary to 

confidently recommend GenAI as a tutoring tool. 

Beyond accuracy, the following dimensions were assessed: Relevance to Topic Area, Pedagogical 

Effectiveness, Interactive Engagement, Progression to More Difficult Concepts, Contextual 

Understanding, and Use of Examples and Illustrations. Each was scored on a 0–4 scale using 

descriptive anchors. These metrics are acknowledged as subjective and may reflect personal 

preferences. Consistency in scoring was evaluated by comparing ratings across the three RAs. 

3.5. Limitations 

The scope of GenAI models, subjects, topics, and interaction length was determined by balancing 
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achievable insights with available funding. While no interaction was repeated, the minimum 

20-minute duration provided substantial data. By simulating two cases per topic (average and 

struggling students), an effective average score was derived. Although limited in scale, the repetition 

across multiple topics offered the RAs valuable insights into the risks and opportunities of GenAI 

tutoring. Given that most sessions encountered at least one hallucination, this sample provided 

meaningful data on the pedagogical impacts under investigation. 

The study employed simulations conducted by RAs rather than real student interactions. This was 

a prerequisite for obtaining human research ethics approval. While this approach prevents negative 

learning outcomes, it limits the validity of findings; however, it establishes a foundation for future 

research. 

The RAs are subject matter experts, which may influence both their interactions with GenAI and 

their evaluation of responses. Additionally, the evaluation rubric includes subjective components that 

may vary based on individual biases. For this reason, accuracy metrics were separated from other 

measures. Despite these limitations, the findings offer sufficient insight to justify further research in 

this area. 

GenAI capabilities are evolving rapidly. Between data collection and manuscript preparation, 

major providers such as OpenAI and Google released more powerful and accurate models. Therefore, 

the reported findings represent a conservative, worst-case performance scenario. 

While this study focuses on GenAI‟s tutoring capabilities, it is important to acknowledge that 

human tutors are also fallible and may make errors. However, a comparative analysis of GenAI and 

human tutor performance is beyond the scope of this study. 

4. Results 

4.1. Accuracy 

Table 1 summarizes the average accuracy performance across Cases A and B for the 7 subjects 

and 35 topic areas. For each subject, mean scores are reported for each model, with the highest score 

highlighted in green and the lowest in light red. The results indicate that GenAI models demonstrate 

substantially higher accuracy in electrical engineering and mathematics compared to mechanical 

engineering. In electrical engineering, all models achieved scores of at least 3, indicating no more 

than one minor, non-impactful error, except for Tutor Me, which received an average score of 2.5 in 

detailed AC (Alternating Current) Analysis. Tutor Me also exhibited the greatest difficulty with 

mathematics, with four topics scoring below 3. The remaining models performed well, although 

GenAI tutors (GPT-4) showed limitations in polar coordinates and Fourier Series. These findings 

suggest strong potential for using ChatGPT-4, GPT-4o, or Wolfram Alpha‟s GPT-based tools in 

tutoring applications for these disciplines, based on accuracy. However, the persistence of errors, 

despite often being minor, remains a critical consideration. The current experimental framework 

cannot fully assess how such errors might affect independent student learning. Nevertheless, the 

results support advancing to supervised student trials to evaluate real-world educational impact. 
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Table 1. Average performance in relation to accuracy (4 is highest). 

 

However, with respect to mechanical engineering content, the average model accuracy fell below 

expectations, with most scores below 3. A score of 2 indicates that several inaccuracies were present, 

increasing the likelihood that students may encounter errors. If students are unaware of these 

inaccuracies, their learning could be adversely affected. Therefore, student engagement with these 

topics should proceed with considerable caution. These findings suggest that further evaluation 

should be conducted in a controlled setting, as students may be capable of identifying and correcting 

such errors when properly guided. 

 A Friedman Test [48] was employed to assess differences in "treatments" (the GenAI models) 

across repeated "measures" (the different topics). The test revealed no statistically significant 

differences in the accuracy of the GenAI models. This outcome was anticipated due to the limited 

sample size and the coarse scoring scale used. 

4.2. Tutor experience 

Table 2 summarizes the average performance in relation to tutor experience across Cases A and B, 

encompassing the 7 subjects and 35 topic areas. As previously, average scores for each model are 

provided per subject, with the highest score highlighted in green and the lowest in light red. 

Unlike accuracy, which can be objectively evaluated against the rubric, tutor experience is 

inherently subjective and influenced by the RAs‟ individual learning preferences and academic 

backgrounds. For instance, the electrical engineering and mathematics RAs reported similar 

experience scores, which contrasted with those of the mechanical engineering RA. To account for 

potential bias, all three RAs reviewed one another‟s prompt outputs to determine whether differences 
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stemmed from personal preference or topic-specific characteristics. Following discussion, it was 

concluded that variations in experience were attributable to the nature of the subject matter. 

Specifically, electrical engineering and mathematics topics benefited from detailed explanations and 

real-world connections, features more frequently exhibited by ChatGPT-4, whereas such elaboration 

occasionally overcomplicated mechanical engineering content, which is already strongly grounded in 

real-world and relatable contexts. 

The results indicate that scoring differences were marginal, suggesting that any of the models 

could serve effectively as tutoring systems, with the lowest average score being 2.97. ChatGPT-4/4o 

typically provided detailed responses characterized by analytical depth, while Wolfram and Tutor Me 

delivered more concise answers; nonetheless, all three systems emphasized well-scaffolded learning 

approaches. 

Table 2. Average performance in relation to tutor experience (4 is highest). 

 

5. Discussion 

Section 5.1 presents an overview of the identified strengths, Section 5.2 discusses the identified 

weaknesses, Section 5.3 outlines the identified opportunities, and Section 5.4 provides a summary of 

key findings. 
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5.1. Identified strengths 

Implementation of GenAI tutors, specifically GPT-4, GPT-4o, Wolfram, and Tutor Me, revealed 

both shared strengths and distinct capabilities in enhancing student learning across various 

engineering and mathematics disciplines. A common strength was their ability to deliver 

personalized and adaptive learning experiences by tailoring instructional content to students‟ varying 

levels of understanding. This adaptability enables accurate assessment of foundational knowledge, 

offering step-by-step guidance for beginners while posing more challenging problems for advanced 

learners, thereby promoting academic growth and accommodating diverse educational needs. These 

findings confirm the personalization benefits reported in prior review studies [10,49]. 

All four GenAI tutors demonstrated effective pedagogical methodologies. They guided students 

through problem-solving via small, incremental steps and encouraged reflection on theoretical 

concepts and their interrelationships. This approach fosters deeper engagement with core material 

and supports coherent cognitive processing during learning. The GenAI tutors performed particularly 

well when addressing foundational and entry-level content, effectively responding to questions 

centered on basic principles and theories. GPT-4 emphasized explaining the intuition behind 

mathematical formulas and connecting them to real-world applications, whereas GPT-4o, Wolfram, 

and Tutor Me adopted a more hands-on strategy: presenting example problems, explaining the 

relevant steps or formulas, and then prompting students to apply the method to similar cases. 

The GenAI tutors excelled in adapting to individual student proficiency levels by providing 

personalized instructional support calibrated to academic background. They adjusted the complexity 

and direction of content based on inquiries about students‟ prior knowledge. For instance, in signal 

processing, they provided clear, step-by-step explanations of convolution operations for beginners 

while posing advanced synthesis questions for higher-level learners, thus supporting academic 

progression across skill levels. However, for more complex topics requiring the integration of 

multiple concepts within a single solution, accuracy became inconsistent. These systems also 

performed effectively in knowledge retention assessments. For example, they evaluated students‟ 

understanding of fundamental distinctions, such as between FIR (finite impulse response) and IIR 

(infinite impulse response) systems, through targeted questioning. 

Despite using identical prompts, the GenAI tutors exhibited distinct characteristics. In electronics, 

Wolfram focused primarily on computational aspects, helping students improve their mathematical 

proficiency; GPT-4o and Tutor Me emphasized integrating computation with conceptual 

understanding to ensure students grasped the physical significance behind calculations; GPT-4 

assessed comprehensive understanding by situating questions within real-world application contexts. 

GPT-4‟s creative use of examples and illustrations enhanced conceptual relevance. For instance, 

Figure 1 illustrates how GPT-4, when explaining first-order separable ordinary differential equations 

(ODEs), prompted students to generate real-world examples, thereby integrating theoretical 

knowledge with practical application and increasing learning relevance. 
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Figure 1. Example of ChatGPT-4 connecting theory to practice. This example illustrates how 

the ChatGPT tutor links differential equations to real-world applications. It also demonstrates 

how opportunities for deeper cognitive engagement may be bypassed by the user. 

Similar efforts to connect theory with practice are evident in GPT-4o. For instance, discussing the 

impact of different conductor materials on power transmission enables students to observe the direct 

application of theoretical knowledge in practical engineering contexts. This approach broadens 

students' understanding and reinforces their comprehension of various factors influencing power 

systems. Flexibility in tiered instruction represents a distinctive pedagogical strength of Wolfram, 

ensuring that each student is appropriately challenged and supported through differentiated 

instruction tailored to varying proficiency levels. 

Overall, GPT-4, GPT-4o, Wolfram, and Tutor Me exhibit substantial capabilities in delivering 

personalized and adaptive tutoring experiences, particularly in foundational topics and introductory 

content. Their strengths include effective learning scaffolding, guided problem-solving, and adaptive 

instruction aligned with individual student needs. However, as content complexity increases, their 

effectiveness varies, with some models excelling in fostering conceptual understanding while others, 

such as Wolfram, are better suited for detailed procedural practice. This mirrors real-world tutoring 

scenarios, where different human tutors employ distinct pedagogical approaches. Nevertheless, 
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switching between generative AI (GenAI) tutors is significantly more convenient than changing 

human tutors. Therefore, engaging with multiple GenAI tutors to access diverse instructional 

strategies may offer a more holistic and realistic learning experience. Furthermore, strategic 

adjustments to prompts could enhance personalization to better align with individual student 

requirements. 

5.2. Identified weaknesses 

In the previous section, several strengths of GenAI tutors were identified, particularly their 

capacity to personalize the learning experience. However, the technology still exhibits limitations. 

Engineering and mathematics content is highly equation-driven, and the current communication 

medium, text-based chat, poses a significant constraint on user experience. Although potential 

workarounds exist, such as writing equations in code format and rendering them via a LaTeX plugin, 

these methods are not typical for most students. This chat-based interaction limits students' ability to 

present intermediate steps when solving mathematical problems. Consequently, the responsibility for 

decomposing problems into manageable steps and guiding students through each stage falls primarily 

on the GenAI tutor. While GenAI tutors are generally capable of breaking down solution processes, 

two issues arise in their implementation: first, individual steps may still require extensive internal 

calculations that are impractical to input via chat; second, when a student completes an initial step, 

the GenAI tutor often completes the remaining steps rather than continuing to guide the student. For 

example, consider the case in Figure 2 involving the calculation of Fourier series coefficients. 

Although the steps are correctly outlined, it is impractical for the student to input responses for all 

three steps within the chat interface, as each step involves solving integrals with multiple 

intermediate operations. The student may instead submit only the result of the first step, as illustrated 

in Figure 3. 

 

 

Figure 2. An example of a question that may challenge students when interacting with 

generative AI (GenAI) through text-only input. In this case, a problem requiring the 

calculation of Fourier Series coefficients is presented. Although step-by-step instructions 

are provided for the student to complete, entering responses for all three steps within a 

single chat interface is impractical due to input constraints and lack of structured 

response support. 
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Figure 3. Building upon Figure 2, this illustrates a challenge in aligning student inputs 

with responses from GenAI tutors. 

However, the student then encounters a second issue: rather than verifying the student‟s solution 

or guiding the next step based on the input, the GenAI generates complete solutions for all remaining 

steps. Although the explanations are clear and detailed, this approach is unhelpful, as students 

receive neither feedback on their existing work nor the opportunity to attempt the remaining steps 

independently. The tendency for GenAI tutors to provide the entire solution at once, after only one or 

two steps, occurs consistently across all platforms. This pattern poses challenges for learning. While 

students may review the solution mentally for confirmation, this passive engagement does not 

support effective learning or retention. Instead, students must perform as much of the work as 

possible through active practice [16], and the learning process requires cognitive effort and 

productive struggle [50]. 

The required effort may stem from students‟ inability to fully trust the solutions provided by 

GenAI tutors, as shown in Table 1, necessitating additional effort to verify correctness. Even with 

explicit instructions, some students may overlook or struggle with this verification process [51]. A 
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potential workaround involves two-stage verification, such as cross-checking results with Wolfram 

or other more reliable computational tools [11]; however, this may undermine the purpose of using a 

GenAI tutor. One of the fundamental advantages of a tutor is minimizing the risk of acquiring 

incorrect knowledge or adopting flawed learning strategies [16]. This underscores the potential value 

of this study in assessing the likelihood of exposure to inaccurate knowledge on a topic-specific basis. 

Beyond the topics examined here, teaching staff should evaluate subject areas independently before 

implementing a GenAI tutor for their students. 

All GenAI tutors performed most poorly on mechanical engineering content, where they were 

most likely to produce incorrect solutions. For instance, in calculating pressure drop in a water pipe, 

the correct answer was provided in only 3 out of 8 cases. The appropriate formula for this calculation 

is the implicit Colebrook-White equation, or approximations such as the Haaland or Swamee-Jain 

equations. In some instances, a valid equation was applied in an incorrect context (e.g., given the 

water velocity, a different formula was required). In others, an entirely incorrect equation was used. 

Figure 4 illustrates an example in which GPT provides an erroneous equation for a thermodynamics 

problem involving the Brayton cycle. The efficiency equation in GPT‟s response resembles the 

correct version from the Wikipedia page, but temperature (T) is incorrectly substituted in place of 

pressure (P). 
 

 

Figure 4. Example of wrongly substituting variable T and P in a given formula for a 

thermodynamics question relating to the Brayton cycle. 
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For many of the topics assessed, as indicated in Table 1 by values between 3 and 4, the most 

common issues were minor rather than serious errors. Typically, if students correctly followed the 

provided explanations, an answer that was not fully simplified was classified as a minor issue rather 

than a significant error. For instance, Figure 5 illustrates an integration calculation performed by 

Tutor Me, in which the final result was algebraically incomplete. Such omissions, while not 

mathematically incorrect, may lead to student confusion if the expected form of the solution is not 

clearly specified. 

 

 

Figure 5. Example of Tutor Me failing to provide the best-simplified answer, which 

could lead to student misunderstanding. 

Another limitation identified during pilot testing [15] was the unreliability of diagram generation 

by GenAI tutors. Generated diagrams were typically irrelevant and contained incorrect labels or 

inaccurate information. As a result, the prompt was updated to explicitly prohibit diagram generation. 

A significant drawback of this restriction arises in contexts requiring geometrical interpretation. This 

limitation is partially mitigated by the GenAI tutor‟s capacity to generate detailed verbal descriptions 

and analogies. For instance, when learning about the volume of solids of revolution, a request for a 

visual description of the method yielded a clearly articulated response from ChatGPT-4, as illustrated 

in Figure 6. Nevertheless, a diagram would be substantially more effective in conveying the 

methodology described here. 

When GenAI tutors were tasked with generating charts, output accuracy varied by topic. 

Performance was generally strong for mathematics-based charts: equations could be accurately 

plotted during tutorial discussions or upon request, and required regions could be shaded 

appropriately. Difficulties emerged with specialized chart types. In one test case, GenAI tutors were 

asked to demonstrate the use of a psychrometric chart. While the explanation of how these charts 

function was accurate and thorough, the support provided is limited for users unfamiliar with such 

charts or those who rely more heavily on visual learning. 



72 

 

STEM Education  Volume 6, Issue 1, 56–83 

 

Figure 6. Example of GenAI describing a visualization in words rather than a diagram. 

While capable of textual description, this approach is less effective than directly 

providing a diagram. The prompt was specifically designed to prevent diagram 

generation due to their potential inaccuracy. 

A commonly observed issue is ChatGPT‟s tendency, particularly in GPT-4, to repeat large 

portions of text verbatim. For instance, after defining all terms in an equation, ChatGPT may restate 

the entire equation and definitions in the subsequent response. This redundancy can be tedious to 

read and may significantly impair the student‟s experience, potentially leading to disengagement 

from learning. 

As outlined in Section A, the GenAI tutors provided distinct learning experiences, resulting in 

varied strengths and weaknesses. During preliminary assessments of student readiness, both GPT-4 

and Wolfram GPT emphasized foundational knowledge. While beneficial for novices, this approach 

may not enrich students with strong prior knowledge, potentially causing them to progress slowly on 

advanced topics or lose interest. In contrast, Tutor Me GPT attempts to promote deeper learning by 

posing complex questions even to students with weak foundations, a strategy that risks 

overwhelming them and reducing learning efficiency. 

Despite their individual strengths, GPT-4, GPT-4o, Wolfram GPT, and Tutor Me GPT exhibit 

limitations in instructional depth, conceptual understanding, and practical application. Although 

these models attempt to personalize instruction based on student backgrounds, they often fail to 

leverage this information for targeted follow-up, resulting in superficial content that does not 

adequately address individual learning needs. GPT-4, GPT-4o, and Wolfram GPT, while effective at 

extending basic concepts, frequently provide insufficient explanations, making it difficult for 

students with weaker foundations to grasp advanced material. 
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 While thorough in its approach, Tutor Me GPT employs complex teaching strategies and 

occasionally provides incorrect answers, which can overwhelm students unfamiliar with the subject. 

For example, it guided students through a challenge question but produced a wrong result due to 

misprocessing "I", leading to a missing coefficient of 1/2. Furthermore, Tutor Me GPT‟s emphasis on 

computational exercises often fails to explore complex concepts, such as system stability in signal 

processing, resulting in a surface-level understanding of critical topics. Similarly, Wolfram GPT‟s 

frequent prioritization of computation over conceptual insight may limit students‟ ability to 

understand underlying principles and apply knowledge in real-world contexts, thereby hindering 

holistic development. An example illustrating differences in conceptual insight between GPT-4o and 

Wolfram GPT is shown in Figure 7. After completing a calculation review, GPT-4o assessed students 

on related conceptual understanding. In contrast, Wolfram GPT presented additional computational 

problems to further test performance. 
 

 

Figure 7. An example of the differences in conceptual insights provided by ChatGPT-4o 

and Wolfram GPT. 

While comprehensive, GPT-4's integration of theoretical concepts with practical applications may 

present excessive cognitive load for students with weaker foundational knowledge, potentially 

diminishing motivation and reducing learning efficiency. Similarly, both GPT-4o and Tutor Me GPT 
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adequately address computational procedures and fundamental concepts but insufficiently emphasize 

practical applications, which may hinder the development of students' analytical and 

problem-solving abilities when confronting real-world engineering challenges. 

Overall, these generative AI (GenAI) models frequently struggle to balance theoretical 

instruction with practical application, computational precision, and conceptual depth, resulting in 

inconsistent learning experiences. The computational emphasis of Wolfram GPT, the limited 

practical context in Tutor Me GPT, and the theoretical bias of GPT-4o collectively contribute to 

variability in instructional depth and coherence. To address these limitations, students would benefit 

from strategically aligning their individual learning profiles with the specific capabilities of each 

model. 

5.3. Identified opportunities 

Significant opportunities exist to enhance the GenAI tutors evaluated in this study. Some 

improvements could be achieved through refined prompting strategies, a promising avenue for future 

research, while others require direct technological advancements. A key opportunity involves 

developing adaptive learning pathways that dynamically adjust content complexity based on initial 

diagnostic assessments, ensuring students receive personalized support aligned with their specific 

learning needs. Enhanced diagnostic tools could further refine these pathways by accurately 

identifying knowledge gaps and enabling more targeted instructional interventions. 

Integrating theoretical knowledge with practical applications, where GPT-4 demonstrated 

particular strength, represents another critical area for improvement. Incorporating real-world case 

studies and authentic problem-solving scenarios would effectively bridge the gap between abstract 

concepts and applied skills, especially in disciplines such as Power Engineering, where 

understanding real engineering contexts significantly enhances learning outcomes. Strengthening the 

integration of computational and conceptual instruction with practical applications in both Tutor Me 

GPT and GPT-4o would better equip students for real-world problem-solving. The efficacy of GenAI 

in real-world engineering applications has been demonstrated in project-based engineering 

work [52]. 

Striking an appropriate balance between computational exercises and conceptual instruction is 

essential. Wolfram GPT and Tutor Me GPT could be improved by incorporating more advanced 

content and complex theoretical concepts, thereby fostering deeper understanding beyond basic 

calculations. Strategically combining the strengths of different models, such as Wolfram GPT's 

computational accuracy with GPT-4's conceptual insights, could yield a more effective pedagogical 

approach. Additionally, optimizing tiered instruction methods could provide appropriately 

differentiated challenges for students across varying skill levels. For instance, integrating 

sophisticated conceptual discussions alongside computational tasks can simultaneously support 

advanced learners and reinforce foundational knowledge for others. 

Ultimately, synthesizing the pedagogical strengths of each model, the creative examples from 

GPT-4, the computational rigor from Wolfram GPT, and the practical application focus from Tutor 

Me GPT, could produce a more balanced, engaging, and effective GenAI tutoring experience. This 

integration presents a substantial opportunity for future research and development. 

5.4. Summary 

Table 3 summarizes the observations and reflections provided by the three research assistants. It 
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highlights the strengths, weaknesses, and opportunities associated with each GenAI tutor. This data 

can inform improvements to prompting strategies or guide the design of future model iterations. 

Table 3. Strengths, weaknesses and opportunities for ChatGPT-4/4o, Wolfram GPT and 

Tutor Me GPT. 

GenAI 

Tutor 
Strengths Weaknesses Opportunities 

ChatGPT-4 - Excellent in explaining intuition behind 

formulas and real-life applications. 

- Creative use of examples and 

illustrations for teaching complex 

concepts. 

- Effective at adapting to student levels 

and maintaining student engagement 

through personalized support. 

- Prone to inaccuracies in calculations, often 

using incorrect formulas or context. 

- Repetition of content can be tedious and 

distracting. 

- Sometimes drifts off-topic or includes 

irrelevant content. 

- Enhance integration of creative examples 

with problem-solving guidance to deepen 

conceptual understanding. 

- Enhance diagnostic tools to identify 

student knowledge gaps more accurately. 

ChatGPT-4o - Deep understanding of student needs, 

allowing for more tailored assessments 

and personalized learning. 

- Consistently high-quality, adaptable 

teaching strategies across different 

learning levels. 

- Overemphasis on basic concepts may not 

challenge advanced students, leading to 

boredom. 

- May fail to fully utilize personalized data in 

subsequent instruction, limiting deeper 

engagement. 

- Introduce integrated teaching methods that 

combine theory with practical applications, 

enhancing real-world problem-solving 

skills. 

- Create more balanced teaching by 

integrating advanced content with 

computational exercises to challenge 

students effectively. 

Wolfram 

GPT 

- Strong in computational teaching, 

providing detailed example-based 

solutions that aid comprehension. 

- Effective at multi-level problem-solving 

guidance and consistent solution quality. 

- Focus on computation over conceptual 

understanding can limit students‟ grasp of 

underlying principles. 

- Limited in demonstrating practical 

application and advanced concepts, 

especially for students needing higher-order 

thinking development. 

- Heavy focus on computation may lead to 

superficial learning and neglect of 

conceptual depth. 

- Strengthen integration of theoretical and 

practical instruction, incorporating real 

engineering problems to improve students' 

application skills. 

 

Tutor Me 

GPT 

- Personalized training through detailed 

questioning and targeted assessment of 

course concepts. 

- Effective at testing students' 

understanding and providing targeted 

feedback for improved learning. 

- Complexity in questioning can overwhelm 

students with weaker foundations, affecting 

their learning efficiency. 

- Over-reliance on basic computational 

exercises limits exposure to advanced topics, 

affecting students‟ deep understanding of 

subjects like system stability. 

- Enhance examination of complex concepts 

and practical applications to provide a more 

balanced learning experience across student 

capabilities. 

- Introduce more advanced content and 

layered teaching methods to cater to 

students' individual learning paths and 

increase their problem-solving abilities in 

real-world contexts. 
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6. Conclusions 

This study addressed two research questions. The first question was, „How accurate and reliable 

are the selected Generative AI tools in providing tutoring for engineering and mathematics content, 

and which tool demonstrates the highest performance?‟ The findings indicate that accuracy is highly 

dependent on subject matter and specific topics, suggesting variability in the underlying training data 

and methodologies. In most cases, at a minimum, the GenAI tutors introduced at least one minor, 

non-consequential error, requiring students to identify and correct it. Given the limited scope of data 

collection, the probability of such errors occurring appears high. Since hallucinations have not yet 

been fully mitigated, it is critical to consider how students can develop awareness of these 

inaccuracies. With accuracy falling short of 100%, the central issue becomes how effectively 

students can manage this inherent risk. Would students be willing to use these tools knowing they 

might be guided toward incorrect solutions? The traditional role of a tutor is to minimize the risk of 

acquiring faulty knowledge [16]. If hallucinations are eventually eliminated, the balance of risk may 

shift, potentially making human tutors the greater source of error. 

Could awareness of potential inaccuracies foster greater vigilance, encouraging students to 

follow and understand each step carefully to avoid internalizing incorrect information? Laboratory 

studies suggest that embedding error detection and correction techniques into learning processes can 

enhance the student experience [53], raising the possibility that the current limitations in accuracy 

might, under certain conditions, serve as a pedagogical advantage. While RAs classified many of the 

observed errors as inconsequential, it remains unclear whether students would perceive them 

similarly. This highlights the need for a scaffolded study that extends the simulation process under 

supervised conditions to better understand student engagement before broader implementation is 

recommended (if at all, until accuracy improves). 

Potential short-term strategies could increase confidence in the use of these tools. For instance, 

since Wolfram GPT has been shown to answer computational questions more reliably than GPT-4 in 

direct comparison [11], students could copy and paste exercises from tutor mode into Wolfram GPT 

to verify whether the final answers align. While this approach does not guarantee correctness, even a 

minor discrepancy could prompt caution and help develop students‟ error detection skills. 

The second research question was, „How effectively do the selected Generative AI tools deliver a 

comprehensive and engaging tutorial experience?‟ The study found that all GenAI tutors performed 

reasonably well, each exhibiting distinct strengths and weaknesses. This variation is comparable to 

human tutors or teachers, who also differ in pedagogical approaches and delivery styles. Just as 

human educators can be trained to improve their methods, the insights from this study can inform 

researchers and students in refining prompts or guiding future model development. Across all 

subjects and assessments, ChatGPT-4 was observed to provide the most effective tutorial experience, 

whereas Tutor Me GPT performed the weakest; however, individual student experiences may vary. 

Although the RAs assigned scores indicating positive learning experiences, the simulation offers 

no direct evidence of GenAI‟s actual effectiveness in supporting learning. It assumes that 

human-to-machine knowledge transfer is efficient, yet evidence suggests this may not hold true due 

to factors such as lack of empathy, impacts on short- and long-term memory consolidation, and the 

promotion of multitasking behaviors [54]. Once again, this underscores the necessity of further 

scaffolded simulation studies before wider adoption. 

In summary, this work demonstrates that the application of GenAI as a tutor remains a work in 

progress. It suggests that, in the near term, GenAI can support existing learning practices but should 
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not replace them. The findings show considerable promise and justify further investigation into the 

educational impacts of GenAI tutoring. While multimodal GenAI tutors, incorporating voice, 

enhanced visuals, and handwritten input capabilities, may represent a turning point, this study 

establishes a relevant benchmark against which future advancements can be measured. 
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Appendix A 

The GenAI Tutor Prompt: 

You are an upbeat, encouraging tutor who will be helping a university student with the topic of 

[...] in the subject [...]. Briefly introduce yourself, and then ask three questions to gauge what they 

already know about the topic. Wait for a response. Given this information, help students understand 

the topic by providing explanations, equations, examples and analogies where appropriate. Keep 

your responses short. These should be tailored to the student's learning level and prior knowledge. 

Then give the student a related question to work through. The question should test the students‟ 

understanding. Help students work through the question step by step by asking leading questions. Do 

not provide immediate answers or solutions to problems. Ask the student to explain their thinking. If 

the student is struggling or gets the answer wrong, give them basic information or ask them to do 

part of the task. If the student struggles, then be encouraging and give them some hints. Continue to 

assist the students with guided questions until they show understanding. End your responses with a 

question so that students have to keep generating ideas. Once a student shows an appropriate level of 

understanding given their learning level, ask them to explain the concept in their own words, or ask 

them for examples. When a student demonstrates that they know the concept you can move the 

conversation to a close and tell them you‟re here to help if they have further questions. Never provide 

diagrams.  

 

Note: In the first line of the prompt, the context was explicitly provided to the GenAI tools to 

improve efficiency. As per the pilot [15], the prompt can be designed so that the GenAI tool asks the 

user for the lesson context. The prompt is easily changed to accommodate the pedagogical 

experience desired by the user. 
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