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Abstract: This paper illustrates the conducted efforts for deploying an interactive project-based 
learning for robotics course using MATLAB. This project is part of a first course on robotics at the 
graduate level. The course combines both the theoretical and practical aspects to achieve its goals. The 
course consists of a set of laboratory sessions ends with a class project, these labs experimentally 
illustrate the modeling, simulation, path-planning and control of the Robot, using the robotics toolbox 
under MATLAB tools as well as physical interaction with the different robot platforms. The interaction 
between the student and the physical robot platforms is finally addressed in the class project; in this 
project, two tasks are considered. The first one is to control a 5DoF robot manipulator to perform a 
pick and place task. Initially the task is simulated under MATLAB robotics toolbox; the robot is 
commended to pick objects from initially known poses and stacks them in target poses. Furthermore, 
the robot manipulator in the second part of the project, with the aid of a vision system, is commended 
to work as an autonomous robotic arm that picks up colored objects, and then places them in different 
poses, based on their identified colors. The demonstrated results from the course evolution and 
assessment tools reflect the benefits of high-level deployment of robot platform in interactive project 
based learning to increase the students’ performance in the course, about 100% and 75% of the student 
groups successfully completed the required tasks in the project first part and second part respectively. 
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1. Introduction  

Educational robotics, because of its multidisciplinary nature, is an excellent tool for the practical, 
hands-on application of various concepts encompassing a wide spectrum of topics from engineering 
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and science [1]. Teaching robotics at the graduate or the undergraduate levels is usually challenging 
and exciting endeavor. Most of the graduate courses are limited to only lectures. However, having a 
laboratory component in the course can be highly beneficial for the learning of the students. The 
graduate course at hand is called Robotic Systems and it is part of the Mechatronic Engineering Master 
program at the American University of Sharjah, UAE. The main objective of the course is to initiate 
the students in the modeling and simulation of serial robots. However, with this theoretical background 
comes a practical component, where the students practice the use of these models in controlling serial 
robots in the lab.  

In the literature, several undergraduate and even high school courses involved robotics as tool to  
cultivate the fundamental spirit of students for technology in general [1-4, 6-9], to increase the 
student’s motivation and retention, and give students an overview about more advanced topics they 
will encounter if they elect to go for graduate studies [6].  

Educational robotics is a popular topic and it was tackled in the literature from different 
perspectives. Along with the growing attention to STEM (Science, Technology, Engineering, 
Mathematics) education, robotics has been suggested as an innovative solution [2, 3]. In [3], the 
authors highlighted some problematic observations and some weaknesses of the current situation 
related to robotics in education in Europe. In [6], the authors introduced a first-year educational course 
offered under the General Education category. They tried to assess the use of robotics as an educational 
tool to improve the students’ teamwork capabilities and communication skills.  

In all these courses robotics as an engineering topic was not the main objective of the course, but 
it is rather used as a mean to improve the student’s skills in communication, teamwork, and creativity 
[1-3]. 

Another category of courses is more focused on the topics of robotics and targeted improving the 
students’ technical skills. The change from having a robotics course as a collection Mechanical, 
Electrical and Computer topics to a standalone and integrated course of robotics started in the mid 
2000 [4]. Robotics courses were introduced where the main goal is to teach students how to model, 
simulate, and control robots [4, 11-13]. In [11], the authors presented a course open for diverse 
disciplines ranging from Neuroscience to Mechanical, where they introduced a programming course 
based on MATLAB. This multidisciplinary in the body of the students enriched the course. The authors 
of [12] presented a robotics course in the mechanical engineering curriculum, which is based on 
MATLAB. This course aims to improve the student’s skills in programming automated manufacturing 
processes. The course was based on an educational robot. The students used MATLAB to simulate the 
system and to program it for different contoured paths. The authors concluded that MATLAB and the 
educational robot can enhance the student experience and give them greater insight into robotic 
applications. In [4], the authors presented a competition-based course project and the benefits of this 
type of activity in enhancing the learning outcomes of the robotics course.   

The authors of [13] developed models under MATLAB® for the robots and sensors used in their 
laboratory. They proposed an integrated environment for the design and testing of advanced robot 
control schemes, under MATLAB®. In [22] the authors provided the results from a pilot project about 
evaluation the process of using MATLAB® in introductory robotics courses for engineers. A new 
MATLAB toolbox for teaching practical robotics class for new students in presented in [23, 24] using 
Lego Mindstorms NXT platform. The active learning experience in robotics course was reported in 
[25], the projects reflect the interaction process between the students and the physical components 
using robot platform to design and implement manufacturing systems. The results from using a reliable 
training robot platform for teaching real-time control courses for undergraduate students was 
demonstrated in [26]. Other researchers deployed the robot platform in teaching control systems theory 
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for higher level students, the robot platform components were used with the MATLAB platform to 
model, design and analyze different control approach performance including classical or modern 
control approaches [27], while other researchers provide the control concept in teaching using the 
complete robot platform to perform a specific task such as line following [28]. Using the updated Lego 
robot platform (EV3) is introduced in [29] for teaching robotics, real-time MATLAB® /Simulink tools 
is presented to teach robotics subject. A review about the role of deploying robotics in teaching is 
summarized in [30], the survey provides the result for combining the theoretical and practical aspects 
in teaching using robotics.  the importance of hardware based robotics class is discussed in [32], as 
reported the overall students’ performance in the course was improved. The idea of teaching the robot 
kinematics using the integration between hardware and simulation tool is introduced in [33] using 
Lego Mindstorms NXT platform for undergraduate level experience. In [34] MATLAB® toolboxes 
were demonstrated for high level teaching especially for mechatronics and robotics courses. In [35] 
new platform was introduced for teaching purposes; the mobile robot platform is generalized using 
MATLAB® and high-level Robot Operating System (ROS). 

  Lately, the online experience is being introduced in educational robotics. In [13], the authors 
developed two massive open online courses (MOOCs) using MATLAB® as the main environment for 
delivering the material and the assessment. The issue with the online courses is their lack of hands-on 
experience, which cannot be delivered online. However, with the COVID19 pandemic, new concepts 
are being introduced on the market to try to virtualize the labs. These products are usually called Vlabs, 
for virtual labs. However, these VLabs are still at early stages and they are simply simulations, which 
cannot replace the practical experience of the students when dealing with the real system. 

The practical and hands-on component is undeniably the most important part in fulfilling the 
learning outcomes of the course. Going online with a robotics course might not be recommended as it 
takes the practical part of the course away. 

The paper is organized as follows, after the introduction in section one the courses overview is 
covered in section two, the course project is demonstrated in section three. Finally, the concluded 
remarks are summarized in section four. 

2. Course overview 

This paper, besides presenting the main topics of the course, focuses on the practical experience 
of the students during this course. Two practical components are considered, the first one is the related 
to the laboratory experiments, and the second one is related to the course project. 

The topics covered in the course deal mainly with modeling and simulation of serial robots. 
However, the last chapter deals with mobile robots. The course starts by introducing the mathematical 
tools needed for building the different models. 3D geometry with the different representations used for 
the position and orientation of a rigid body, are introduced. The Denavitt-Hartenberg parameters [15] 
along with the concept of homogeneous matrices, were used to model the kinematics of serial 
manipulators. Symbolic MATLAB® examples are used where possible to give the students an insight 
in the mathematical complexity of the different models. The symbolic tool is a valuable one as the use 
of industrial robotic software does not give the students any idea on the complexity of the model they 
are solving when simulating a robot motion. Then, the different kinematic and dynamic models were 
covered with practical examples and case studies. These case studies use existing robots in the lab.  

Different robots, with different sizes are used in the Mechatronics Lab. Table 1 shows a brief 
presentation of these robots.  
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Table 1. List of Robots used in the Labs. 
3 DOF OMNI robot, by Quanser [16], 

 

4 DOF Mico robot by Kinova [17]  

 

Quanser QBot mobile robot [18] [31] 

 

5-DOF industrial robot by ABB [19].

 

Except for the ABB robot, these robots are didactic ones and the student can interface with them 
through MATLAB/Simulink routines and toolboxes. The ABB robot is a recent acquisition and it 
comes with its own dedicated software. The first three robots are used by the students in their 
experiments to illustrate different concepts introduced during the lectures. Experiments, using the ABB 
robot, are planned for this current semester, Fall 2020. 

Besides the hardware platforms, in this course, the students are initiated in using different 
software packages:   

• The first one is the symbolic toolbox of MATLAB, where the students derive symbolically 
several models with increasing complexity. This exercise is a valuable tool to give the students an 
insight of the complexity of the models used in robotics and its limitation, especially when it comes 
solving the inverse kinematic problem.  

• The second software is more specific to robotics, where the students are initiated in using two 
robotic toolboxes under MATLAB, i.e., Robotic Toolbox, by Corke [15] and Robotic Systems Toolbox, 
by Mathworks [20].  

• The third type is an industrial software, called Robot Studio, by ABB [19]. This software comes 
with the newly acquired ABB robot. 

The concepts introduced in the lectures are applied and illustrated in the labs. The student is first 
familiarized with the robot structure then more advanced tasks are introduced. The list of labs used 
introduced in the course are: 

• Model serial manipulators: This first lab requires the students to extract the Denavitt-Hartenberg 
parameters of the three existing serial manipulators. 

• Solve the inverse kinematic problem for the Mico robot.  
• Derive the Manipulator Jacobian of the Mico robot 
• Trajectory planning for the Mico robot 
• Trajectory planning for the Mobile robot 
• This Fall 2020 a new experiment will be introduced using the industrial robot by ABB. 
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During these experiments, the student is asked to manipulate closely the robot and to be 
acquainted with the different risks associated with the use of robots. Even though these robots are all 
didactic and do not present any risk for the students, the concept of safety is stressed to make them 
aware of the risks when manipulating industrial robots. The newly experiment to be introduced 
addresses this issue. Indeed, the robot setup has a safety fence, which shows the students the 
importance of safety while manipulating the robot. 

The last component of the course is the project. This important part will be detailed in the next 
section.  

The grading of the course reflected this practical component of the course. The adopted scheme 
for grading accounts for more 30% of the grade is based on labs and the project. 

The rest of the paper will focus on the project and the different steps followed to achieve the 
goals. 

3. Course project 

The main objective of this project is to illustrate the concepts of forward and inverse kinematics 
problems when defining a task for the serial robot. Visual feedback is also utilized to automate the 
detection of the objects to be manipulated. 

Each team will have its own Lynxmotion Robot platform  [21]. The final objective is to real-time 
control the robot through a program written in MATLAB® for the pick-and-place of 6 blocs between 
the initial and final poses. Each two teams had different pose. Team 1 and 2 had the initial and final 
poses shown in Figure 1. Whereas team 3 and 4 had the poses shown in Figure 2. 

 

Figure 1. Initial and final poses of the blocs for Groups 1 and 2. 

 

Figure 2. Initial and final poses of the blocs for Groups 3 and 4. 

 

 Blocs 1 & 2 

 

 

Bloc 3 & 4 

Bloc 1 

Bloc 4 



37 

STEM Education Volume 1, Issue 1, 32–46. 

The program should use the inverse and the forward kinematics for a pick and place task and the 
control is performed in open loop. A plate with the poses of the blocks is available in the lab. 

In addition, the required speed of each servo should be calculated in order to complete a motion 
in the shortest time in a smooth way and without any jerky motion. This project uses a platform robot 
kit from Lynxmotion, which is a 5-axis robot using servomotors for independent joint control. The 
student has to assemble the robot kit and test its mechanics. 

The task should first be simulated using MATLAB® and an animation showing the full task has 
to be approved by the Instructor before connecting the robot to the computer. The main objective of 
this part is to make sure that the student can generate the full model of the robot and plan its trajectory. 

A vision-feedback based task was added, as a bonus, to the project to motivate the students to 
push the limits, since this part was assigned for life-long learning part of the class. This task consists 
in picking several colored blocks and scattered in a given area and place them in 3 different locations 
corresponding to the 3 available colors. The vision part the students did their own search and learning 
task, the objective was achieved successfully by 3 out of the 4 teams completed this vision- control 
based task. The assessment of the project considers 4 rubrics as shown in Table 2. 

Table 2. Assessment rubrics 
Rubric 1 Report and presentation: quality, scientific 

content, Matlab code… 
30% 

Rubric 2 Accuracy of the final pose of the blocs  35% 
Rubric 3 Speed of execution of the task 20% 
Rubric 4 Smoothness of the motion  15% 
Rubric 5 (Bonus) Vision-based task 10% 

3.1. Methodology  

The DH parameters were used to construct 5-axis robot using the MATLAB® robotics toolbox 
[15]. The inverse kinematics was applied using the pre-defined objects’ poses to determine the joints’ 
angles. The dimensions shown in the below table are based on actual measures by the students. A small 
error was noticed in the measurements, which affected the final poses of the blocs. 

Table 3. DH parameter of the robot 
𝒊𝒊 Links 𝜽𝜽𝒊𝒊(rad) 𝒅𝒅𝒊𝒊(cm) 𝜶𝜶𝒊𝒊(rad) 𝒂𝒂𝒊𝒊(cm) offset 
1 Base 𝜃𝜃1 6.5 ± 0.5 -90 0 -90 
2 Shoulder 𝜃𝜃2 0 0 14.5

± 0.5 
-90 

3 Elbow 𝜃𝜃3 0 0 18.5
± 0.5 

90 

4 Wrist 𝜃𝜃4 0 -90 0 0 
5 Gripper 𝜃𝜃5 12.5 0 0 -90 

This problem was subdivided into a position problem, using the three first axes, and an orientation 
problem, using the last two axes. Figure 3 shows how the three joints are simulated in MATLAB®. 
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Figure 3. Robot simulation in MATLAB® 

After obtaining the first three joints’ angles, the fourth joint’s angle was obtained using the below 
polygon shape as shown in Figure 4, as follows: 

𝑞𝑞4 = 360 − (90 − 𝑞𝑞2) − 90 − (90 − 𝑞𝑞3)     (1) 

 

 

Figure 4. Fourth angle calculation method 

The fifth joint’s angle was calculated using the known object’s orientation. The students found 
that building the model was a relatively easy task, especially when using the Robotic Toolbox. 
However, most of them were not successful in solving the inverse kinematics problem, using the 
toolbox. This difficulty is caused by the fact that the robot has only 5 DOFs. The function in the toolbox 
is made for 6 DOF serial robots with a spherical wrist. All the teams preferred to solve the geometric 
problem manually for this specific structure. Some numerical issues were encountered due to the 
multiplicity of possible solutions. The selection of the right solution was based on the observation of 
the real system. An example of poses representing the pick and place are given as follows: 

P_1(:,:,1) = 
 

    1.0000         0         0         0 
         0   -1.0000   -0.0000  150.0000 
         0    0.0000   -1.0000   70.5000 
         0         0         0    1.0000 
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P_2(:,:,2) = 
 

    1.0000         0         0         0 
         0   -1.0000   -0.0000  150.0000 
         0    0.0000   -1.0000  110.5000 
         0         0         0    1.0000 
 

P_3(:,:,3) = 
 

    0.7071    0.7071         0  106.0660 
    0.7071   -0.7071   -0.0000 -106.0660 
   -0.0000    0.0000   -1.0000  111.0000 
         0         0         0    1.0000 
 

P_4(:,:,4) = 
 

    0.7071    0.7071         0  106.0660 
    0.7071   -0.7071   -0.0000 -106.0660 
   -0.0000    0.0000   -1.0000   41.0000 
         0         0         0    1.0000 
 

P_1 represents the first pose, where the first bloc was picked. P_4 is the final pose, where the bloc 
is placed. These poses change depending on the location of the different blocs to be picked and placed. 
The two intermediate poses P_2 and P_3 do not change for all the blocs. 

The joint angles along the path are generated using the command “q = ikine(robot, T)”, where q 
is an array containing the 5 joint angles corresponding to the pose T. 30 intermediate poses were 
selected to smooth the path. Figure 5 shows the results of the joint angles variations between the pick 
and place poses. 

 

Figure 5. Joint angles variation between the pick and place poses 

3.2. Results 

1) Task 1: palletization 

Each of the 4 teams had 15 minutes to showcase his project. Moving the 6 blocs normally takes 
around 3 minutes or less. More than one attempt is allowed within the 15 minutes allocated to each 
team. This task was performed successfully by the 4 different teams. The time ranged from 2.5 minutes 
to 4 minutes. The slowest team was very conservative and elected to go slowly to make sure of the 
accuracy of the final pose. Due to the differences in the measured dimensions of the robot, some 
differences appeared while executing the tasks. 3 out of the 4 teams succeeded in obtaining the correct 
final poses and the stacking was very close to the desired one. For one team the model had a lot of 
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error and this resulted in an error in the final pose, which caused the stacking not to be successful. This 
same team took the longest as its members elected to go slowly to ensure the accuracy of the final 
pose. However, the issue was not the speed but rather the values of the parameters injected in the 
model. This exercise clearly showed the importance of the model and how it influences the use of the 
robot. Since the open-loop control was used and there are no sensors to feedback the real pose of the 
end-effector, it was not possible to correct the error online. The students must stop the robot revise 
their model and test it again. To motivate the students, the project was set up as a competition. Measures 
of the quality of the staking operation were the main criterion used to evaluate the success of the task. 
Speed and quality of the motion were also used. The percentages assigned to the different assessment 
rubrics (Table 2) reflect this evaluation. Rubrics 3 and 4 in the same table are somehow related. Indeed, 
if the speed of the servomotors is selected high, the motion becomes jerky and the robot can overshoot 
when reaching the final pose.   

Table 4 shows the scores obtained by the different teams. The grading scheme allows for a grade 
higher than 100 due to the bonus part. 

Table 4: Grading of the different teams 
 Rubric 1 

(30%) 
Rubric 2 
(35%) 

Rubric 3 
(20%) 

Rubric 4 
(15%) 

Rubric 5 
bonus 
(10%) 

Score 
(110%) 

Team 1 5 5 5 5 5 110 
Team 2 4 4 3 3 - 73 
Team 3 3 3 3 3 3 66 
Team 4 4 4 3 4 2 80 

Figure 6 shows the results obtained by the winning team. The model was highly accurate, which 
explains the close to the target final poses. Moreover, this team succeeded in controlling the motion in 
a smooth way and got the shortest time to perform the task. 

   

Figure 6. Results of the winning team (Team 1) 

Figure 7 shows the results obtained by Team 4. The task turned out to be a bit more challenging 
than the first task.  
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Figure 7. Results obtained by Team 4 

3.3. Vision-feedback based task 

The second objective of the project was to design an autonomous robotic arm to pick objects with 
different colors using the feedback from a camera. In this section, the process of color detection is 
explained. The robot uses this data to locate the objects and pick them, then place them in a known 
pose based on their color. 

3 out the 4 teams, elected to use a webcam to identify the blocs, whereas Team 1 elected to use 
the camera of a smartphone to detect the object. The algorithm of the object’s detection was 
programmed under MATLAB. The MATLAB Support Package for USB Webcams was used to 
interface with the webcam. The fourth team (Team 1) still used MATLAB with a Support Package for 
IP Cameras. First, a snapshot is acquired from the webcam (IRGB) , which consists of 3 layers of RGB 
colors. Each layer was separated and detected, separately: 

𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅(𝑥𝑥,𝑦𝑦) =  {𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥, 𝑦𝑦),𝐺𝐺𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦),𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑥𝑥,𝑦𝑦)}     (2) 

Then, the colored image layers are then combined to a single gray image (IGray) using the weighted 
sum function [36]: 

𝐼𝐼𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑥𝑥,𝑦𝑦) =  𝛼𝛼𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥,𝑦𝑦) + 𝛽𝛽𝐺𝐺𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦) + 𝛾𝛾𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑥𝑥,𝑦𝑦)   (3) 

where 𝛼𝛼, 𝛽𝛽, and 𝛾𝛾 are constants. The gray image is converted to binary image (IB (x,y) = 0 or 1) 
using image thresholding (μ): 

𝐼𝐼𝐵𝐵 (𝑥𝑥,𝑦𝑦) =  {1 𝐼𝐼 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 ≥  𝜇𝜇  0 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒         (4) 

Since the size of the object is known, the image is cleaned by deleting any small objects, which 
could appear because of errors in the detection phase, later on the holes in the binary image are 
processed and filled, the remaining object in the image are connected and labeled. The cleaned image 
is then used to determine the position and orientation of the object with respect to the camera. The 
center of each object (xci , yci ) and the object orientation (θci) with respect to the image frame are 
extracted using the moments utilizing the MATLAB® image processing toolbox [37]: 

𝑥𝑥𝑥𝑥𝑖𝑖 = 𝑀𝑀10
𝑀𝑀00

          (5) 

𝑦𝑦𝑦𝑦𝑖𝑖 = 𝑀𝑀01
𝑀𝑀00

          (6) 
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where  
 

𝑀𝑀𝑖𝑖𝑖𝑖 = ∑𝑛𝑛
𝑥𝑥 ∑𝑚𝑚

𝑦𝑦 𝑥𝑥𝑖𝑖𝑦𝑦𝑗𝑗𝐼𝐼𝐵𝐵(𝑥𝑥,𝑦𝑦)       (7) 
 

𝜃𝜃𝜃𝜃𝑖𝑖 = 0.5 ( 𝑀𝑀11
𝑀𝑀20−𝑀𝑀02

)          (8) 

where 
𝑀𝑀11 =  𝑀𝑀10 −  𝑀𝑀10𝑀𝑀01

𝑀𝑀00
 ; 𝑀𝑀20 =  𝑀𝑀20 −  𝑀𝑀10𝑀𝑀10

𝑀𝑀00
 ; 𝑀𝑀02 =  𝑀𝑀02 −  𝑀𝑀01𝑀𝑀01

𝑀𝑀00
  (9) 

The object center is used to detect the color of the respective object, by using the original image 
RGB value at this center to specify the object color: 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =  𝑚𝑚𝑚𝑚𝑚𝑚 [ 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅 (𝑥𝑥𝑐𝑐𝑖𝑖 ,𝑦𝑦𝑐𝑐𝑖𝑖)]       (10) 

Up to this point, the location points obtained are in pixels with respect to the image frame and 
size. A mapping function is used to convert the pixels to an actual distance from the environment based 
on the size of the robot workspace. As shown in Figure 8 the positions and orientations from the image 
local frame is transformed to the robot frame. The block diagram for the of vision system is shown in 
Figure 9 [38, 39]. 

 

Figure 8. Frames transformation from image space (orange) to robot workspace (yellow).  

 

Figure 9. Block diagram for the of vision system. 

For the orientation, the webcam/IP cameras toolboxes calculate the orientation angle based on the 
object local frame and it gives the lowest angle from the x-axis in either direction positive or negative: 

• If the orientation angle is positive, then the ‘+x’ axis is used for the object local frame and to 
transform the orientation angle to the robot frame a value of ‘π’ is added.  

• If the orientation angle is negative, then in this case the ‘-x’ axis is used in the object local frame 
and to transform to robot frame ‘–π’ is added. 

Once the center of the object and its orientation have been defined with respect to robot frame, 
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the robot uses the inverse kinematic routine to move the robot to the center of the object as explained 
in the pick and place task. 

Only 3 out of the 4 teams have succeeded in completing this task. Figure 9 shows three tests made 
by the three teams, where the objects were randomly scattered. In each case, the robot was able to 
detect each object based on its color. However, for one of the teams the localization was not successful 
and the robot was unable to complete the task. 

  

 

  

Figure 9. 3 experiments where the blocs were detected based on their colors 

Based on these experiments, the feedback of the students was collected in the course evaluation 
process. In this feedback some students confirmed the benefits of this type of interactive projects in a 
robotics course. One student stated “…it also contained plenty of hands–on work in both the lab and 
the project” another student mentioned “…in addition adding a well–rounded project that really 
reinforces the material.” 

4. Conclusion  

In this paper, the development of interactive project-based learning for robotics courses is 
described. The practical interactive feature of the course enabled the students to gain the required 
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hands-on experience through a set of laboratory experiment and a group project.  The developed 
curriculum allowed the students to practically apply advanced concepts related to robotics under 
MATLAB® platform. The course achieved its integration objectives by giving the students the 
required hands-on skills for real time control of robot manipulator with the theoretical part by 
successfully completing the project. The 5 DoF robot manipulator platform was successfully able to 
perform pick and place task utilizing the control commands from MATLAB program developed by the 
students. Another task was also deployed with MATLAB® in the course, in this task visual feedback 
task was successfully implemented to pick different colored objects (Red/Green/Blue), and then to 
place them in different places, based on their colors. The demonstrated results from the course 
evolution and assessment tools reflect the benefits of high-level deployment of robotics in interactive 
project-based learning to increase the students’ performance in the course. 
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