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Abstract: The ability to replace failed spare parts in time directly affects the supportability level of
equipment systems. The selection of spare parts’ depot locations, inventory mode, and allocation are
often separate and independent operations. However, in these situations, the total supply cost is usually
relatively high with the consideration of spare parts shortage and maintenance delays. Therefore, this
article dealt with a depot location-inventory-allocation problem based on the (r, Q) inventory method
and analyzed a combined network of centralized spare part depot locations, inventory, and allocation.
Meanwhile, considering the convenience and speed of spare parts transportation brought about by
the improvement of transportation capacity, a network is proposed to adopt a centralized storage and
point-to-point allocation strategy for parts replacement, which reduces supportability costs without
affecting supply efficiency. An optimization model has been developed that reduces the overall cost
of support, including inventory, construction, transportation, and logistics. Three equipment support
efficiency metrics were used as constraints in this model to assess the location of open depots: selection
availability, fill rate, and predicted downtime. Additionally, due to the knowledge asymmetry, there
are some shortage issues which always lead to extra expenditure. The model also introduces uncertain
distribution to demand measurement and adopts a genetic algorithm for model solving. Ultimately, a
numerical instance was developed so as to verify our results.

Keywords: location-inventory-allocation optimization; spare parts supply; system supportability;
genetic algorithm; uncertainty theory
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1. Introduction

Base-level support systems are crucial to the modern maintenance strategy of complex military and
engineering systems because they store, replace, and offer other services related to spare components [1, 2].
Furthermore, a number of businesses have observed that, statistically speaking, physical supply site
distribution and spare part inventory control account for more than half of the overall cost [2]. Therefore,
it is very beneficial for base-level support systems to investigate the best practices for managing supply
site locations, inventory techniques, and allocation connections. Liu et al. [3] classified integrated
logistics support researches according to the model establishment method and practical application,
which emphasized the significance of the spare part support model. For support systems, the supply
validity of parts directly impacts the equipment system’s degree of support [4]. Maintaining stability
and efficiency of spare parts supply becomes a necessary part of integrated logistics support [5].

Traditional spare parts support systems are often characterized by redundancy and cumbersome
operations, leading to dispersed inventory locations. While it is common practice to stock fresh spare
parts near operational sites (Diaz and Fu [6]), this approach can exacerbate issues related to information
asymmetry. The uneven distribution of data can result in inventory shortages and untimely maintenance,
causing delays and reducing the availability of spare parts. The existing research has primarily focused
on refining demand models (Van der Auweraer and Boute [7], Israe et al. [8], Gupta [9]) to address
these inefficiencies. However, these studies have not adequately tackled the fundamental issue of data
asymmetry and its impact on the overall system performance. Inventory capacity significantly affects
the support level and cost structure of spare parts management. A large portion of support costs is
attributed to inventory holding expenses. Previous works, such as those by Kennedy et al. [10] and
Wen et al. [11], have explored optimizing stock quantities to improve system availability. Additionally,
models like METRIC, developed by Sherbrooke, have been applied to multi-echelon inventory systems.
Further research by Turrini and Meissner [12] and Van Horenbeek et al. [13] has focused on inventory
modeling and policy analysis. Nonetheless, these studies often concentrate on optimizing inventory
levels without fully addressing how the geographical distribution of depots influences these factors.

Selection of optimal depot locations is a key factor in reducing supply times.The problem of facility loca-
tion has been extensively studied, with comprehensive reviews by Laporte et al. [14] and Farahani et al. [15].
Basic models typically aim to minimize transportation costs by selecting facilities from various alterna-
tive locations (Kheybari et al. [16], Uslu and kaya [17], Gebennini et al. [18]). Fernandes et al. [19]
extended these models by incorporating the fixed costs associated with opening facilities to determine
the optimal number. Rahmaninani et al. [20] highlighted that it is not necessary for all facilities to meet
all demands. Hamdan and Diabat [21] advanced this research by developing a two-stage stochastic
programming model that simultaneously considers location, inventory, and production decisions in the
context of red blood cell manufacturing. Their model aims to minimize the number of out-of-date units,
system costs, and delivery times. In the context of enhancing support efficiency, the timely supply of
spare parts can be ensured by centralizing resource allocation and constructing spare parts depots with
moderate quantities, strategically chosen locations, and reasonable scales. This paper contributes to the
existing body of knowledge by emphasizing the importance of depot location in optimizing spare parts
supply efficiency, advocating for centralized resource allocation and a robust supply network to reduce
delivery times and enhance overall system performance.

In the past decades, there have been a lot of literature that tackles the integrated location-allocation-
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inventory problems. For example, Wu et al. [22] formulated a complex multi-period location-inventory-
routing model with time windows and fuel consumption incorporating both distribution centers and
retailers’ replenishment decisions, including allowance for stockouts at retailers. Dai et al. [23]
attempted to balance the costs, stock capacity, and carbon emissions in managing a supply chain for
perishable products. Nevertheless, these models cannot be fully implemented in support systems because
they do not take into account the characteristics of support systems, such as supply availability, service
level, and balanced allocation laws.

Considering that in the integrated logistics support, the supply of spare parts should meet requirements
from many aspects, we make an investigation on support efficiency parameters. Mak and Shen [24] and
Topan et al. [25] considered response time in their model to improve service performance. Ozdemir [26]
thought that response time could be shortened by optimizing inventory policy. In these works, the Little
law was used to calculate the response time. In our model, we call this response time the expected
downtime. Basten et al. [27] combined the level of repair analysis with the location-allocation problem,
where the availability factor was integrated into the constraints. Then, Basten et al. [28] developed
a similar model based on the METRIC method and optimized stock quantity. Giilpinar et al. [29]
assumed customer demand followed a normal or an ambiguous distribution. Stockout probability was
presented in their model as a chance constraint. Saha and Ray [30] and Kiiciikyavuz and Jiang [31]
also considered stockout in their model. Long et al. [32] analyzed some supply parameters like spare
parts support probability, operational availability, supply availability, fill rate, completion rate, and
backorder. Then they introduced the concept of an integrated supply performance measure and built an
optimization model of spares requisition configuration. Fill rate was used by Sarmah abd Moharana [33]
to confirm the number of spare parts. Lad and Kulkarni [34] listed some issues in the integrated system
and maintenance schedule including the expected downtime and availability, which addressed customer
requirements. Managing the location of depots and allocation to individual sites can be achieved by
conducting a thorough analysis of many aspects of supply support.

Furthermore, another crucial issue that has a big impact on supply chain optimization results is the
quantification of uncertainty in supply chain variables. Traditionally, probability theory has been used
to address these problems [35, 36]. However, probability theory is not always suitable, especially in sce-
narios with limited and sparse observational data. The primary challenge is that frequentist probabilistic
methods rely on the law of large numbers, where frequencies approximate probabilities only with a
large number of independent trials. In situations with sparse or no data, epistemic uncertainty becomes
more significant than aleatory uncertainty. To address this, two mathematical approaches have been
introduced for specifying epistemic uncertainty [37]. The uncertainty measurement approachs based
on fuzzy theory have been investigated for many years [38]. However, its lack of compliance with the
duality axiom has posed challenges for decision-making in supply chains. The other approach involves
uncertainty theory, developed by Liu [39], which offers an alternative framework. Integrating uncertainty
theory into the optimization of depot locations and inventory policies enhances decision-making in
spare parts support systems. This paper demonstrates that uncertainty theory helps accurately model
and predict the variability and unpredictability of spare parts demand, which traditional probabilistic
models often fail to capture. This improved modeling leads to better demand forecasting, more efficient
resource allocation, and more strategic placement of depots.

In general, innovations of the paper cover:
1) Most studies have treated inventory management and depot location decisions separately, while
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this study contributes to incorporate depot location optimization into the analysis of spare parts support
systems, which provides a comprehensive approach that considers the spatial distribution of depots,
aiming to minimize delays and costs associated with spare part distribution.

2) Since many studies have integrated stochastic elements into their models, there is limited use of
advanced uncertainty theories to rigorously characterize and manage demand variability and asymmetry.
With the demand asymmetry taken into account, this paper applies uncertainty theory to characterize
demand uncertainty. Inventory and out-of-stock costs are calculated.

3) Because genetic algorithms and other metaheuristic approaches have been widely explored in
some areas of logistics and supply chain optimization, the paper attempts to use a genetic algorithm for
model solving.

This paper will integrate the support efficiency parameters into the depot location model and make
a comprehensive analysis for the inventory and transportation of spare parts. The structure of the
paper is as follows. Section 2 gives some basic definitions and theorems from uncertainty theory.
Section 3 conveys model assumptions and symbol notations. Section 4.1 determines the overall expense
as the function objective and Section 4.2 develops a part location-inventory-allocation model with
consideration of (r, Q) inventory policy. In Section 5, the genetic algorithm is outlined to calculate the
decision variables. In Section 6, a numerical instance is carried out to prove the model authenticity with
conclusions given in Section 7.

2. Preliminaries

We use the uncertainty theory, a revolutionary axiomatic mathematical framework Liu proposed
for resolving epistemic uncertainty, in order to accurately forecast the demand quantity based on
subjective experience. The definitions and theorems pertaining to uncertainty measure and evaluation
are listed below.

Definition 1. (Uncertain variable) An uncertain variable £ is a function from an uncertainty space (I, L,
M) to the set of real numbers such that & € B is an event for any Borel set 8 of real numbers.
Definition 2. (Uncertain distribution) The uncertainty distribution @ of an uncertain variable ¢ is
defined by

O (x) = M{£ < x}. 2.1)

Definition 3. (Normal uncertainty distribution) An uncertain variable £ is called a normal variable if it
has a normal uncertainty distribution

-1
® (x) = (1 i exp(%)) , 2.2)
(oa

denoted by N (e, o), where e and o are real numbers with o > 0.

Definition 4. (Inverse uncertain distribution) Let & be an uncertain variable with regular uncertainty
distribution ®(x). Then the inverse function ®~!(a) is called the inverse uncertainty distribution of &. A
function @' is an inverse uncertainty distribution of an uncertain variable & if and only if

Mlg< (@) =, 2.3)
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forall a € [0, 1].
Definition 5. (Inverse normal uncertain distribution) The inverse uncertainty distribution of normal
uncertain variable N (e, o) is

o V3 a

O l'(@)=e+ (2.4)

l-a
Definition 6. (Expected value) Let & be an uncertain variable. Then the expected value of £ is defined by

+00 0
E[f]:f M{§2x}dx—f M€ < x}dx, (2.5)
0 —00
provided that at least one of the two integrals is finite.
Theorem 1. (Inverse uncertain distribution operational law) Let &, &, ..., &, be independent uncertain
variables with regular uncertainty distributions @, ®@,, ..., ®,, respectively. If f(x;, x2, ..., x,) 18
continuous, strictly increasing with respect to x;, x;, ..., x, and strictly decreasing with respect to
Xm+ls Xma2s -+ Xno then & = f(&1, &, ..., &,) has an inverse uncertainty distribution
¥ @) =f(0] (@..... 9, ()., (1-a),...0,' (1 - ). (2.6)

Theorem 2. (Normal uncertain distribution operational law) Let & and &, be independent normal
uncertain variables N (e;, 01) and N (e,, 0,), respectively. Then the sum &; + &, is also a normal
uncertain variable N (e; + e;, 01 + 03), 1.€.,

N (e, o1) + N(ez, 02) = Ney + e, 001 +02). (2.7)
3. Problem description

The goal of this study is to centralize the allocation of spare components. As Figure 1 shows, depot
level stocking exists for every spare part. In the event of an operation level failure, the defective one
will be returned and a new one will be despatched right away from the depot. If not, the replacement
order is placed on hold until the depot receives the necessary parts. “Demand sites” are operational
locations where there is a need for replacement components. As illustrated in Figure 1, the locations of
the dotted boxes represent possible depot places. In order to service each of these demand sites, we
determine in our model the proper amount and locations of open depots from prospective jobs. Which
depots are open is mostly determined by fixed construction costs, transportation costs, and inventory
costs. Due to the unpredictable nature of the need for spare parts, inventory levels may not be adequate
for every demand site. As a form of punishment, the model also includes the shortage lost. In order to
reduce system support costs and maintain the support efficiency parameter within a certain threshold,
the objective is to identify depot sites and decide the appropriate inventory policy.
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Figure 1. Potential depot positions schematic diagram.

3.1. Assumptions

We develop a model based on the following assumptions.

(1) Demand sites, which can be built to serve as central repositories for supplying spare parts to
numerous locations, make up the investigated support network.

(2) There is no inventory at operational sites and spare parts are only kept in the depot.

(2) Just one kind of spare part is flowing in the network and each component has an equal and
crucial impact at the operational location.

(3) The supply from the designated store can react right away in the event of a failure.

(4) No lateral transshipment occurs between depots and operational sites. There is just one depot
per operational site.

(5) Each demand location has independent demands, resulting in an uncertain normal distribution.
I = 1, 2, cees N(e,-,O',-).

-1
@, (x) = (1 + exp(%)) . (3.1)
(O]

(6) All depots have adopted the (r, Q) inventory policy and order acquisition of all depots has
constant lead time.

3.2. Notations

Some notations are defined to present the optimal model. The index sets and model parameters are
described below:

I : demand sites set,

J : alternative position for depots set,

i : demand site index, i =1, 2, ..., I,

Jj : alternative position for depot index, j =1, 2, ..., J,

&; : uncertain demands of site 7 satisfying an uncertain normal distribution N(e;, 0),i =1, 2, ..., I,

e; = E[&;] : the mean value of fill rate requiremented for each demand site i, i = 1, 2, ...,

o; = V[&] : the standard deviation of fill rate requiremented for each demand site i, i = 1, 2

d;; : travel distance from demand site i to depot position j and vice versa, i = 1, 2
j=12,..,J,

f; : the fixed cost of opening a depotinsite j, j =1, 2, ..., J,

pi . shortage cost coefficient in site j, j =1, 2, ..., J,

b

R A

“

M
~

-
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r; : reorder point of inventory position in depot in site j, j =1, 2, ..., J,
Q; : the fixed order quantity of depotin site j, j =1, 2, ..., J,

h; : the holding cost per unit time in site j, j =1, 2, ..., J,

F; : the fixed cost of placing an order in site j, j =1, 2, ..., J,

L : the lead time after an order is placed,

« : service level at lead time L,

N; : the amount of equipment at site i, i = 1, 2, ..., I,

Z : the number of specified item for each piece of equipment,

A; : availability requirement for each demand site i, i = 1, 2, ..., I,

T D, : the expected downtime requirement for each demand site i, i = 1, 2, ..., I.
Here we set three decision variables:

Transportation amount s; from depot to site i, i = 1, 2, ..., I.

Location decision variable X is defined as:

Xj:

{ 1, if site j has a depot, j=1,2, .. J.

0, if site j does not have a depot,

Assignment variable Y;; which is defined as follows:

=1,2, ., 1, j=1,2 .. J

v = 1, if site i is allocated by depot J,
Y7\ 0, if site i is not allocated by depot j,

4. Models

4.1. Total cost

We set the total cost, which consists of several parts, as our objective function. Inventory cost
specifies how inventory policy affects depot location. Fixed construction cost helps limit the number of
depots. Transportation cost is calculated to find reasonable routes from demand sites to depots. At last,
shortage cost is added as the penalty function for the shortage of spare parts. The specific expressions
for these costs are described below:

A A
A
o=
o o
) o A
=
S ¢ 0
o

()
— =" Q

! Y

A4 >

time

Figure 2. Inventory position varying with time.
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Inventory cost: In this paper, we suppose that depots conform (r, Q) policies which are widely
used in industry. Under these policies, inventory position is continuously reviewed. As soon as it drops
to a reorder point r;, a fixed order quantity Q; is placed. Figure 2 shows that the inventory position
varies with time.

We consider a single facility whose demand is stochastic, where an order arrives after a given lead
time and inventory replenishment is needed. Next, we briefly introduce a working inventory cost model
in (r, Q) policies and make further efforts to find the optimal reorder point and order quantity. When
demand ¢&; tends to be steady and has an expected value E[£;] = e;, the inventory holding cost can be
calculated approximately by the EOQ model. As shown below, expected inventory cost C}; includes the
order and operational cost

Cli=e;/Q;+h(Q;/2+r—eL). (4.1)

The first term of (4.1) represents the order cost. The second term represents the cost of average
working inventory. On average, there are (Q/2 + r — ¢;L) items for operational inventory on hand for
(r, Q) policies. The optimal policy is obtained when Q; has the following expression:

In this case, the minimum inventory cost C g can be reached and expression (4.1) becomes

Cly = \J2hFje;+h(r;—e;L). (4.3)

Reorder point 7; is set to maintain service level F, (r j) in lead time L no less than @. So reorder
point r; is the minimum integer that satisfies the expression as follows:

Fr(r)=ME&L 21} 2 a. (4.4)

In our model, depot j supplies X;Y;; demand sites. Inventory cost Cy for all open depots is
expressed as follows:

Ch=) \/2th2 eiX;Yy;+h(r; - eX;Y,L) . (4.5)

jeJ i€l

Fixed construction cost: This cost does not depend on demand or transportation activities. It arises
when a supply depot is open. Let f; be the fixed expense of setting up a depot at position j. The total
fixed cost of the system is computed as:

=Y fs @6)

iel

Transportation cost. Transportation cost is incurred when spare parts are carried from supply
depot j to demand site i. The total transportation cost is expressed as:

Cr=> > dysi. 4.7)

jeJ i€l
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Shortage cost: This cost is incurred when there is some shortage lost for demand sites. The
expected shortage cost is expressed as:

Cs = > i) (1= sV (4.8)

jeJ i€l

The total cost is defined as an aggregation of inventory, fixed, transportation, and shortage costs.
The expected total cost is calculated as:

C=Cr+Cr+Cs+Cyq

= ijXj + Z Zd,-jsiYij + ijz (1 = @,(s))Y;;

jeJ jeJ i€l jel  iel 4.9)
+Z} \/ZF hZIeXY +h(r; - eX;YiL) .
Jje i€

4.2. Constraints

Several support efficiency characteristics are employed in our model constraints to guarantee
product support ability, which are connected with the support level to ensure timely and sufficient supply.
The constraints are discussed as below:

Fill rate constraint:. The likelihood that the demand for spare parts can be met on schedule is
known as the fill rate. This constraint guarantees that the amount of transportation s; from the depot to
the location i will satisfy the demand up to level P;:

Misi=&=>20>2P;, i=1,2, .., L (4.10)

Comforming to Definition 5 in Section 2, the deterministic form is written by

Oi(s)=>P;, i=1,2,..,1 (4.11)
Availability: Availability is used to evaluate a system that includes N equipment, each with Z spare

parts. One particular piece of equipment will not be stopped by the lack of spare components, which is

delivered by:
EB
A= (1 - —0) .
NZ
Therefore, the availability constraint of the demand site i in our model can be expressed as:

Mg =5 <(U-A")Ni-Zl > Vi=1,2, .. 1L (4.12)

The nonequality is transferred into the deterministic form,

Ofsi+(1-A"")N;-Z}2a, i=12 .., 1 (4.13)

The expected downtime constraint: The expected downtime refers to the time spent due to the
lack of spare parts. According to the Little law, the expected downtime is calculated by:

EBO
T'D=——.
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Expression for the expected downtime constraint is
M = si)/ei < TDi} = B. (4.14)
The corresponding deterministic form is given by
Qi {s;+TD)-e}=2p, i=1,2, .., L (4.15)

Other allocation constraints: There can only be one open depot per demand site, thanks to the first
constraint below. The second restriction ensures that demand sites can only be served by open depots.

D ¥y=1i=1,2, .1

— (4.16)
Yl]SX]’ 1= 1, 2, vees I, j: 1, 2, ceey J
4.3. Model

The objective is to minimize the overall cost by determining depot locations and allocating
resources to each demand site within the restrictions of efficiency standards. Therefore, the inventory-
location-allocation model can be summarized as below:

min ijXj + Z ZdijsiYij

jeJ jeJ i€l

£ D pOs)Y

jeJ i€l

> \/2F h > eXYij+ h(rj - eX;Y;L)

jeJ i€l

s.L.
Misi—&201 =P, i=1,2, .1, (4.17)
Mg -si<A=A")-N-Z}2a i=1,2, .1
M —s)les<TDY 2B i=1,2, .., 1,
D ¥y=1i=1,2 .1
jel
Yi<Xp,i=1,2, .0 j=1,2 .,
X;ef0,1), j=1,2 .., J,
Y €01}, i=1,2 ., 1 j=1,2, .., J.
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The deterministic inventory-location model is formulated as follows:

min ijXj + Z Zdijsilfij

jeJ jeJ i€l
£ D p®s)Y
jeJ i€l
+ D8 RFR Y XY+ h(r; - eX;YiL)
jeJ i€l
s.t.
Oi(s) =P, i=1,2,..,1, (4.18)

(I)i{si+(l —A}/Z")-Ni-Zi} >a, i=1,2, .., I
(D,-{s,- + TD, ~e,-} Zﬁ, i= 1, 2, ceey I,

D¥y=1i=12,

jeJ

Yi<X,i=1,2 .1 j=12, .., 1J,
XJG{O,l}, ]:17 29 * ’
Yian{0,1},i=1,2, ., 1, j=1,2, ..., J

5. Genetic algorithm

It is challenging to tackle the constrained nonlinear integer programming issue posed by the
predicted inventory-location model. Heuristic approaches prove to be quite successful in resolving
these issues. The heuristic algorithm is based on algorithms that resemble natural bodies, such as the
genetic algorithm, simulated annealing, ant colony algorithm, etc. In this section, we choose a genetic
algorithm to solve the predicted inventory-location model by simulating a natural evolutionary process.
Global optimization features and probabilistic transfer rules are substituted for deterministic rules in
a genetic algorithm. It is helpful when looking for the best answer. The processes shown in Figure 3
define the algorithm:

Step 1. Set the pop_size chromosomes to zero. Generate a collection of numbers at random
that contain the location and the volume of transit. A chromosome is this collection of numbers.
Continue in this manner until pop_size chromosomes are generated in total. The set of chromosomes
Vi..n =1, 2, ..., pop_size, represents a population with K as the terminal population.

Step 2. Chromosomes on screen with limitations. We verify each chromosome by using the
model’s constraints to make sure it is feasible. A new generation of viable chromosomes will emerge.

Step 3. Analyze every chromosome. Determine the objective values of each chromosome and
arrange them in ascending order. The new order of the rearranged chromosomes V,, ism =1, 2, ..., M.
The superior chromosome bestpop is the first chromosome.

Step 4. Choose this set of chromosomes. Based on their order, assign a fitness rating to each
chromosome. The definition of the fitness function is

Eval(V,) =1 -B8"", m=1,2, .., M. (5.1)

Networks and Heterogeneous Media Volume 19, Issue 3, 1038—-1057.
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‘ «(B) ®) - (B) @) ®) - B) ®) ®) (EB) ®) ®) ®)
Mutate some genes in X11 e | X13 ‘ X21 ’ - | Xa3 ‘ ’ X31 - | X33 ’ X41 ‘ | X3
chromosomes
l Mutation
‘Whether the
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ast iteration? X7 | - | X13 X1 2| X3 X371 | - | X33 Xy1 | Xg3

‘ Yes

‘ Optimal solution ‘

Figure 3. Procedures of the algorithm: (a) Flow chart; (b) Sketch map of crossover and
mutation operations.

Here, m is the number ranked in Step 3 and 8 € (0, 1) is a parameter in the selection process. Choose
pop_size chromosomes using a roulette wheel based on the fitness values. We can infer from (5.1) that
the likelihood of being chosen increases with decreasing m.

Step 5. Crossover a few chromosomes. Set up a crossover operation parameter, P.. With this
likelihood, we choose a few chromosomes (V’) to go through the crossover procedure. After that, V’ is
split up into many pairs at random. A portion of each pair’s genes are exchanged.

Step 6. Mutate some genes in the chromosomes. Determine the mutation operator Pm and use this
probability to choose the chromosomes for the mutation operation. Some of the genes on the selected
chromosomes (V') must be altered. In this case, k = k + 1.

Step 7. Repeat Steps 2—6 until k£ > K. Report the best chromosome bestpop as the optimal result
in the support system.

6. A numerical example

6.1. Parameters

We present a numerical example to evaluate the performance of the evolutionary algorithm. Ten
locations are thought to be in need of services. Some of these demand sites’ depots will be selected
to service other sites for convenience. The location and inventory specifications of the demand sites
are displayed in Table 1. We assume that the demand for spare parts follows a Poisson distribution
and is stochastic. Each piece of equipment has z = 2 spare components, and the operational location i
has N; equipment. We use the genetic algorithm to identify the answer after including this data into
the optimization model. The genetic algorithm uses the following environment parameters: generation
K = 100, pop_size = 1000, crossover probability Pc = 0.8, and mutation probability Pm = 0.5.
Bi = 0.95 and «; = 0.95 are the set belief levels.
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Table 1. Parameters for each site.

Site Position e; or fi Di N; F;
1 (96.44) 10 3 100 1 1 1
2 (18,98) 6 2 200 2 3 2
3 (16,21) 10 2 300 5 3 1
4 (17,53) 4 1 200 2 2 2
5 (74,67) 18 3 200 3 6 1
6 (19,49) 8 2 100 3 3 1
7 3.,8) 4 1 300 6 6 2
8 (54,73) 8 2 200 5 1 1
9 (64,48) 6 2 100 1 2 2
10 (98,58) 12 3 300 5 5 1
6.2. Results

The constraint parameters Py, Ao, and 7' Dy are the same for every site. We compute the overall
cost of various constraint settings and alter them for comparison. Every outcome is displayed in Table 2.
A base case with Py = 0.09, Ag = 0.85, and TD, = 2 is called Case 1. The outcomes of Cases 2
through 5 demonstrate how different parameters can affect both the total cost and the number of depots.
The number of depots diminishes as the constraint parameter level drops, suggesting that the outcomes
are feasible. Both the number of depots and the cost of support rise as system support requirements
do. We display the allocation and location scenario for the optimal solution in instance 1 in Table 3.
The ideal solution for instance 2—4 are shown in Figure 4. It is evident that the black squares represent
demand sites, the red triangles represent open depots, and the blue line indicates that the depot serves
the demand site. Sites 1, 6, 5, and 3 are open as depots according to Table 3; in Figure 4(a), they are
shown as red triangles. This depot supports demand sites 8 and 9, as indicated by the links between
site 5 (depot) and site 8 (demand), and site 5 (depot) and site 9 (demand) in Figure 4(a). Table 3 displays
allocation to additional sites for 2 = 1 and L = 0.1. Furthermore, (4.2) and (4.4) are used to compute
the (r, Q) inventory policy for open depots.

Figures 4(b)—(d) match Cases 2—4. The fill rate and availability bottom values decrease, the
open depot in site 7 moves to site 3, and the depot in site 1 cancels when comparing Figures 4(b),(d).
By contrasting Figures 4(a),(d), it can be seen that position is significantly influenced by fill rate.
In a similar vein, Figures 4(b),(c) demonstrates that the location is less affected by the anticipated
downtime constraint.

Table 2. Partial computation results.

Py Ap TD, Depot number Overall cost
Case 1 0.90 0.85 2 Four 43491
Case 2 0.90 0.90 2 Four 431.12
Case 3 0.90 0.85 1 Four 431.11
Case 4 0.85 0.85 2 Three 396.94
Case 5 0.80 0.80 2 Three 368.49
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Table 3. Case 1 allocation results.

Site index 1 2 3 4 5 6 7 8 9 10
Xj 1 0 1 0 1 1 0 0 0 0
s;(unit) 15 9 15 6 30 15 7 12 6 18
(r, Q) (6,33) (5,33) (6,48)  (5,30)
A Open depot A Open depot
(a] CBSE 1 ® Demand site (b) CaSG 2 ® Demand site
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Figure 4. Potential depot positions schematic diagram.

6.3. Sensitivity analysis

(1) Belief level analysis
The supportability indexes are changed with the results exhibited in Table 4.
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Table 4. Extensive cases of belief level P;, a;, and 3;.

P; a; Bi Inventory policy parameters Cost

0.9 0.95 0.95 1(6,33), 3(5,33), 5(6,48), 6(5,30) 43491
0.85 0.95 0.95 3(5,33), 5(8,52), 6(15,40) 396.94
0.9 0.99 0.95 1(8,35), 3(9,36), 5(8,50), 6(7,33) 447.86
0.9 0.95 0.99 1(7,34), 3(7,35), 5(6,48), 6(6,30) 436.62

Table 4 summarizes that an increase in belief degree P;, ;, or §; results in a rise in the total cost and
an adjustment to inventory parameters. Higher belief degrees indicate higher service level requirements,
which will result in higher costs. In a similar vein, an increase in belief degree B corresponds to
a tougher standard of supply availability at the expense of cost. In actuality, the choice of @ and B
determines the balanced degree of cost and supportability. The inventory parameter is unaffected by the
decline in stockout risk level Y, but it does show the decreasing penalty for shortage risk, which lowers
the stockout loss and lowers the overall cost.

(2) Inventory policy parameter

Utilizating the calculated parameters from Table 3, the variations of the reorder point and order
quantity are investigated with the outcome plotted in Figures 5 and 6.
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Figure 5. Extensive cases of reorder points.
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Figure 6. Extensive cases of reorder points.

From Figure 5, we investigate how different depots are affected by the reorder point of inventory
capacity. The entire optimal process can be split into the unreliable region and the reliable zone based
on the supportability restrictions. The supply system is unreliable in an unreliable zone because the
centralized depot is unable to meet the specified supportability criteria. A reliable region shows that the
system can meet the needs of the locations. The overall cost rises as the reorder point rises in each of
the two zones.

From Figure 6, integrated impacts of inventory cost and stockout caused the overall cost to decrease
before a steady increase in total cost, which generates the optimal value.

7. Conclusions

The timely delivery and commensurate economy of support systems can be guaranteed by deploying
backup resources in the right numbers and depot locations, and by creating suitable inventory procedures.

In order to enhance the support system, we created a model in this article that integrates inventory
strategy with location-related issues. First, we looked at the support requirement model and the location
problem. Next, the link between inventory running costs and the parameters of the (7, Q) strategy was
examined. Transportation expenses, scarcity losses, and fixed building costs are all included in the
overall cost, which is the ideal objective function. We also included the support efficiency parameter
in the placement model and examined the features of the optimization problem. In order to assess the
demand quantity in the model, uncertainty theory was presented. The ideal problem was resolved using
a genetic algorithm. Finally, numerical examples were used to confirm the algorithm’s efficacy. It is
important to note that the quantity and locations of spare part depots we locate can meet the requirements
of integrated logistical support. The numerical example’s results demonstrate how important it is to
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consider inventory costs and service limitations when choosing depot locations. Our methodology
outperforms the standard location model in providing optimal answers under various support conditions.

Future studies will examine the effects of erratic demand or variable lead times on inventory costs
and depot locations. Furthermore, multi-item and multi-echelon spare parts depots will be a trend worth
watching and will require further work to solve the site optimization issue.
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