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Abstract: Current research directions indicate that vehicles with autonomous capabilities will increase
in traffic contexts. Starting from data analyzed in R. E. Stern et al. (2018), this paper shows the benefits
due to the traffic control exerted by a unique autonomous vehicle circulating on a ring track with more
than 20 human-driven vehicles. Considering different traffic experiments with high stop-and-go waves
and using a general microscopic model for emissions, it was first proved that emissions reduces by
about 25%. Then, concentrations for pollutants at street level were found by solving numerically
a system of differential equations with source terms derived from the emission model. The results
outline that ozone and nitrogen oxides can decrease, depending on the analyzed experiment, by about
10% and 30%, respectively. Such findings suggest possible management strategies for traffic control,
with emphasis on the environmental impact for vehicular flows.
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1. Introduction

Current scenarios of car traffic foresee the presence of vehicles with control capabilities.
autonomous vehicles (AVs) are useful to mitigate traffic phenomena due to human habits, with
consequent improvement of driving patterns and fuel consumption for traffic flows [1], as well as
emissions [2], and effects on the environment and human health. Indeed, AVs on roads could lead to
meaningful phenomena in terms of vehicles ownership, alterations in land use, travel demands, and
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mode choice, see for instance [3]. Focusing on such possible effects, this study aims to show how a
small number of AVs can mitigate the instabilities of traffic flow. In particular, this paper investigates
the possible decrease of vehicle emissions and concentrations for pollutants at street level in traffic
experiments in the presence of AVs. Some estimates of traffic emissions are first obtained from a
microscopic model and traffic data of [1]. Then, concentrations of principal chemical species, i.e.,
ozone and nitrogen oxides, are evaluated by a system of differential equations with source terms
resulting from traffic emissions. The analysis is done through mathematical models coupled with
experimental data and shows how AVs bring benefits to the whole traffic system. .

1.1. Related works

Congestion waves often occur on road networks, see the experiments of [4] and [5]. In [1] and [6],
this is explained from the human driving point of view, with negative effects for fuel consumption and
the formation of traffic jams. In order to mitigate phenomena due to congestion, AVs have been widely
considered [7], without analyzing real vehicle data or the effects of emissions. On the other hand,
in [8] speed limits for the improvement of traffic and decrease of emissions have been studied. Indeed,
for the improvement of traffic flow, there are various aspects to consider, such as: an increment of the
combustion engine efficiency [9]; the adoption of hybrid vehicles [10]; and optimal routing and control
on road networks [11]. Other aspects deal with emission variations due to AVs. In particular, vehicle
emissions are sources of greenhouse gases that contribute to high climate changes [12] and stop-and-go
waves [13], with consequent traffic instabilities. Models for traffic emissions have been widely studied
[14], considering that estimations from real measurements [15] imply high costs. Emissions models
provide information about the concentrations of various pollutants (nitrogen oxides, carbon monoxide
and dioxide, hydrocarbons) that lead to the production of ozone. Estimations for emissions consider
aggregate and microscopic models. The latter (see, for instance, [16–18]) focus on environmental
impacts by using inputs such as the velocities of vehicles and the distance between them. The former
use instantaneous measurements for vehicles. In this paper, emissions estimates are found through
the model described in [19]. The difference with [2] is that the latter estimates emissions from a
vehicle-specific power (VSP) analysis done in MOVES (motor vehicle emissions model) as follows:
for vehicles in a traffic fleet, the emissions are a combination of velocities, accelerations, and their
powers, with parameters tuned for nitrogen oxides of cars having internal combustion engines. Notice
that our analysis for emissions deals only with real data, unlike other cases where simulations are
used [20]. Finally, from emissions, the concentration of pollutants are obtained as in [21–23].

1.2. Main contributions and outline

The main contribution of the work is as follows. For various traffic experiments, first described in
[1], a general microscopic model allows us to prove that emissions, in a traffic fleet travelling on a ring
road, decrease in the presence of designed control algorithms managed by a unique AV. Then, focusing
on a system of differential equations for chemical species, concentrations of pollutants at street level are
numerically found. Meaningful decreases occur for concentrations of ozone and nitrogen oxides. Fuel
consumption also follows this reductions, see [1]. In this case, the main point is to couple an emission
estimation approach with chemical reaction models: the outcome is the estimation of the concentration
of chemical compounds produced by traffic emissions in the atmosphere. This represents the novelty
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of the proposal: the possibility of defining concentrations at ground level for the principal pollutants
that are involved in ozone production. The main difference with other analyses, see [1] and [2], is
the definition of a model that, starting from real measurements, allows estimations of the chemical
species that define the dynamics in the atmosphere. The novelty of the paper is the evaluation of the
concentrations at ground level for the principal pollutants that are involved in ozone production and
the analysis of the effects on pollution of control strategies, implemented on the unique AV of the fleet
in consideration. Such strategies show how possible reductions of pollutants are possible.

The paper is organized as follows. Section 2 deals with the contexts in which stop-and-go waves
occur, with reference to the experimental scenarios for the analysis. Section 3 considers the model
for emissions estimates and the systems of differential equations for the concentration of pollutants at
street level. Finally, Section 5 presents numerical results. The paper ends with conclusions in Section
6.

2. Methodology

In this section, we briefly present the context in which stop-and-go waves develop and are then
dampened by controlling a unique vehicle in designed traffic experiments. First, we consider the
experimental setup and then the wave dampening controllers.

2.1. Design of the experiments

The vehicle emissions that are considered in this work are estimated from trajectories in the
experiments analyzed in [1], based on the ring road experimental design of [4] and [5]. In this case,
possible advantages are the absence of merging lanes and intersections that could make the analysis of
traffic waves more difficult. The resulting captured traffic data frames the phenomenon of stop-and-go
waves due to human driving behavior and the dampening effect occurred in presence of an AV.

The experiments, that follow the setup presented in [4], consist of 21 or 22 vehicles driving on
a single-lane circular track of 260 meter circumference, located in a parking lot in Tucson, Arizona.
The experiments are recorded by a 360-degree panoramic camera that is at the center of the ring road.
Video recordings allow us to extract data for vehicle trajectories through computer vision algorithms,
see [6] for details. When each experiment starts, vehicles are uniformly placed on the ring road, and
the pilots are asked to drive as they would in usual traffic, and to follow the vehicle in front of them in
safety conditions. In each experiment, there is a unique cognitive and autonomous test (CAT) Vehicle,
that is either human-controlled or autonomous. In particular, the CAT vehicle begins under a control
managed by the pilot, who follows the same instructions of all other drivers. When stop-and-go waves
occur, the CAT vehicle is switched into an autonomous driving mode (Experiments A and C) or is
still controlled by the human driver, who is asked to drive at a wished velocity (Experiment B). The
experiments prove that stop-and-go waves are dampened or vanish through the control of a unique
vehicle on the ring road.

In short, the procedure has the following steps for each possible experiment: set uniformly spaced
vehicles on the track; drive with all human-controlled vehicles; ask the driver of the CAT vehicle to set
up the autonomous driving (Experiments A and C) or to change the driving velocity (Experiment B);
disable the control strategy; end experiment, all vehicles stop.

The features of Experiments A, B, and C depend on how the CAT vehicle is controlled.
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2.2. Controllers for traffic waves

This subsection briefly presents the velocity controllers implemented on the CAT vehicle to stabilize
traffic conditions on the ring road. As the strategy is to command the autonomous vehicle to drive
uniformly and safely with a defined velocity, an equilibrium condition, see [24], occurs for the overall
traffic flow.

The basic idea for the structure of the controllers is as follows. A commanded velocity is defined as
vcmd (t) = F

(
vAV (t) , vlead (t) ,U (t)

)
, where F (·) is a given function of vAV (t), the velocity of the CAT

vehicle; vlead (t), the velocity of the vehicle ahead of the CAT and establishes the gap ∆x, i.e., the
distance from the front bumper of the CAT vehicle to the rear bumper of the lead one; and U (t), a
desired velocity that, if chosen correctly through suitable strategies, stabilizes traffic flows and reduces
traffic waves. The velocity vcmd (t) is then the input of a low-level controller on the CAT vehicle and
the output is the actuation of the brake or accelerator. In what follows, we describe the controllers
implemented on the CAT vehicle, precisely: the FollowerStopper controller (Experiment A); the
human-implemented control (Experiment B); the proportional integral (PI) with saturation controller
(Experiment C).

Experiment A (FollowerStopper controller)
In this case, the controller commands exactly U (t) (estimated by a human observing the experiment)
whenever safe but commands vcmd (t) < U (t) whenever safety is needed, possibly considering vlead (t).
From vAV (t), vlead (t), and ∆x, three regions that allow a safe velocity for the autonomous vehicle, are
defined: (i) a safe region where vcmd (t) = U (t), (ii) a stopping region where vcmd (t) = 0, and (iii) an
adaptation region where vcmd (t) is an average of vlead (t) and U (t).

Experiment B (traffic control via a trained human driver)
For Experiment B, a trained human pilot is asked to maintain a certain speed and slow down only in
case of collisions with the vehicle ahead. The desired speed, determined externally by the staff who
observes the experiment and communicated to the driver through a two-way radio, is obtained as the
circumference of the ring road divided by the time the CAT vehicle needs to make a complete pass
around the ring road.

Experiment C (a PI controller with saturation)
The CAT vehicle estimates the average speed v (t) of the vehicles in front, and drive as close to such
speed in safety conditions. For the autonomous vehicle, the controller tracks vcmd (t) by a standard
proportional integral (PI) control logic where the error signal is the deviation from v (t). The
controller also includes a saturation effect, in which the CAT vehicle should command vlead (t) for
safety reasons when ∆x is small.

3. Emissions and pollutants estimations

In this section, we consider the estimation of emissions and pollutants production on the ring track
due to the vehicular traffic. In our case, as we deal with high amounts of UV radiations and heavy
vehicular flows, we focus on nitrogen oxides (NOx) emissions that generate ozone (O3). Indeed, there
is a mix of effects because NOx is also due to vehicle exhaust while UV rays hit the oxygen molecules in
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the air and provoke chemical reactions that produce the ozone. Hence, O3, besides its dangerous effects
on the human health [25,26], is the result of chemical dynamics in sunlight environments [27,28]. First,
we shortly describe a microscopic model that, starting from velocities and accelerations of vehicles in
Experiments A, B, and C, estimates the emissions on the ring track. Then, we consider the main
reactions of NOx for the production of ozone, whose evolution obeys a system of ordinary differential
equations.

3.1. Emissions model

We deal with the microscopic emissions model discussed in [19]. Consider a vehicle k that, at time
t, moves at speed vk (t) [m/s] and is subject to an acceleration ak (t) [m/s2]. Define the vectors:

ωk (t) :=
(
1, vk (t) , v2

k (t) , ak (t) , a2
k (t) , vk (t) ak (t)

)
,

φ := ( f1, f2, f3, f4, f5, f6) ,

where the constants fi, i = 1, ..., 6, are associated to NOx emissions for a petrol car and are listed in
Table 1. For other types of coefficients, as well as different pollutants and categories of vehicles, we
refer the reader to [19].

Table 1. NOx parameters for an internal combustion engine car, where g indicates grams.

Condition f1 [g
s ] f2 [ g

m ] f3 [g s
m2 ] f4 [g s

m ] f5 [g s3

m2 ] f6 [ g s2

m2 ]
ak (t) ≥ −0.5 6.19e−04 8e−05 −4.03e−06 −4.13e−04 3.80e−04 1.77e−04
ak (t) < −0.5 2.17e−04 0 0 0 0 0

The emissions of the vehicle k are estimated as:

Ek (t) = max
{
E0, ωk (t) · φT

}
, (3.1)

where E0 is an emission lower-bound, that is assumed zero when using fi, i = 1, ..., 6, of Table 1.
Finally, the total emissions E (t) for a set of N travelling vehicles is:

E (t) =
N∑

k=1

Ek (t) . (3.2)

Remark 1. Most microscopic emissions models deal with combinations of polynomial expressions in
velocities and accelerations, see for instance [29]. Hence, our approach for emissions can easily be
adapted to other models.

3.2. Chemical reactions and the production of O3

We now consider the chemical reactions for NOx gases and the production of O3. For car engines,
when combustion phenomena interest hydrocarbons at high temperatures, NOx emissions are due to
nitrogen (N2) and oxygen (O2). The formation of O3 is described as follows via the contributions of
nitrogen monoxide (NO), nitrogen dioxide (NO2), and atomic oxygen (O).
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Assume that h and ν are, respectively, the Planck’s constant and its frequency. For fixed reaction
rate constants k1, k2, and k3, we get the reactions [30, 31]:

N2 + O2 → 2NO, (3.3)

2NO + O2 → 2NO2, (3.4)

NO2 + hν
k1
→ O + NO, (3.5)

O + O2 +M
k2
→ O3 +M, (3.6)

O3 + NO
k3
→ O2 + NO2, (3.7)

where M is either N2 or O2 for the absorption of the energy excess in Eq (3.6).
Notice that NO is produced by the reaction in Eq (3.3). In the combustion phenomenon, Eq (3.4)

indicates the formation of NO2 that can be photo-dissociated into O, as described by Eq (3.5). This last
step is fundamental for the formation of tropospheric ozone [32]. Precisely, Eq (3.6) provides O3 that,
following the reaction in Eq (3.7), is destroyed and transformed into O2 and NO2. Hence, the reactions
in Eqs (3.6) and (3.7) do not produce net ozone, as there is only a recycling of O3 and NO2. Net ozone
is produced only when the atmosphere contains other possible pollutants, i.e., carbon monoxide and
methane, for instance. In this work, we consider only the reactions in (3.5), (3.6), and (3.7) for the
whole ground-level ozone formation.

Remark 2. For the emissions of vehicles, NO2 has a maximum concentration for medium engine speed
(from 300 to 1000 revolutions per minute, rpm) and low engine speed (from 80 to 300 rpm). For high
speeds (from 1000 to 4000 rpm), NO2 emissions usually become less than 4% ( [33]). In what follows,
considering the recent analysis in [34], for our numerical studies, we will use a NO2 concentration
equal to 15% of NOx.

For each reaction, an ordinary differential equation (ODE) is defined and then used to get the final
system for the ozone production due to traffic emissions (further remarks are in [22]).

Indicate by [·] =
[
weight unit/volume unit

]
the chemical species concentration, and denote by

Γ (t) = (Γ1 (t) ,Γ2 (t) ,Γ3 (t) ,Γ4 (t) ,Γ5 (t)) the vector with Γ1 (t) = [O] , Γ2 (t) = [O2] , Γ3 (t) = [O3] ,
Γ4 (t) = [NO] , and Γ5 (t) = [NO2]. Assume that the reactions occur in a volume of dimension ∆x3 and
the traffic total emission is a source term for Γ4 and Γ5. The overall variation of NOx concentration in
∆x3 is as follows at each time t:

S (t) :=
E (t)
∆x3 , (3.8)

where E (t) obeys (3.2). Omitting for simplicity the dependence on the time t, the final system is:

Γ′1 = −k2Γ1Γ
2
2 + k1Γ5,

Γ′2 = −k2Γ1Γ
2
2 + k3Γ3Γ4,

Γ′3 = k2Γ1Γ
2
2 − k3Γ3Γ4,

Γ′4 = k1Γ5 − k3Γ3Γ4 + (1 − p) S ,
Γ′5 = −k1Γ5 + k3Γ3Γ4 + pS ,

(3.9)

where p = 0.15 corresponds to 15% of NO2 (see Remark 2) and the constant kinetic rates k1, k2, and
k3 are estimated in [35] and shown in Table 2.
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Table 2. Values of k1, k2, and k3, where molecule is the number of molecules.

Kinetic rates Value
k1 0.02 s−1

k2 6.09e − 34 cm6 molecule−2 s−1

k3 1.81e − 14 cm3 molecule−1 s−1

The rate of change for concentrations in non-linear systems such as (3.9) has a high degree of
stiffness. Hence, for possible numerical treatments, some adapting techniques for time step sizes are
necessary to avoid instabilities and increments of computational work. Various approaches exist to
face such numerical problems. In this work, system (3.9) is solved via the MATLAB tool ode23s,
which uses an adaptive step size and works by an implicit Runge-Kutta method based on the
Rosenbrock formula of order 2. The temporal refinement technique defines either large or small time
steps, respectively, for slow and fast varying components, and intermediate time values that are not
always available. In particular, in system (3.9), the source term S , which depends on the emissions
(3.2), needs a suitable attention as it is defined on a time scale, that is larger than the one of reactions
dynamics. Hence, possible intermediate time values might always be required. If they are not directly
available, they have to be computed by a high-order interpolation, which does not affect the order of
the method. Precise details are carefully addressed in [21, 23, 36].

4. On coupling traffic with emissions and chemical reaction models

In this section, we briefly discuss the mathematical theory for coupled traffic, emissions and
atmospheric models.

Traffic models are mostly cast at two different scales: microscopic and macroscopic. The former is
expressed by a collection of ODEs of the type:

v̇i = Fi(xi+1, xi, vi+1, vi), (4.1)

where (xi, vi) is the position-velocity vector of the i-th car on the road, and Fi describes the acceleration.
We refer the reader to [37].

At the macroscopic level, traffic is described by partial differential equations, mostly hyperbolic
ones, such as

ut + f (u)x = h(u), (4.2)

where u is the vector of considered macroscopic quantities, e.g., density and modified momentum,
f is the flux function, and h a source term. A complete discussion of such equations is beyond the
scope of this paper, but we point out the most commonly used model, the Lighthill-Whitham-Richards
model [38, 39], consisting of a single conservation law:

ρt + (v(ρ)ρ)x = 0, (4.3)

where ρ ∈ [0, ρmax] is the density of the cars and v(ρ) is the average speed, assumed to depend only on
the density. For more discussion, see [37].
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Emissions models as (3.1) can be paired to microscopic models directly using the data (xi, vi) from
(4.1) and computing the accelerations ai of the i-th vehicle. The result of the emissions model can
then be directly fed into the system of ODEs (3.9). From a mathematical point of view, the models are
weakly coupled, with the emissions model depending on the input of the traffic model, and the chemical
model depending on the input of the emissions model. We, thus, immediately have the following:

Proposition 1. Consider the system given by Eq (4.1) with N vehicles, i.e., i = 1, . . . ,N. Assume that
there exists a bounded set A ⊂ R2N such that any solution with initial datum ((x1,0, v1,0), . . . (xN,0, vN,0))
remains in A for all times t ≥ 0, and that Fi are Lipschitz continuous in A. Then, for every initial datum
for the system (4.1), (3.1), and (3.9), with position-velocity vectors in A, there exists a unique solution
depending continuously on the initial datum.

Proof. Given an initial datum with position-velocity vectors in A, there exists a solution to the system
(4.1) due to the assumptions on Fi. Then the solution can be used as the input to the system (3.1)
generating an emission signal E(t). The latter can be used as the input to the system (3.9). For the
system (3.9), notice that Γ′4 + Γ

′
5 = S (t). Since the solution to (4.1) is bounded, we deduce that E(t)

is bounded, thus S (t) is bounded. We have that both Γ4 and Γ5 remain bounded. Therefore, the whole
vector Γ(t) remains bounded for all times. Due to the Lipschitz continuity of Fi on A and the right-hand
side of (3.9) on bounded regions, we conclude. □

Remark 3. We point out that the assumption on the existence of the region A is a minor limitation.
Indeed, most commonly used models, such as the follow-the-leader, the optimal velocity, and
(modifications) of the intelligent driver models do satisfy such assumptions. We refer the reader
to [37] and [40] for details.

Emissions models as (3.1) can be also paired to macroscopic models of the type (4.2), as long as
an acceleration signal a(t, x) can be computed. This can not be done directly for models with two
equations, see [41]. However, there exist models for fuel consumption directly using (4.3), see [42].

This, in turn, allows us to also estimate emissions. As before, the emissions model can be used to
produce an input for the system of ODEs (3.9). The overall system consists of a system of PDEs (4.2)
providing input to the emission model (3.1), which in turn provides an input the ODE system (3.9).

Even more, one can pair to diffusion-reaction model for the chemical species as done in [22] and
[23]. Such systems can be analyzed by combining tools for conservation laws with those for parabolic
equations. We refer the reader to [43] for a general result on the coupling of hyperbolic and parabolic
models, which includes the system (4.3)-(3.1)-(3.9) as a special case.

5. Numerical tests

This section deals with results based on Experiments A, B, and C, all interested in time phases of
autonomy and human control driving. The main features of the experiments, described in detail in [1]
and [2], are as follows.

At the beginning of Experiment A, the CAT vehicle is controlled by the human driver. During the
experiment, the first traffic wave appears at 79 s. The wave-dampening controller of type
FollowerStopper becomes active at 126 s, and set with U = 6.50 m/s. Then, U is varied step by step to
test how traffic conditions vary. At 463 s, the autonomy of the CAT vehicle is disabled. The
experiment ends at 567 s.
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Experiment B has similar features. The first traffic wave occurs at 55 s from the beginning of the
experiment. The CAT vehicle driver is asked to drive with U = 6.25 m/s at 112 s. Also in this case, the
velocity U varies step by step. The end of the experiment is at 409 s.

For Experiment C, the traffic wave appears at 161 s. The PI controller with saturation becomes active
at 218 s and remains so until 413 s (the end of the experiment). In this case, U varies continuously as
it is completely determined by the controller at each time instant.

Table 3 summarizes all phases of each experiment: a traffic initial phase, IPH; a time interval, SGW,
with stop-and-go waves; various autonomy phases, indicated by AUTi; an interval with no autonomy,
NA.

Table 3. Summary of the main features for Experiments A, B, and C.

Experiment A B C

Start IPH = [0, 79[ s IPH = [0, 55[ s IPH = [0, 161[ s

Waves SGW = [79, 126[ s SGW = [55, 112[ s SGW = [161, 218[ s

Autonomy

AUT1 = [126, 222[ s, U = 6.50 m/s
AUT2 = [222, 292[ s, U = 7.00 m/s
AUT3 = [292, 347[ s, U = 7.50 m/s
AUT4 = [347, 415[ s, U = 8.00 m/s
AUT5 = [415, 463[ s, U = 7.50 m/s

AUT1 = [112, 202[ s, U = 6.25 m/s
AUT2 = [202, 300[ s, U = 7.15 m/s

AUT1 = [218, 413] s

No Autonomy NA = [463, 567] s NA = [300, 409] s -

The contents of this section are the following: First, we discuss the results due to NOx emissions,
and then, we examine how pollutants vary according to the different time phases in the considered
experiments.

t s

E t g s

Figure 1. E(t) for Experiment A (red line), and the average values in intervals (dashed black
lines).
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t s

E t g s

Figure 2. E(t) for Experiment B (red line), and the average values in intervals (dashed black
lines).

5.1. Estimating NOx emissions for the experiments

In order to estimate the NOx emissions of the vehicle fleet in the described experiments, we show
the evolution of E (t), see Eq (3.2), in Figures 1–3. For the time intervals of type SGW, the average NOx

emissions for Experiments A, B, and C are, respectively: 27.2514 mg/s, 24.6108 mg/s, and 28.7677
mg/s. Values for cases A and C are comparable, hence indicating that the experiments have the same
features before the activation of possible control strategies.

t s

E t g s

IPH SGW AUT1

Figure 3. E(t) for Experiment C (red line), and the average values in intervals (dashed black
lines).

For Experiment A, in AUT1, the wave is almost dampened but not removed completely. When
U = 7.00 m/s in AUT2, the CAT vehicle moves at a speed almost similar to the average traffic one,
leading to the lowest average NOx emissions in the experiment. When the FollowerStopper controller is
deactivated in the interval NA, the traffic wave appears again and the average NOx emissions increases
at a value similar to the one obtained in AUT1. For all time intervals, Table 4 provides the various
NOx emissions average values, expressed in milligrams/second [mg/s] and grams/minute [g/min], for
Experiment A.
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Table 4. Experiment A: Average NOx emissions (AEs) for different time intervals (TIs).

TIs [s] AEs [mg/s] AEs [g/min]
IPH 21.9647 1.317882
SGW 27.2514 1.635084
AUT1 22.0546 1.323276
AUT2 20.9003 1.254018
AUT3 21.4913 1.289476
AUT4 21.3764 1.282584
AUT5 21.2476 1.274856
DA 22.3701 1.342206

For Experiment B, in AUT1, the CAT vehicle operator starts driving with U = 6.25 m/s, the traffic
wave is damped, and the average emission decreases. However, when U is increased to 7.15 m/s (in
AUT2), the overall traffic on the ring track becomes more regular as the average speed of the vehicle
fleet is similar to the one of the CAT vehicle. In this case, the differences between the average NOx

emissions in AUT1 and AUT2 are not very meaningful. In the interval NA, the human control ends, the
stop-and-go wave occurs again, and the average NOx emission increases. Table 5 presents the average
NOx emissions, in terms of milligrams/second [mg/s] and grams/minute [g/min], for Experiment B for
all time intervals.

Table 5. Experiment B: Average NOx emissions (AEs) for different time intervals (TIs).

TIs [s] AEs [mg/s] AEs [g/min]
IPH 21.9185 1.315110
SGW 24.6108 1.476648
AUT1 21.3137 1.278822
AUT2 21.7398 1.304268
DA 24.3413 1.460478

In the case of Experiment C, the first strong wave appears at the beginning of the interval SGW.
The PI controller with saturation becomes active in AUT1, the wave is reduced, and the average NOx

emissions decrease. In this case, the control strategy uses data measured by the CAT vehicle itself,
and no additional external information is needed. Hence, unlike Experiment A, the wave dampening is
different, and the emissions rate is quite irregular. Table 6 shows the average NOx emissions values (in
milligrams/second [mg/s] and grams/minute [g/min]) for Experiment C in all time intervals.

Table 6. Experiment C: Average NOx emissions (AEs) for different time intervals (TIs).

TIs [s] AEs [mg/s] AEs [g/min]
IPH 23.3101 1.398606
SGW 28.7677 1.726062
AUT1 22.0067 1.320402
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Notice that the presence of a unique autonomous vehicle allows a total reorganization of traffic
dynamics. For all experiments, this is also evident from the percent reduction in NOx emissions,
evaluated in periods with waves and autonomy phases. The obtained results are in Table 7 (second
column), which shows how Experiments A and C are similar in terms of traffic control, unlike
Experiment B, which deals with a trained human driver. Table 7 also shows, in the third column, a
comparison with the reductions described in [2] in the case of the experiment fleet under
consideration. The evident differences with our approach are due to a different model for emissions:
in [2], the estimation is analyzed via the motor vehicle emissions model (MOVES), which considers
various factors, such as humidity and temperature, road links, the vehicle fleet mix and age
distribution, as well as the vehicle-specific power (VSP) distribution.

Table 7. Percent reduction in emissions.

Experiment % reduction % reduction in [2]
A 23.3 73.5
B 11.7 60.8
C 23.5 63.3

5.2. Production of pollutants

The estimation of concentrations for pollutants along the ring track at street level are found by
solving system (3.9). As the aim is to show concentration reductions due to autonomous vehicles, we
consider separate analyses for experiment phases where stop-and-go waves occur (the CAT vehicle has
a disabled control) and phases where autonomous driving dissipates the wave (CAT vehicle is exerting
a control). To obtain the estimates, we solve numerically system (3.9) on a time interval I = [0,T ] by
choosing source terms (3.8). To obtain simulations over a larger time horizon, we prolong the source
term signal by repeating the emissions profile of the time interval I. In simple words, we consider
a periodic emissions profile using data from the experiment in the corresponding phase (waves or
autonomy). In order to discriminate among the traffic sources in different experiments for stop-and-go
waves and autonomy phases, we adopt the following notations: S X,Y is the repetition of the source
term for Experiment X, over I, of the time interval Y , where X ∈ {A, B,C}, identifies the experiment,
and Y ∈ {S GW, AUTi}, identifies the experiment phase. For all simulations, chemical species are

computed for each volume of size ∆x3, with ∆x =
C
π

, where C = 260 m is the length of the ring road.
We fix T = 30 min and choose the following initial concentrations:

Γ1 (0) = Γ3 (0) = 0, Γ2 (0) = 5.02 × 1018 molecule/cm3,

Γ4 (0) = (1 − p) S X,Y (0) , Γ5 (0) = pS X,Y (0) ,

where p = 0.15.
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Figure 4. Time variation of the concentration (g/km3) for O3 (left) and O2 (right) by solving
(3.9) via S A,S GW .
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Figure 5. Left: Comparison between time variations of concentrations (g/km3) for O3 (point
red), NO (violet), and NO2 (dashed black). Right: Variation rates for O3 (point red) and NO2

(dashed black) by solving (3.9) via S A,S GW .

For S A,S GW in (3.9), that is stop-and-go waves in Experiment A, we get Figures 4 and 5 for the principal
pollutants at ground level. Precisely, in Figure 4, O2 (right panel) remains almost constant, unlike O3

(left panel) that increases rapidly. As expected, O2 decays but the variation is insignificant, proving that
the overall environment is governed by a vital gas. On the contrary, O3 increases because stop-and-go
waves create high oscillations in traffic. Similar situations occur in Figure 5 for NO and NO2: indeed,
NO grows much faster than NO2, which, in turn, exceeds O3 at about 23 min. The different evolution
for the two types of nitrogen oxides is due to the nature of involved molecules: as the mono-atomic
oxygen O is unstable, at ground level, NO tends to explode and then disappears, and this confirms
its low toxicity for human health; on the contrary, NO2 has a smoother dynamic due the stability of
O2. The variation rates of O3 and NO2 also show that the former tends to a steady state while the
latter continues its growth. Other possible behaviors, related to vertical and/or horizontal diffusion and
possible decays of the various pollutants, are described by different models and are here omitted. As
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for the final values of the concentrations for O3 and NO2 at T , we have:

Γ3 (T ) = 5.6633 kg/km3, Γ5 (T ) = 7.6605 kg/km3,

while, from [1], the fuel consumption (FC) is, for the SGW interval of Experiment A:

FC = 24.1 l/100 km.

Table 8 reports the values of Γ3 (T ) and Γ5 (T ), obtained using source terms corresponding to S A,AUTi ,
i = 1, ..., 5, and the percentage of variations with respect to S A,S GW . There is an overall decrease in
the concentration of pollutants during the intervals of autonomy. In particular, the highest variations
for O3 and NO2 are about 10% and 28%, respectively, in the best control period, AUT2. For FC, the
highest decrease is in AUT3. Histograms in Figure 6 show the variation percentages for the principal
pollutants and FC.
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Figure 6. Histograms of variation percentages for O3, NO2, and FC by choosing different
S A,AUTi .

Table 8. Concentrations (C) of O3 and NO2 at T = 30 for S A,AUTi , i = 1, ..., 5, and variations
(V) with respect to S A,S GW ; FC in AUTi and variations (VF) with respect to S A,S GW .

Source term C [kg/km3] V FC [l/100 km] VF

S A,AUT1

Γ3 = 5.3175
Γ5 = 6.2709

−6.1%
−18.1%

18.1 −24.90%

S A,AUT2

Γ3 = 5.1022
Γ5 = 5.5256

−9.9%
−27.8%

14.9 −38.17%

S A,AUT3

Γ3 = 5.1119
Γ5 = 5.5578

−9.7%
−27.5%

14.5 −39.83%

S A,AUT4

Γ3 = 5.2098
Γ5 = 5.8872

−8.0%
−23.1%

17.2 −28.63%

S A,AUT5

Γ3 = 5.1313
Γ5 = 5.6191

−9.4%
−26.6%

17 −29.46%
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For the experiments phases S B,S GW and S B,AUTi , i = 1, 2, using the corresponding source terms for (3.9),
the concentrations of pollutants behave similarly. In particular, for S B,S GW , we get:

Γ3 (T ) = 5.4341 kg/km3, Γ5 (T ) = 6.7110 kg/km3,

and, in the SGW phase for Experiment B, the fuel consumption is FC = 21.8 l/100 km. The decrease
in pollutants and fuel consumption caused by autonomy are reported in Table 9. In this case, the
best control period, AUT2, shows the highest decreases of both pollutants O3 and NO2 and of fuel
consumption. Histograms of Figure 7 present an overview for all types of variations.

Table 9. Concentrations (C) of O3 and NO2 at T = 30 for S B,AUTi , i = 1, 2, and variations
(V) referred to S B,S GW ; FC in AUTi and variations (VF) referred to the SGW interval of
Experiment B.

Source term C [kg/km3] V FC [l/100 km] VF

S B,AUT1

Γ3 = 5.3363
Γ5 = 6.3371

−1.8%
−5.6%

17.8 −18.35%

S B,AUT2

Γ3 = 5.2798
Γ5 = 6.1350

−2.8%
−8.6%

17.1 −21.56%
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Figure 7. Histograms of variation percentages for O3, NO2, and FC for different choices of
S B,AUTi .

Finally, we consider S C,S GW and S C,AUT1 and the relative source terms for system (3.9). For S C,S GW , we
obtain:

Γ3 (T ) = 5.7421 kg/km3, Γ5 (T ) = 8.0181 kg/km3, FC = 26.3 l/ 100 km.

When the controller is activated in AUT1, we have:

Γ3 (T ) = 5.5957 kg/km3, Γ5 (T ) = 7.3684 kg/km3, FC = 20.27 l/100 km.
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Hence, autonomy is able to decrease the concentrations of O3 and NO2 by 2.5% and 8.1%, respectively,
while fuel consumption is reduced by 21.3%.

For Experiments A, B and C, Table 10 shows comparisons among the final values of concentration
for O3 and NO2 in SGW and in the best autonomy phases. For O3, the variation is about –10% in
Experiment A, while for Experiment B and C is almost similar (about –3%). Indeed, Experiments
B and C show a variation of approximately one-third of the one obtained with Experiment A. The
same happens with NO2 with different percentage values: about –30% for Experiment A and between
–8% and –8.5% for Experiments B and C. We conclude that the control strategy, implemented in
the three different experiments, deeply influences the variations of pollutants. Experiment A presents
the highest decrease rates and therefore the use of autonomous vehicles, which are controlled by an
external input communicated by an infrastructure (control design of type FollowerStopper), highlights
the better results in terms of traffic regularity. The use of simple communications to the driver in
Experiment B (control design of type trained human driver) indicates a possible decrease but the
human component alone is not sufficient to guarantee very high performances in terms of the reduction
of pollutants. Similar effects are also obtained by using control strategies based on local information
(Experiment C, control design of type PI controller with saturation). This last case indicates recorded
NO2 levels that are quite higher than those detected in other experiments, thus showing that the results
may depend on the specific experiment conditions.

In conclusion, the control with infrastructure communication achieved the best performance, while
the one with a human actuator or local controller had a minor effect, but still significant. The overall
recommendation would be to use the first controller whenever possible, resorting to the other two when
the first is not available.

Table 10. Concentrations of O3 and NO2 at T = 30 in SGW (CS GW) and in the best
autonomy phase (CAUT,best) for each experiment; variations (V) between the concentrations
in the different time intervals.

Experiment CS GW [kg/km3] C AUT,best [kg/km3] V

A
Γ3 = 5.6633
Γ5 = 7.6605

Γ3 = 5.1022
Γ5 = 5.5256

−9.9%
−27.8%

B
Γ3 = 5.4341
Γ5 = 6.7110

Γ3 = 5.2798
Γ5 = 6.1350

−2.8%
−8.6%

C
Γ3 = 5.7421
Γ5 = 8.0181

Γ3 = 5.5957
Γ5 = 7.3684

−2.5%
−8.1%

6. Conclusions

The presented results suggest that a unique AV has a deep effect on traffic dynamics, either in terms
of emissions reduction or a decrease of concentrations for pollutants. Traffic waves are dampened, with
a consequent positive impact on the amount of ozone and nitrogen oxides present at street level. Indeed,
reductions for emissions and chemical species are not only due to the AV, but to the whole vehicle fleet,
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as all vehicles along the ring road have smoother driving if autonomous capabilities reduce stop-and-go
waves.

Controllers of three types were implemented: with infrastructure communication, with human-
actuated information, and with local information. The first achieved the best performance, but the
other two also had a significant impact.

Future research issues deal with different experiments to test the impact of AVs. The aim is to focus
on the traffic instabilities in more complex scenarios dealing with the presence of more lanes, as well
as habits of lane changing by drivers.
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