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#### Abstract

In the current study, a novel multi-term mixed sub-diffusion and wave-diffusion model was considered. The new model has a unique time-space coupled derivative in addition to having the diffusion-wave and sub-diffusion terms concurrently. Typically, an elliptic equation in the space variable is obtained by applying a finite difference time-stepping procedure. The severe stability restrictions are the main disadvantage of the finite difference method in time. It has been demonstrated that the Laplace transform is an excellent choice for solving diffusion problems and offers a substitute to the finite difference approach. In this paper, a method based on Laplace transform coupled with the pseudospectral method was developed for the novel model. The proposed method has three main steps: First, the model was reduced to a time-independent model via Laplace transform; second, the pseudospectral method was employed for spatial discretization; and finally, the inverse Laplace transform was applied to transform the obtained solution in Laplace transform domain back into a real domain. We also presented the numerical scheme's stability and convergence analysis. To demonstrate our method's efficacy, four problems were examined.
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## 1. Introduction

Time-fractional partial differential equations (TFPDEs) have attracted considerable attention due to their ability to model memory and nonlocal properties. It has been established that TFPDEs are
crucial mathematical and physical models for describing a wide range of anomalous phenomena and complex systems in the fields of natural science and engineering [1-5]. Successful applications of TFPDEs include signal processing [6], Powell-Eyring fluid [7], fluid mechanics [8, 9], and robotics [10]. The multi-term TFPDEs have been found useful in describing many complex natural phenomena, such as magnetic resonance imaging (MRI) [11], viscoelastic mechanical models [12], and oxygen delivery through capillaries to a tissue (see [13] and the references therein). The multi-term time-fractional mixed sub-diffusion and diffusion wave equations belong to an important class of multi-term TFPDEs that have three major subclasses: the time-fractional sub-diffusion equations (TFSDEs), whose fractional order belongs to ( 0,1 ); the time fractional diffusion-wave equations (TFDWEs), whose fractional order belongs to $(1,2)$; and TFDEs whose fractional order belongs to $(0,2)$. Some researchers studied the analytical solutions of these equations, such as the authors of [14] who studied the solution of multi-term TFDWEs using the method of separation of variables. In [15], the authors used the Laguerre polynomials for obtaining the approximate solution of 1D TFDWE. The authors of [16] obtained the analytic solution of the multi-term space-time fractional advection-diffusion equation using a method based on spectral representation of fractional Laplacian operator. In most cases, the analytical solution of the these equations is provided in terms of special functions such as the multivariate Mittag-Leffler function and the Fox H-function [17, 18], which are very complex and challenging to evaluate. Therefore, to solve these equations, numerical methods would be preferable, particularly in situations where analytical solutions are not present. Various numerical schemes have been developed to solve TFPDEs. Liu et al. [19] developed a first-order finite difference approach with stability constraints for both time and spatial derivatives. The multi-term time-fractional mixed sub-diffusion with a variable coefficient was introduced by Zhao [20] using the finite element method. The solution of the wave-diffusion equation based on the Legendre spectral method and finite difference method for discretization of space and time derivatives was established in [21]. Shen and Gu [22] developed two novel finite difference schemes for 2D time fractional mixed diffusion and wave-diffusion equations. Agrawal [23] utilized the Laplace transform and finite sine transform for obtaining the solution of the wave-diffusion equation. In [24], the authors coupled spatial extrapolation method with the Crank-Nicholson method to obtain the solution to the fractional diffusion problem. In [25], a fully discrete spectral method was employed for the solution of a novel multi-term time-fractional mixed diffusion and diffusion-wave equation. The mesh-less method based on radial basis function was employed by [26] for the approximate solution of multi-term time-fractional mixed sub-diffusion. In [27], the authors coupled the dual reciprocity method and the improved singular boundary method for multi-term fractional wave-diffusion equations. Ye et al. [28] solved the 2D and 3D multi-term time-space fractional diffusion equations via a series expansion. Li et al. [29] analyzed the temporal asymptotic behavior with well-posedness for the solution of the multi-term time-fractional diffusion equation. The authors of [30] employed the spectral method for the numerical solution of the two-dimensional multi-term time-fractional mixed sub-diffusion. Sun [31] examined the simultaneous inversion of the potential term and the fractional orders in a multi-term time-fractional diffusion equation. Spectral methods are among the most popular techniques for discretizing spatial variables in partial differential equations, which have the reputation of producing extremely accurate approximations of sufficiently smooth solutions [32,33]. Over time, spectral methods have been widely used in many fields, such as quantum mechanics [34], fluid dynamics [35], weather forecasting [36], and heat conduction [37], due to their high-order
accuracy. These techniques haven't, however, been applied to many problems where the finite-difference and finite-element approaches are still frequently used because of some disadvantages. One disadvantage is that using spectral methods to discretize partial differential equations results in the solution of large systems of linear or nonlinear equations that require full matrices. On the other hand, finite-difference and finite-element approaches produce sparse matrices, which can be handled by suitable techniques to significantly reduce the computational complexity. Another drawback of spectral methods is that they face difficulties for problems defined on complex geometries. Although, some authors have attempted to use spectral methods in complex geometries $[38,39]$. In this work, our aim is to obtain the approximate solution of the multi-term time-fractional mixed sub-diffusion using the pseudospectral method in space coupled with the Laplace transform in time. The pseudospectral method is an easy method to implement and offers low computational cost with high accuracy. Also, it has been proven that for time discretization, the Laplace transform is suitable for solving various initial and boundary value problems and can be utilized as an alternative to the classical time stepping techniques [40]. In finite difference time stepping techniques, the accuracy can be obtained for extremely short time steps, which results in high computational cost and crucial stability constraints. A large number of valuable works are available in the literature, which couples Laplace transform in time with another method in space (see [41, 42] and references therein). In this article, we consider a two-dimensional multi-term time-fractional mixed sub-diffusion and diffusion-wave equation of the following form [43]:

$$
\begin{align*}
\sum_{k=1}^{p} \varrho_{1, k} \frac{\partial^{\alpha_{k}} u(\overline{\boldsymbol{\xi}}, t)}{\partial t^{\alpha_{k}}}+\varrho_{2} D_{t} u(\overline{\boldsymbol{\xi}}, t) & +\sum_{r=1}^{q} \varrho_{3, r} \frac{\partial^{\beta_{r}} u(\overline{\boldsymbol{\xi}}, t)}{\partial t^{\beta_{r}}}+\varrho_{4} u(\overline{\boldsymbol{\xi}}, t)=\varrho_{5} \Delta u(\overline{\boldsymbol{\xi}}, t)  \tag{1.1}\\
& +\varrho_{6} \frac{\partial^{\gamma} \Delta u(\overline{\boldsymbol{\xi}}, t)}{\partial t^{\gamma}}+\mathcal{G}(\overline{\boldsymbol{\xi}}, t), \overline{\boldsymbol{\xi}} \in \Gamma, t \in[0,1]
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
\mathcal{L}_{\mathcal{B}} u(\overline{\boldsymbol{\xi}}, t)=h(\overline{\boldsymbol{\xi}}, t), \overline{\boldsymbol{\xi}} \in \partial \Gamma, t \in[0,1] \tag{1.2}
\end{equation*}
$$

and initial condition

$$
\begin{equation*}
u(\overline{\boldsymbol{\xi}}, 0)=g_{1}(\overline{\boldsymbol{\xi}}), u_{t}(\overline{\boldsymbol{\xi}}, 0)=g_{2}(\overline{\boldsymbol{\xi}}), \overline{\boldsymbol{\xi}} \in \Gamma \tag{1.3}
\end{equation*}
$$

where $\mathcal{G}(\bar{\xi}, t), g_{1}(\overline{\boldsymbol{\xi}}), g_{2}(\overline{\boldsymbol{\xi}}), h(\overline{\boldsymbol{\xi}}, t)$ are given continuous functions, $\varrho_{1, k}>0, \varrho_{3, r}>0, \varrho_{l}>0, l=$ $2,4,5,6$, the coefficients are not simultaneously equal to zero, $1<\alpha_{1}<\alpha_{2}<\ldots<\alpha_{p}<2,0<\beta_{1}<$ $\beta_{2}<\ldots<\beta_{q}<1,0<\gamma<1, \overline{\boldsymbol{\xi}}=(\xi, \zeta), D_{t}=\frac{\partial}{\partial t}, \Delta=\frac{\partial^{2}}{\partial \xi^{2}}+\frac{\partial^{2}}{\partial \zeta^{2}}, \mathcal{L}_{\mathcal{B}}$ is the boundary operator, $\Gamma \subset \mathbb{R}^{2}$ is the domain, $\partial \Gamma$ is its boundary, and $\frac{\partial^{\alpha} u(\bar{\xi}, t)}{\partial t^{\alpha}}, \frac{\partial^{\beta} u(\bar{\xi}, t)}{\partial t^{\beta}}$, and $\frac{\partial^{\gamma} u(\bar{\xi}, t)}{\partial \gamma^{\gamma}}$ are fractional derivatives in Caputo's sense, defined as in [44].

$$
\frac{\partial^{\alpha} u(\overline{\boldsymbol{\xi}}, t)}{\partial t^{\alpha}}=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{\frac{\partial^{n} u(\overline{\boldsymbol{\xi}}, v)}{\partial v^{n}}}{(t-v)^{\alpha-n+1}} d v, n-1<\alpha \leq n
$$

In literature, there are many physical processes whose characteristics cannot be described by utilizing the time fractional sub-diffusion equations or the time fractional wave diffusion equation independently. In order to avoid such limitations, the multi-term time-fractional mixed sub-diffusion can be utilized as an effective mathematical model [43]. These models are particularly beneficial at representing anomalous diffusion processes and capturing the properties of media, including
power-law frequency dependence [30]. Additionally, they are proficient in the modeling of various types of viscoelastic damping, modeling the unsteady flow of a fractional Maxwell fluid [45], and describing the behavior of an Oldroyd-B fluid, which has been used to simulate the response of many dilute polymeric liquids [22].

### 1.1. Laplace transform

In this section, the Laplace transform is employed on the multi-term time fractional mixed sub-diffusion and diffusion-wave equation in order to reduce the problem into an equivalent time-independent problem. The Laplace transform of $u(\bar{\xi}, t)$ is denoted and defined as in [44]

$$
\widehat{u}(\overline{\boldsymbol{\xi}}, s)=\int_{0}^{\infty} e^{-s t} u(\overline{\boldsymbol{\xi}}, t) d t
$$

The Laplace transform of Caputo's derivative $\frac{\partial^{\alpha} u(\bar{\xi}, t)}{\partial t^{t}}$ of fractional order $\alpha \in(m-1, m]$ is defined as in [44]

$$
L\left\{\frac{\partial^{\alpha} u(\overline{\boldsymbol{\xi}}, t)}{\partial t^{\alpha}}\right\}=s^{\alpha} \widehat{u}(\overline{\boldsymbol{\xi}}, s)-\sum_{j=0}^{m-1} s^{\alpha-j-1} u^{(j)}(\overline{\boldsymbol{\xi}}, 0)
$$

Applying Laplace transform on Eqs (1.1)-(1.3), we have

$$
\begin{array}{r}
\sum_{k=1}^{p} \varrho_{1, k}\left(s^{\alpha_{k}} \widehat{u}(\overline{\boldsymbol{\xi}}, s)-s^{\alpha_{k}-1} u(\overline{\boldsymbol{\xi}}, 0)-s^{\alpha_{k}-2} u_{t}(\overline{\boldsymbol{\xi}}, 0)\right)+\varrho_{2}(\widehat{s} \overline{\boldsymbol{u}}, \overline{\boldsymbol{\xi}}, s) \\
-u(\overline{\boldsymbol{\xi}}, 0))+\sum_{r=1}^{q} \varrho_{3, r}\left(s^{\beta_{r}} \widehat{u}(\overline{\boldsymbol{\xi}}, s)-s^{\beta_{r}-1} u(\overline{\boldsymbol{\xi}}, 0)\right)+\varrho_{4} \widehat{u}(\overline{\boldsymbol{\xi}}, s) \\
=\varrho_{5} \mathcal{L} \widehat{u}(\overline{\boldsymbol{\xi}}, s)+\varrho_{6}\left(s^{\gamma} \mathcal{L} \widehat{u}(\overline{\boldsymbol{\xi}}, s)-s^{\gamma-1} \mathcal{L} u(\overline{\boldsymbol{\xi}}, 0)\right)+\widehat{\boldsymbol{\mathcal { G }}}(\overline{\boldsymbol{\xi}}, s)
\end{array}
$$

and

$$
\mathcal{L}_{\mathcal{B}} \widehat{u}(\overline{\boldsymbol{\xi}}, s)=\widehat{h}(\overline{\boldsymbol{\xi}}, s)
$$

which implies

$$
\begin{gather*}
\left(\sum_{k=1}^{p} \varrho_{1, k} s^{\alpha_{k}} I+\varrho_{2} s I+\sum_{r=1}^{q} \varrho_{3, r} s^{\beta_{r}} I+\varrho_{4} I-\varrho_{5} \mathcal{L}-\varrho_{6} s^{\gamma} \mathcal{L}\right) \widehat{u}(\overline{\boldsymbol{\xi}}, s)=\widehat{\mathcal{H}}(\overline{\boldsymbol{\xi}}, s)  \tag{1.4}\\
\mathcal{L}_{\mathcal{B}} \widehat{u}(\overline{\boldsymbol{\xi}}, s)=\widehat{h}(\overline{\boldsymbol{\xi}}, s) \tag{1.5}
\end{gather*}
$$

where $\widehat{\mathcal{H}}(\overline{\boldsymbol{\xi}}, s)=\sum_{k=1}^{p} \varrho_{1, k} s^{\alpha_{k}-1} g_{1}(\overline{\boldsymbol{\xi}})+\sum_{k=1}^{p} \varrho_{1, k} s^{\alpha_{k}-2} g_{2}(\overline{\boldsymbol{\xi}})+\varrho_{2} g_{1}(\overline{\boldsymbol{\xi}})+\sum_{r=1}^{q} \varrho_{3, r} s^{\beta_{r}-1} g_{1}(\overline{\boldsymbol{\xi}})$
$-\varrho_{6} s^{\gamma-1} \mathcal{L} g_{1}(\overline{\boldsymbol{\xi}})+\overline{\mathcal{G}}(\overline{\boldsymbol{\xi}}, s), \mathcal{L}=\Delta$, and $I$ is the identity operator. In the proposed approach, first we discretize the linear differential operator $\mathcal{L}$ via the pseudospectral method, then the full-discrete system (Eqs (1.4) and (1.5)) is solved in Laplace transform space. Finally the solution of Eqs (1.1)-(1.3) is obtained via inversion of the Laplace transform. Our solution method is highly suitable for parallel computations; it belongs to the class of parallel in time methods for TFPDEs (see [46]). The pseudospectral method is discussed in next section.

### 1.2. Pseudospectral method

The pseudospectral method is an accurate and extremely precise approach for the numerical solution of TFPDEs. The pseudospectral method uses the Chebyshev points for collocation that are nonzero over the entire domain, whereas finite element methods use basis functions that are nonzero only on small subintervals [35]. In the pseudospectral method, the expansion of solutions is characterized by some global basis functions, such as Lagrange's interpolation polynomials. The concept of interpolation and differentiation matrices [47] is very important in the pseudospectral method. To provide a comprehensive description of the pseudospectral method based on Lagrange's interpolation polynomial basis, the main aspects of the differentiation matrices are reviewed in the next section.

### 1.2.1. Differentiation matrices

In the pseudospectral method, the solution is considered over $[-1,1]$ and the data $\left\{\left(\xi_{j}, \widehat{u}\left(\xi_{j}\right)\right)\right\}_{j=0}^{m}$ is interpolated by the Lagrange polynomial (LP) $\eta_{j}(\xi)$ of degree $\leq m[33,48]$

$$
\mathcal{I}_{m}(\xi)=\sum_{j=0}^{m} \eta_{j}(\xi) \widehat{u}_{j}
$$

where $\eta_{j}(\xi)$ is the LP at the point $\xi_{j}(j=0,1, \ldots, m)$, which is

$$
\begin{equation*}
\eta_{j}(\xi)=\frac{\left(\xi-\xi_{0}\right) \ldots\left(\xi-\xi_{j-1}\right)\left(\xi-\xi_{j+1}\right) \ldots\left(\xi-\xi_{m}\right)}{\left(\xi_{j}-\xi_{0}\right) \ldots\left(\xi_{j}-\xi_{j-1}\right)\left(\xi_{j}-\xi_{j+1}\right) \ldots\left(\xi_{j}-\xi_{m}\right)} \tag{1.6}
\end{equation*}
$$

where $\widehat{u}_{j}=\widehat{u}\left(\xi_{j}\right)$. The Chebyshev nodes are defined as

$$
\begin{equation*}
\xi_{j}=\cos \left(\frac{j \pi}{m}\right), \quad j=0,1, \ldots, m \tag{1.7}
\end{equation*}
$$

and are used to discretize the domain $[-1,1]$. The $1^{s t}$ derivative $\frac{\partial u(\xi)}{\partial \xi}$ is approximated as

$$
\frac{\partial \widehat{u}(\xi)}{\partial \xi} \approx \boldsymbol{\Phi}_{m} \widehat{u}
$$

and the matrix $\boldsymbol{\Phi}_{m}$ has elements in the following form

$$
\left[\boldsymbol{\Phi}_{m}\right]_{i, j}=\eta_{j}^{\prime}\left(\xi_{i}\right), i, j=1,2, \ldots, m
$$

The non-diagonal elements of $\left[\boldsymbol{\Phi}_{m}\right]_{i, j}$ have the following form

$$
\left[\mathbf{\Phi}_{m}\right]_{i, j}=\frac{\alpha_{j}}{\alpha_{i}\left(\xi_{i}-\xi_{j}\right)}, i \neq j
$$

where $\alpha_{j}^{-1}=\prod_{i \neq j}^{m}\left(\xi_{i}-\xi_{j}\right)$, and the elements on diagonal entries are expressed as

$$
\left[\boldsymbol{\Phi}_{m}\right]_{i, j}=-\sum_{j=0, j \neq i}^{m}\left[\boldsymbol{\Phi}_{m}\right]_{i, j}, i=0,1,2, \ldots, m
$$

The elements of the $\mu t h$-order derivative of $\boldsymbol{\Phi}_{m}^{\mu}$ are analytically obtained as

$$
\left[\boldsymbol{\Phi}_{m}^{\mu}\right]_{i, j}=\eta_{j}^{\mu}\left(\xi_{i}\right), i, j=1,2, \ldots, m
$$

In $[47,49]$, more accurate evaluation of the differentiation matrices is elaborated. For the differentiation matrices, Welfert [47] deduced a handy recursion relation as follows

$$
\left[\boldsymbol{\Phi}_{m}^{\mu}\right]_{k j}=\frac{\mu}{\xi_{k}-\xi_{j}}\left(\frac{\alpha_{j}}{\alpha_{k}}\left[\boldsymbol{\Phi}_{m}^{(\mu-1)}\right]_{k k}-\left[\boldsymbol{\Phi}_{m}^{(\mu-1)}\right]_{k j}\right), k \neq j
$$

Chebyshev points are remarkable for their ability to enable spectral convergence when appropriate analytic assumptions are made.

### 1.2.2. The discrete spectral operator

Let us consider the square domain $\Gamma=[-1,1]^{2}$. Generally, the point in $\Gamma$ is denoted by $\bar{\xi}$ and is expressed as

$$
\bar{\xi}_{i j}=\left(\cos \left(\frac{\pi i}{m}\right), \cos \left(\frac{\pi j}{m}\right)\right), i, j=0,1,2, \ldots, m
$$

The LPs associated to $\bar{\xi}_{i j}$ can be written as

$$
\eta_{i j}(\overline{\boldsymbol{\xi}})=\eta_{i}(\xi) \eta_{j}(\zeta)
$$

where $\eta_{i j}\left(\bar{\xi}_{i j}\right)=\delta_{i j}$. The $2^{n d}$-order derivatives of the LPs Eq (1.6) are given as

$$
\begin{aligned}
& \frac{\partial^{2} \eta_{i j}\left(\overline{\boldsymbol{\xi}}_{r s}\right)}{\partial \xi^{2}}=\eta_{i}^{\prime \prime}\left(\xi_{r}\right) \eta_{j}\left(\zeta_{s}\right)=\left[\boldsymbol{\Phi}_{m}^{2}\right]_{r i} \delta_{j s}, \\
& \frac{\partial^{2} \eta_{i j}\left(\overline{\boldsymbol{\xi}}_{r s}\right)}{\partial \zeta^{2}}=\eta_{i}\left(\xi_{r}\right) \eta_{j}^{\prime \prime}\left(\zeta_{s}\right)=\delta_{r i}\left[\boldsymbol{\Phi}_{m}^{2}\right]_{s j}
\end{aligned}
$$

where $\boldsymbol{\Phi}_{m}^{2}$ represents the second order differentiation matrix based on Chebyshev points. Applying the operator $\mathcal{L}$ on the $\operatorname{LPs} \operatorname{Eq}(1.6)$ based on the points $\left\{\overline{\mathcal{F}}_{r s}\right\}$ is

$$
\mathcal{L}\left(\eta_{i j}\left(\overline{\boldsymbol{\xi}}_{r s}\right)\right)=\left(\left[\boldsymbol{\Phi}_{m}^{2}\right]_{r i} \delta_{j s}+\delta_{r i}\left[\boldsymbol{\Phi}_{m}^{2}\right]_{s j}\right)
$$

Consequently, the approximation $\mathcal{L}$ via the pseudospectral method is obtained as

$$
\mathcal{L}_{M}=\left(I_{m} \otimes \boldsymbol{\Phi}_{m}^{2}+\boldsymbol{\Phi}_{m}^{2} \otimes I_{m}\right)
$$

The conditions in Eq (1.5) are incorporating by considering the interpolation matrix $\mathcal{L}_{M}$ and considering all points $\overline{\boldsymbol{\xi}}$. Furthermore, the rows of $\mathcal{L}_{M}$ in correspondence with boundary nodes are replaced with unit vectors that have a one in accordance with the diagonal elements of $\mathcal{L}_{\boldsymbol{M}}$. Hence, the boundary conditions $\mathcal{L}_{\mathcal{B}} \widehat{u}(\overline{\boldsymbol{\xi}}, s)=\widehat{h}(\overline{\boldsymbol{\xi}}, s)$ in Eq (1.5) will be implemented directly [33]. By rearranging the columns and rows of the matrix $\mathcal{L}_{M}$, the following block matrix is obtained

$$
\mathcal{L}_{\partial \Gamma}=\left[\begin{array}{cc}
W & R \\
0 & I
\end{array}\right]
$$

where $W$ and $I$ are the nonzero square blocks of order $\left(m-m_{\mathcal{B}}\right) \times\left(m-m_{\mathcal{B}}\right)$ and $\left(m_{\mathcal{B}} \times m_{\mathcal{B}}\right)$, respectively. However, $m_{\mathcal{B}}$ represents the boundary points. The solution of the system Eqs (1.4) and (1.5) can be attained by solving the linear block system

$$
\mathcal{L}_{\partial \Gamma} \widehat{u}(\overline{\boldsymbol{\xi}}, s)=\left[\begin{array}{c}
\widehat{\mathcal{H}}(\overline{\boldsymbol{\xi}}, s) \\
\widehat{h}(\overline{\boldsymbol{\xi}}, s)
\end{array}\right]
$$

where $\widehat{\mathcal{H}}$ and $\widehat{h}$ collect the values at interior and boundary collocation points, respectively. In the final step, the inverse Laplace transform is used to obtain the solution of Eqs (1.1)-(1.3).

### 1.2.3. Error analysis

The interpolation operator is based on Chebyshev collocation points Eq (1.7) and Lagrange polynomials Eq (1.6) as follows:

$$
\mathcal{I}_{m}: C(\Gamma) \rightarrow \mathbb{P}_{m}, \quad \mathcal{I}_{m}(u)=\sum_{j=0}^{m} u\left(\xi_{j}\right) \eta_{j}(\xi)
$$

The steps proposed in [50] will be followed for the construction of the interpolation polynomial error bound, for a constant $\mathcal{M}_{m}$, which satisfies the following estimate

$$
\begin{equation*}
\left\|\mathcal{I}_{m}(u)\right\|_{\infty} \leq \mathcal{M}_{m}\|u\|_{\infty}, \quad \forall u \in C[-1,1] \tag{1.8}
\end{equation*}
$$

Additionally,

$$
\mathcal{I}_{m}(u)=u, \quad \forall u \in \mathbb{P}_{m}
$$

It is possible to show that for Chebyshev interpolation,

$$
\mathcal{M}_{m}=\frac{\ln (1+m)}{\frac{\pi}{2}}+1 \leq(m+1)
$$

Based on $m$, the constant of stability increases very slowly. For $u \in C^{m+1}[-1,1]$, we have the following bound [50]

$$
\begin{equation*}
\left\|u-I_{m}(u)\right\|_{\infty} \leq \frac{1}{2^{m} \Gamma(m+2)}\left\|u^{(m+1)}\right\|_{\infty} \tag{1.9}
\end{equation*}
$$

Theorem 1. [50] If Eqs (1.8) and (1.9) hold, and $u \in C^{m+1}[-1,1]$, we have

$$
\begin{equation*}
\left\|u^{(\ell)}-\mathcal{I}_{m}(u)^{(\ell)}\right\|_{\infty} \leq \frac{2^{(\ell-m)}\left(\mathcal{M}_{m}^{(\ell)}+1\right)}{\Gamma(m-\ell+2)}\left\|u^{(m+1)}\right\|_{\infty}, \ell=0,1,2, \ldots, m \tag{1.10}
\end{equation*}
$$

with the stability constant

$$
\mathcal{M}_{m}^{(\ell)}=\frac{1}{\Gamma(\ell+1)}\left[\frac{\mathcal{M}_{m} \Gamma(m+1)}{\Gamma(m-\ell+1)}\right]
$$

Proof: By using Eqs (1.9) and (1.10) for Eq (1.1) in the one-dimension case, the governing operator is written as $\mathcal{L}=\frac{\partial^{2}}{\partial \xi^{2}}$; thus, the error estimate is given as

$$
\begin{aligned}
\mathbf{E} & =\|\left(\sum_{k=1}^{p} \varrho_{1, k} D_{t}^{\alpha_{k}} u+\varrho_{2} D_{t} u+\sum_{r=1}^{q} \varrho_{3, r} D_{t}^{\beta_{r}} u+\varrho_{4} u-\varrho_{5} \mathcal{L} u-\varrho_{6} D_{t}^{\gamma}(\mathcal{L} u)\right)-\left(\sum_{k=1}^{p} \varrho_{1, k} D_{t}^{\alpha_{k}} \mathcal{I}_{m}(u)\right. \\
& \left.+\varrho_{2} \mathcal{I}_{m}\left(D_{t} u\right)+\sum_{r=1}^{q} \varrho_{3, r} D_{t}^{\beta_{r}} \mathcal{I}_{m}(u)+\varrho_{4} \mathcal{I}_{m}(u)-\varrho_{5} \mathcal{L} \mathcal{I}_{m}(u)-\varrho_{6} D_{t}^{\gamma}\left(\mathcal{L} \mathcal{I}_{m}(u)\right)\right) \|_{\infty} \\
& =\| \sum_{k=1}^{p} \varrho_{1, k} D_{t}^{\alpha_{k}}\left(u-\mathcal{I}_{m}(u)\right)+\varrho_{2}\left(D_{t}\left(u-\mathcal{I}_{m}(u)\right)\right)+\sum_{r=1}^{q} \varrho_{3, r} D_{t}^{\beta_{r}}\left(u-\mathcal{I}_{m}(u)\right) \\
& +\varrho_{4}\left(u-\mathcal{I}_{m}(u)\right)-\varrho_{5} \mathcal{L}\left(u-\mathcal{I}_{m}(u)\right)-\varrho_{6} D_{t}^{\gamma}\left(\mathcal{L}\left(u-\mathcal{I}_{m}(u)\right)\right) \|_{\infty} \\
& \leq\left\|\sum_{k=1}^{p} \varrho_{1, k} D_{t}^{\alpha_{k}}\left(u-\mathcal{I}_{m}(u)\right)\right\|_{\infty}+\left\|\varrho_{2} D_{t}\left(u-\mathcal{I}_{m}(u)\right)\right\|_{\infty}+\left\|\sum_{r=1}^{q} \varrho_{3, r} D_{t}^{\beta_{r}}\left(u-\mathcal{I}_{m}(u)\right)\right\|_{\infty} \\
& +\left\|\varrho_{4}\left(u-I_{m}(u)\right)\right\|_{\infty}+\left\|\varrho_{5} \mathcal{L}\left(u-I_{m}(u)\right)\right\|_{\infty}+\left\|\varrho_{6} D_{t}^{\gamma}\left(\mathcal{L}\left(u-\mathcal{I}_{m}(u)\right)\right)\right\|_{\infty} \\
& \leq \sum_{k=1}^{p}\left|\varrho_{1, k}\| \| D_{t}^{\alpha_{k}}\left(u-\mathcal{I}_{m}(u)\right)\left\|_{\infty}+\varrho_{2}\right\|\left\|D_{t}\left(u-I_{m}(u)\right)\right\|_{\infty}+\sum_{r=1}^{q}\right| \varrho_{3, r}\| \| D_{t}^{\beta_{r}}\left(u-I_{m}(u)\right) \|_{\infty} \\
& +\varrho_{4}\| \| u-\mathcal{I}_{m}(u)\left\|_{\infty}+\varrho_{5}\right\|\left\|u_{\xi \xi}-\mathcal{I}_{m}(u)_{\xi \xi}\right\|_{\infty}+\varrho_{6}\| \| D_{t}^{\gamma}\left(u_{\xi \xi}-\mathcal{I}_{m}(u)_{\xi \xi}\right) \|_{\infty} \\
\mathbf{E} & \leq \sum_{k=1}^{p}\left|\varrho_{1, k}\| \| D_{t}^{\alpha_{k}}\left(u-\mathcal{I}_{m}(u)\right)\left\|_{\infty}+\varrho_{2}\right\|\left\|D_{t}\left(u-\mathcal{I}_{m}(u)\right)\right\|_{\infty}+\sum_{r=1}^{q}\right| \varrho_{3, r} \mid\left\|D_{t}^{\beta_{r}}\left(u-\mathcal{I}_{m}(u)\right)\right\|_{\infty} \\
& +\varrho_{4}\left|\frac{1}{2^{m} \Gamma(m+2)}\left\|u^{(m+1)}\right\|_{\infty}+\left|\varrho_{5}\right| \frac{2\left(\mathcal{M}_{m}^{(2)}+1\right)}{\Gamma(m)}\left(\frac{1}{2}\right)^{m-1}\left\|u^{(m+1)}\right\|_{\infty}+\varrho_{6}\| \| D_{t}^{\gamma}\left(u_{\xi \xi}-\mathcal{I}_{m}(u)_{\xi \xi}\right) \|_{\infty}\right.
\end{aligned}
$$

since the time derivatives are accurately computed. Therefore, the error bound of $\left\|D_{t}^{\alpha}\left(u-I_{m}(u)\right)\right\|_{\infty},\left\|D_{t}\left(u-I_{m}(u)\right)\right\|_{\infty},\left\|D_{t}^{\beta}\left(u-I_{m}(u)\right)\right\|_{\infty}$ and $\left\|u-I_{m}(u)\right\|_{\infty}$ are of the same order and the error bound of $\left\|D_{t}^{\gamma}\left(u_{\xi \xi}-\mathcal{I}_{m}(u)_{\xi \xi}\right)\right\|_{\infty}$ and $\left\|u_{\xi \xi}-I_{m}(u)_{\xi \xi}\right\|_{\infty}$ are of the same order. Thus, the following stability bound is obtained:

$$
\mathbf{E} \leq \mathcal{N}\left\|u^{(m+1)}\right\|_{\infty}
$$

where the constant $\mathcal{N}$ is determined by computing the coefficients of $\left\|u^{(m+1)}\right\|_{\infty}$. A similar stability estimate can be obtained for two-dimensional problems by using the tensor product interpolation operators.

### 1.3. Inversion of Laplace transform

In this section, we utilize numerical inverse Laplace methods to transform the pseudospectral method solution $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$ from the Laplace domain to the time domain $u(\overline{\boldsymbol{\xi}}, t)$ as follows:

$$
\begin{equation*}
u(\overline{\boldsymbol{\xi}}, t)=\frac{1}{2 \pi i} \int_{\rho-i \infty}^{\rho+i \infty} e^{s \tau} \widehat{u}(\overline{\boldsymbol{\xi}}, s) d s, \rho>\rho_{0} \tag{1.11}
\end{equation*}
$$

Here, $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$ needs to be inverted and the converging abscissa is $\rho_{0}$ and $\rho>\rho_{0}$. Thus, the open half plane $\operatorname{Re}(s)<\rho$ contains all the singularities of $\widehat{u}(\bar{\xi}, s)$. Our goal is to approximate the integral
defined in Eq (1.11). In most cases, the integral defined in Eq (1.11) is quite difficult to be evaluated analytically; therefore, a numerical method needs to be employed. The integral defined in Eq (1.11) may be evaluated by several numerical algorithms available in literature. Every approach has a distinct application and is appropriate for a certain type of function. In this article, we use the two popular inversion algorithms, the improved Talbot's method [51] and the Stehfest's method [52], which are presented as follows.

### 1.3.1. Talbot's method

Here, we utilize the Talbot's method to approximate $u(\overline{\boldsymbol{\xi}}, t)$

$$
\begin{equation*}
u(\overline{\boldsymbol{\xi}}, t)=\frac{1}{2 \pi i} \int_{\rho-i \infty}^{\rho+i \infty} e^{s t} \widehat{u}(\overline{\boldsymbol{\xi}}, s) d s=\frac{1}{2 \pi i} \int_{\Lambda} e^{s} \widehat{u}(\overline{\boldsymbol{\xi}}, s) d s, \operatorname{Re}(s)>0 \tag{1.12}
\end{equation*}
$$

where $\Lambda$ is a suitably chosen contour. In the Talbot's method, the numerical quadrature is applied to the integral in Eq (1.12). The trapezoidal and midpoint rule are the two effective rules used in conjunction with the deformation of contour [53]. The purpose of contour deformation is to handle the exponential factor. Particularly, the path of integration can be deformed to a Hankel contour, i.e., a contour whose real part starts at $-\infty$ in the 3rd quadrant and winds around all the singularities of the transform function going again to $-\infty$ in the 2nd quadrant. The exponential component decays rapidly on such contour, making the Bromwich integral appropriate for approximation and using the trapezoidal and midpoint rule. Cauchy's theorem justifies such deformation, provided that the contour remains in the region where the transformed function $\widehat{u}(\bar{\xi}, s)$ is analytic. Furthermore, some mild restrictions are required in the left complex plane on the decay of the transformed function $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$ [54,55]. We consider the contour in the following parametric form as [51]

$$
\Lambda: s=s(\omega), \quad-\pi \leq \omega \leq \pi, \operatorname{Re} s( \pm \pi)=-\infty
$$

We have

$$
\begin{equation*}
s(\omega)=\frac{m_{T}}{t} \varpi(\omega), \varpi(\omega)=-\eta_{1}+\eta_{2} \omega \cot \left(\eta_{3} \omega\right)+\eta_{4} i \omega \tag{1.13}
\end{equation*}
$$

where $\eta_{1}, \eta_{2}, \eta_{3}$, and $\eta_{4}$ are to be selected by the user. Plugging $\operatorname{Eq}$ (1.13) in Eq (1.12), we have

$$
\begin{equation*}
u(\overline{\boldsymbol{\xi}}, t)=\frac{1}{2 \pi i} \int_{-\pi}^{\pi} e^{s(\omega)} \widehat{u}(\overline{\boldsymbol{\xi}}, s)(s(\omega)) s^{\prime}(\omega) d \omega \tag{1.14}
\end{equation*}
$$

Midpoint rule with uniform step $h=\frac{2 \pi}{m_{T}}$ is utilized to approximate Eq (1.14) as

$$
\begin{equation*}
u_{A p p}(\overline{\boldsymbol{\xi}}, t) \approx \frac{1}{m_{T} i} \sum_{k=1}^{m_{T}} e^{s\left(\omega_{k}\right)} \widehat{u}\left(s\left(\omega_{k}\right)\right) s^{\prime}\left(\omega_{k}\right), \quad \omega_{k}=-\pi+\left(k-\frac{1}{2}\right) h \tag{1.15}
\end{equation*}
$$

### 1.3.2. Error analysis

The error analysis of the improved Talbot's approach is based on the following theorem.
Theorem 1.1. [51] Let $\omega_{k}$ be defined as in Eq (1.15). Let $g: \Xi \rightarrow \mathbb{C}$ be an analytic function in the set

$$
\Xi=\{\omega \in \mathbb{C}:-\pi<\operatorname{Re} \omega<\pi, \text { and }-s<\operatorname{Im} \omega<r\}
$$

when $r, s>0$, then

$$
\int_{-\pi}^{\pi} g(\omega) d \omega-\frac{2 \pi}{m_{T}} \sum_{j=1}^{m_{T}} g\left(\omega_{k}\right)=\Psi_{-}(\phi)+\Psi_{+}(\psi)
$$

where

$$
\Psi_{+}(\phi)=\frac{1}{2}\left(\int_{-\pi}^{-\pi+i \phi}+\int_{-\pi+i \phi}^{\pi+i \phi}+\int_{\pi+i \phi}^{\pi}\right)\left(1+i \tan \left(\frac{m_{T} \omega}{2}\right)\right) g(\omega) d \omega
$$

and

$$
\Psi_{-}(\psi)=\frac{1}{2}\left(\int_{-\pi}^{-\pi-i \psi}+\int_{-\pi-i \psi}^{\pi-i \psi}+\int_{\pi-i \psi}^{\pi}\right)\left(1-i \tan \left(\frac{m_{T} \omega}{2}\right)\right) g(\omega) d \omega
$$

$\forall 0<\phi<r, 0<\psi<s$, and $m_{T}$ even if $m_{T}$ is an odd number; we can replace $\tan \left(\frac{m_{T} \omega}{2}\right)$ with $-\cot \left(\frac{m_{T} \omega}{2}\right)$ if $g(\omega)$ is real valued, that is, $g(\bar{\omega})=\overline{g(\omega)}$ and if $r$ and $s$ can be taken to be equal, then

$$
\Psi(\psi)=\Psi_{+}(\psi)+\Psi_{-}(\psi)=\operatorname{Re} \int_{-\pi+i \psi}^{\pi+i \psi}\left(1+i \tan \left(\frac{m_{T} \omega}{2}\right)\right) g(\omega) d \omega
$$

By examining the complex tangent function's behavior, this may be bounded as

$$
|\Psi(\psi)| \leq \frac{4 \pi C}{\exp \left(r m_{T}\right)-1}
$$

The above process has been done for even $m_{T}$ and $C$ and $r$ are some positive constants. A similar approach can be used for an odd $m_{T}$.

The optimal values of the parameters included in Eq (1.13) can be utilized to find the optimal contour of integration, which is necessary to obtain the best results. The authors of [51] have obtained the optimal values of the parameters as follows

$$
\eta_{1}=0.61220, \eta_{2}=0.50170, \eta_{3}=0.64070, \text { and } \eta_{4}=0.26450
$$

The corresponding error estimate is given as

$$
E r r_{e s t}=\left|u_{A p p}(\overline{\boldsymbol{\xi}}, t)-u(\overline{\boldsymbol{\xi}}, t)\right|=\mathbf{O}\left(e^{(-1.358) m_{T}}\right)
$$

### 1.4. Stehfest's method

One of the most effective and straightforward techniques for Laplace transform inversion is the Gaver-Stehfest approach. The latter part of the 1960s saw its design. Because of its simplicity and efficacy, it has become more and more popular in a variety of fields, including computational physics, finance, economics, and chemistry. The basis of the Gaver-Stehfest approach is the series of Gaver approximants, as found by Gaver [56]. Since the convergence of the Gaver approximants was essentially logarithmic, acceleration was necessary. A linear acceleration approach was provided by Stehfest [52] using the Salzer acceleration method. Using a series of functions, the Gaver-Stehfest method approximates $u(\overline{\boldsymbol{\xi}}, t)$ as

$$
\begin{equation*}
u_{A p p}(\overline{\boldsymbol{\xi}}, t)=\frac{\ln 2}{t} \sum_{k=1}^{m_{S}} \theta_{k} \widehat{u}\left(\bar{\xi}, \frac{\ln 2}{t} k\right) \tag{1.16}
\end{equation*}
$$

where $\theta_{k}$ are given as

$$
\begin{equation*}
\theta_{k}=(-1)^{\frac{m_{S}}{2}+k} \sum_{n=\left\lfloor\frac{k+1}{2}\right\rfloor}^{\min \left(k, \frac{m_{s}}{2}\right)} \frac{n^{\frac{m_{S}}{2}}(2 n)!}{\left(\frac{m_{S}}{2}-n\right)!n!(n-1)!(k-n)!(2 n-k)!} \tag{1.17}
\end{equation*}
$$

Solving the system Eqs (1.4) and (1.5) for the corresponding Laplace parameters $s=\frac{\ln 2}{t} k, k=1,2,3, \ldots, m_{S}$, the approximate solution $u_{A p p}(\bar{\xi}, t)$ of the problem in Eq (1.1) can be obtained via Eq (1.16). The Gaver-Stehfest algorithm has a few noteworthy qualities, such as: (i) $u(\overline{\boldsymbol{\xi}}, t)$ are linear in the context of values of $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$; (ii) the values of $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$ are required merely for real value of $s$; (iii) the procedure of determining the coefficients is fairly effortless; (iv) for constant functions, this approach results in significantly precise approximations, i.e., if $u \equiv c$, then $u_{A p p} \equiv c$ for all $m_{S} \geq 1$. In literature, this methodology has been employed by many researchers in [57,58], in which it is revealed that this strategy converges promptly to $u_{\text {App }}(\overline{\boldsymbol{\xi}}, t)$ (given $u(\overline{\boldsymbol{\xi}}, t)$ is non-oscillatory).

## Convergence

The convergence of $u_{A p p}(\bar{\xi}, t)$ has been derived by the author in [57]. The results are based on the following theorem.

Theorem 1.2. Let $u:(0, \infty) \rightarrow \mathbb{R}$ be a locally integrable function. Let $s>0$, define the Laplace transform $\widehat{u}(\overline{\boldsymbol{\xi}}, s)$, and let $u_{A p p}(\overline{\boldsymbol{\xi}}, t)$ be the numerical solution as given by Eq (1.16).

1. $u_{\text {App }}(\overline{\boldsymbol{\xi}}, t)$ converges given $u(\overline{\boldsymbol{\xi}}, t)$ near $t$.
2. Let for some real number $\phi$ and $0<\psi<0.25$,

$$
\int_{0}^{\psi}\left|u\left(\bar{\xi},-t \log _{2}(1 / 2+\eta)\right)+u\left(\overline{\boldsymbol{\xi}},-t \log _{2}(1 / 2-\eta)\right)-2 \phi\right| \eta^{-1} d \eta<\infty
$$

then $u_{A p p}(\overline{\boldsymbol{\xi}}, t) \rightarrow \phi$ as $m_{S} \rightarrow+\infty$.
3. Let $u(\overline{\boldsymbol{\xi}}, t)$ be of bounded variation near $t$, then

$$
u_{A p p}(\overline{\boldsymbol{\xi}}, t) \rightarrow \frac{u(\overline{\boldsymbol{\xi}}, t+0)+u(\overline{\boldsymbol{\xi}}, t-0)}{2}, \text { as } m_{S} \rightarrow+\infty
$$

Corollary 1.3. Using the assumptions of the above theorem, if

$$
u(\overline{\boldsymbol{\xi}}, t+\eta)-u(\overline{\boldsymbol{\xi}}, t)=O\left(|\eta|^{\vartheta}\right)
$$

$\forall \eta$, and some $\vartheta$, then $u_{A p p}(\overline{\boldsymbol{\xi}}, t) \rightarrow u(\overline{\boldsymbol{\xi}}, t)$ as $m_{S} \rightarrow+\infty$.
Moreover, the authors in [59] conducted a number of experiments to determine how parameters affected the numerical scheme's correctness. Their conclusions are as follows: "For $v_{1}$ significant digits, select a $m_{S}$ positive integer $\left\lceil 2.2 v_{1}\right\rceil$ : After setting the system precision to $v_{2}=\left\lceil 1.1 m_{S}\right\rceil$, compute $\theta_{i}, 1 \leq i \leq m_{S}$ for a given $m_{S}$ using Eq (1.17). Next, compute the $u_{A p p}(\overline{\boldsymbol{\xi}}, t)$ in Eq (1.16) for the provided transformed function $\widehat{u}(\bar{\xi}, s)$ and the argument $t$." These conclusions indicate that the error is $10^{-\left(v_{1}+1\right)} \leq \frac{u_{A p p}(\bar{\xi}(t)-u(\bar{\xi}, t)}{u(\bar{\xi}, t)} \leq 10^{-v_{1}}$, where $m_{S}=\left\lceil 2.2 v_{1}\right\rceil[40]$.

## 2. Application

In this section, three test problems are considered to assess the effectiveness and accuracy of the Laplace transformed pseudospectral method. We compute the maximum absolute error $\left(E r r_{\infty}\right)$, the relative error $\left(E r r_{2}\right)$, and the root mean square error $\left(E r r_{r m s}\right)$ between the numerical and the exact solutions, which are defined as follows:

$$
\begin{gathered}
E r r_{\infty}=\max _{1 \leq k \leq m}\left|u\left(\overline{\boldsymbol{\xi}}_{k}, t\right)-u_{A p p}\left(\overline{\boldsymbol{\xi}}_{k}, t\right)\right|, \\
E r r_{2}=\sqrt{\frac{\sum_{k=1}^{m}\left(u\left(\overline{\boldsymbol{\xi}}_{k}, t\right)-u_{A p p}\left(\overline{\boldsymbol{\xi}}_{k}, t\right)\right)^{2}}{\sum_{k=1}^{m}\left(u\left(\overline{\boldsymbol{\xi}}_{k}, t\right)\right)^{2}}}, \\
E r r_{r m s}=\sqrt{\frac{\sum_{k=1}^{m}\left(u\left(\overline{\boldsymbol{\xi}}_{k}, t\right)-u_{A p p}\left(\overline{\boldsymbol{\xi}}_{k}, t\right)\right)^{2}}{m}}
\end{gathered}
$$

where $u_{A p p}\left(\bar{\xi}_{k}, t\right)$ is the approximate solution and $u\left(\overline{\boldsymbol{\xi}}_{k}, t\right)$ is the exact solution.

## Problem 1

We consider Eq (1.1) with exact solution

$$
u(\xi, \zeta, t)=\left(t^{3}+1\right) \sin (\pi \xi) \sin (\pi \zeta)
$$

and the source term is

$$
\begin{aligned}
\mathcal{G}(\xi, \zeta, t)= & \sin (\pi \xi) \sin (\pi \zeta)\left[\varrho_{1,1} \frac{6}{\Gamma(4-\alpha)} t^{3-\alpha}+3 \varrho_{2} t^{2}+\varrho_{3,1} \frac{6}{\Gamma(4-\beta)} t^{3-\beta}\right. \\
& \left.+\left(\varrho_{4}+2 \varrho_{5} \pi^{2}\right)\left(t^{3}+1\right)+2 \varrho_{6} \pi^{2} \frac{6}{\Gamma(4-\gamma)} t^{3-\gamma}\right]
\end{aligned}
$$

where $\varrho_{1,1}=\varrho_{2}=\varrho_{3,1}=\varrho_{4}=\varrho_{5}=\varrho_{6}=1$ and $(\xi, \zeta) \in[-1,1]^{2}$. The initial-boundary conditions are obtained from the analytical solution. The $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ errors of the proposed method for problem 1 obtained via the Stehfest's and the Talbot's methods by using various values of $m, m_{T}, m_{S}, \alpha, \beta, \gamma$, and $t=1$ are presented in Tables 1 and 2, respectively. The numerical solution to problem 1 is shown in Figure 1. Figure 2 presents a comparison of error norms $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed using the Stehfest's and the Talbot's methods for various values of $m_{S}$ and $m_{T}$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m=30$, and $t=1$. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed by the Stehfest's and the Talbot's methods for different values of $t$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=14, m_{T}=30$, and $m=30$ is shown in Figure 3. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed using the Stehfest's and the Talbot's methods versus $\alpha$ with $\beta=0.7, \gamma=0.3, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 4. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed via the Stehfest's and the Talbot's methods versus $\beta$ with $\alpha=1.5, \gamma=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure5. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computing by the Stehfest's and the Talbot's methods versus $\gamma$ with $\alpha=1.5, \beta=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 6. The plot of $E r r_{2}$
obtained via the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\beta \in[0,1]$ with $\gamma=0.3, t=1, m_{S}=16, m_{T}=30$, and $m=30$ is shown in Figure 7. In Figure 8, the plots of $E r r_{\infty}$ obtained using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\gamma \in[0,1]$ with $\beta=0.7, t=1, m_{S}=16, m_{T}=30$, and $m=30$ are shown. Similarly, Figure 9 presents the plots of $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $t \in[0,1]$ with $\beta=0.7, \gamma=0.3, m_{S}=16, m_{T}=30$, and $m=30$. It is observed that the accuracy of the Stehfest's method steadily decreases for $m_{S} \geq 14$. From the results presented in tables and figures, we conclude that the proposed method is accurate, stable, and efficient. The numerical results demonstrate that the Talbot's method is more accurate than the Stehfest's method.

Table 1. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by the Stehfest's method for problem 1.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{S}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec. $)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 14 | $4.7216 \times 10^{-04}$ | $9.6894 \times 10^{-05}$ | $2.1462 \times 10^{-05}$ | 0.199250 |
|  | 25 |  | $5.3662 \times 10^{-04}$ | $1.0751 \times 10^{-04}$ | $2.1465 \times 10^{-05}$ | 0.326975 |
|  | 28 |  | $7.5644 \times 10^{-04}$ | $1.0128 \times 10^{-04}$ | $2.7016 \times 10^{-05}$ | 0.556057 |
|  | 30 | 10 | $6.9931 \times 10^{-02}$ | $5.9791 \times 10^{-03}$ | $2.3310 \times 10^{-03}$ | 0.575029 |
| $(1.6,0.5,0.7)$ | 22 | 14 | $4.0428 \times 10^{-04}$ | $4.4012 \times 10^{-05}$ | $1.8376 \times 10^{-05}$ | 0.180055 |
|  | 25 |  | $4.8390 \times 10^{-04}$ | $4.4246 \times 10^{-05}$ | $1.9356 \times 10^{-05}$ | 0.324530 |
|  | 28 |  | $6.4225 \times 10^{-04}$ | $8.5592 \times 10^{-05}$ | $2.2938 \times 10^{-05}$ | 0.576450 |
|  | 30 | 10 | $6.9931 \times 10^{-02}$ | $5.9791 \times 10^{-03}$ | $2.3310 \times 10^{-03}$ | 0.581491 |
|  |  | 12 | $1.5680 \times 10^{-03}$ | $1.3409 \times 10^{-04}$ | $5.2266 \times 10^{-05}$ | 0.688463 |
| $(1.9,0.8,0.5)$ | 22 | 14 | $3.8530 \times 10^{-04}$ | $4.2171 \times 10^{-05}$ | $1.7514 \times 10^{-05}$ | 0.184399 |
|  | 25 |  | $4.5504 \times 10^{-04}$ | $4.3708 \times 10^{-05}$ | $1.8202 \times 10^{-05}$ | 0.329158 |
|  | 28 |  | $5.2746 \times 10^{-04}$ | $6.0001 \times 10^{-05}$ | $1.8838 \times 10^{-05}$ | 0.556485 |
|  | 30 | 10 | $6.9931 \times 10^{-02}$ | $5.9791 \times 10^{-03}$ | $2.3310 \times 10^{-03}$ | 0.514627 |
|  |  | 12 | $1.5660 \times 10^{-03}$ | $1.3402 \times 10^{-04}$ | $5.2201 \times 10^{-05}$ | 0.630183 |
|  |  | 14 | $6.5840 \times 10^{-04}$ | $1.3505 \times 10^{-04}$ | $2.1947 \times 10^{-05}$ | 0.760430 |

Table 2. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by the Talbot's method for problem 1.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{T}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec. $)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 30 | $1.4423 \times 10^{-10}$ | $3.8758 \times 10^{-11}$ | $6.5561 \times 10^{-12}$ | 1.431363 |
|  | 25 |  | $2.2738 \times 10^{-10}$ | $6.1642 \times 10^{-11}$ | $9.0953 \times 10^{-12}$ | 2.823492 |
|  | 28 |  | $3.0634 \times 10^{-10}$ | $5.6744 \times 10^{-11}$ | $1.0941 \times 10^{-11}$ | 4.853607 |
|  | 30 | 20 | $5.1049 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $1.7016 \times 10^{-07}$ | 4.409938 |
|  |  | 25 | $1.1297 \times 10^{-08}$ | $9.6706 \times 10^{-10}$ | $3.7658 \times 10^{-10}$ | 5.576429 |
| $(1.6,0.5,0.7)$ | 22 | 30 | $8.8800 \times 10^{-11}$ | $1.6472 \times 10^{-11}$ | $4.0364 \times 10^{-12}$ | 1.432723 |
|  | 25 |  | $1.3312 \times 10^{-10}$ | $3.5030 \times 10^{-11}$ | $5.3248 \times 10^{-12}$ | 2.644643 |
|  | 28 |  | $1.9449 \times 10^{-10}$ | $3.9329 \times 10^{-11}$ | $6.9462 \times 10^{-12}$ | 4.498548 |
|  | 30 | 20 | $5.1049 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $1.7016 \times 10^{-07}$ | 4.512210 |
|  |  | 25 | $1.1277 \times 10^{-08}$ | $9.6519 \times 10^{-10}$ | $3.7589 \times 10^{-10}$ | 5.250997 |
|  |  | 30 | $2.5877 \times 10^{-10}$ | $8.3971 \times 10^{-11}$ | $8.6256 \times 10^{-12}$ | 6.315079 |
| $(1.9,0.8,0.5)$ | 22 | 30 | $6.3703 \times 10^{-11}$ | $1.7695 \times 10^{-11}$ | $2.8956 \times 10^{-12}$ | 1.465253 |
|  | 25 |  | $9.4756 \times 10^{-11}$ | $2.4410 \times 10^{-11}$ | $3.7902 \times 10^{-12}$ | 2.624655 |
|  | 28 |  | $1.5070 \times 10^{-10}$ | $5.0718 \times 10^{-11}$ | $5.3821 \times 10^{-12}$ | 4.675835 |
|  | 30 | 20 | $5.1049 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $1.7016 \times 10^{-07}$ | 4.469602 |
|  |  | 25 | $1.1281 \times 10^{-08}$ | $9.6487 \times 10^{-10}$ | $3.7602 \times 10^{-10}$ | 5.300393 |
|  |  | 30 | $2.0811 \times 10^{-10}$ | $4.6520 \times 10^{-11}$ | $6.9370 \times 10^{-12}$ | 6.311030 |



Figure 1. Numerical solution of problem 1 obtained by proposed scheme.


Figure 2. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $m_{S}$ and for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $m_{T}$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$.


Figure 3. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=14$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{T}=30$, and $m=30$.


Figure 4. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 5. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 6. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Stehfest's method for $\alpha=1.5, \beta=0.7, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Talbot's method for $\alpha=1.5, \beta=0.7, m_{T}=30, t=1$, and $m=30$.


Figure 7. (a) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Stehfest's method for $\gamma=0.3, t=$ 1, $m_{S}=16$, and $m=30$. (b) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Talbot's method for $\gamma=0.3, t=1, m_{T}=24$, and $m=30$.


Figure 8. (a) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Stehfest's method for $\beta=0.7, t=$ 1, $m_{S}=16$, and $m=30$. (b) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Talbot's method for $\beta=0.7, t=1, m_{T}=24$, and $m=30$.


Figure 9. (a) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Stehfest's method for $\beta=0.7, \gamma=$ $0.3, m_{S}=16$, and $m=30$. (b) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Talbot's method for $\beta=0.7, \gamma=0.3, m_{T}=24$, and $m=30$.

## Problem 2

We consider Eq (1.1) with exact solution

$$
u(\xi, \zeta, t)=\left(t^{3}+1\right)\left(1-\xi^{2}-\zeta^{2}\right)
$$

and the source term is

$$
\begin{aligned}
\mathcal{G}(\xi, \zeta, t)= & \left(1-\xi^{2}-\zeta^{2}\right)\left[\varrho_{1,1} \frac{6}{\Gamma(4-\alpha)} t^{3-\alpha}+3 \varrho_{2} t^{2}+\varrho_{3,1} \frac{6}{\Gamma(4-\beta)} t^{3-\beta}\right. \\
& \left.+\varrho_{4}\left(t^{3}+1\right)\right]+4 \varrho_{5}\left(t^{3}+1\right)+\varrho_{6} \frac{6}{\Gamma(4-\gamma)} t^{3-\gamma}
\end{aligned}
$$

where $\varrho_{1,1}=\varrho_{2}=\varrho_{3,1}=\varrho_{4}=\varrho_{5}=\varrho_{6}=1,(\xi, \zeta) \in[-1,1]^{2}$ and the initial-boundary conditions are obtained from the analytical solution.

The $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ errors of the proposed method for problem 2 obtained via the Stehfest's and the Talbot's methods by using various values of $m, m_{T}, m_{S}, \alpha, \beta, \gamma$, and $t=1$ are presented in Tables 3 and 4, respectively.

The numerical solution of problem 2 is shown in Figure 10. Figure 11 presents a comparison of error norms $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed via the Stehfest's and the Talbot's methods versus $m_{S}$ and $m_{T}$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m=30$, and $t=1$. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $t$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=$ $14, m_{T}=30$, and $m=30$ is shown in Figure 12.

The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $\alpha$ with $\beta=0.7, \gamma=0.3, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 13. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed using the Stehfest's and the Talbot's methods versus $\beta$ with $\alpha=1.5, \gamma=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is shown in Figure 14.

The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $\gamma$ with $\alpha=1.5, \beta=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 15. The plots of $E r r_{2}$ obtained using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\beta \in[0,1]$ with $\gamma=0.3, t=1, m_{S}=16, m_{T}=30$, and $m=30$ are shown in Figure 16.

In Figure 17, the plots of $E r r_{\infty}$ obtained using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\gamma \in[0,1]$ with $\beta=0.7, t=1, m_{S}=16, m_{T}=30$, and $m=30$ are shown. Similarly, Figure 18 shows the plot of $E r r_{r m s}$ obtained via the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $t \in[0,1]$ with $\beta=0.7, \gamma=0.3, m_{S}=16, m_{T}=30$, and $m=30$. Comparable performances like the one we witnessed in Problem 2 are observed.

Table 3. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Stehfest's method for problem 2.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{S}$ | $E_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec.) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 14 | $4.4852 \times 10^{-03}$ | $1.6695 \times 10^{-03}$ | $2.0387 \times 10^{-04}$ | 0.188688 |
|  | 25 |  | $6.8895 \times 10^{-03}$ | $1.5726 \times 10^{-03}$ | $2.7558 \times 10^{-04}$ | 0.394322 |
|  | 28 |  | $1.7303 \times 10^{-02}$ | $6.2685 \times 10^{-03}$ | $6.1797 \times 10^{-04}$ | 0.524445 |
|  | 30 | 10 | $9.4263 \times 10^{-02}$ | $5.9793 \times 10^{-03}$ | $3.1421 \times 10^{-03}$ | 0.568557 |
| $(1.6,0.5,0.7)$ | 22 | 14 | $2.2303 \times 10^{-03}$ | $1.0201 \times 10^{-03}$ | $1.0138 \times 10^{-04}$ | 0.200221 |
|  | 25 |  | $6.1739 \times 10^{-03}$ | $2.3026 \times 10^{-03}$ | $2.4695 \times 10^{-04}$ | 0.316503 |
|  | 28 |  | $9.0251 \times 10^{-03}$ | $2.3816 \times 10^{-03}$ | $3.2232 \times 10^{-04}$ | 0.510553 |
|  | 30 | 10 | $9.4257 \times 10^{-02}$ | $5.9791 \times 10^{-03}$ | $3.1419 \times 10^{-03}$ | 0.550572 |
|  |  | 12 | $2.0884 \times 10^{-03}$ | $2.1157 \times 10^{-04}$ | $6.9612 \times 10^{-05}$ | 0.663605 |
|  |  | 14 | $1.3078 \times 10^{-02}$ | $3.9249 \times 10^{-03}$ | $4.3594 \times 10^{-04}$ | 0.735535 |
| $(1.9,0.8,0.5)$ | 22 | 14 | $1.7605 \times 10^{-03}$ | $4.8804 \times 10^{-04}$ | $8.0021 \times 10^{-05}$ | 0.181867 |
|  | 25 |  | $3.2429 \times 10^{-03}$ | $1.5817 \times 10^{-03}$ | $1.2971 \times 10^{-04}$ | 0.318878 |
|  | 28 |  | $7.1727 \times 10^{-03}$ | $2.6411 \times 10^{-03}$ | $2.5617 \times 10^{-04}$ | 0.512775 |
|  | 30 | 10 | $9.4250 \times 10^{-02}$ | $5.9791 \times 10^{-03}$ | $3.1417 \times 10^{-03}$ | 0.585836 |
|  |  | 12 | $2.1968 \times 10^{-03}$ | $2.7998 \times 10^{-04}$ | $7.3227 \times 10^{-05}$ | 0.644230 |
|  | 14 | $1.1617 \times 10^{-02}$ | $4.9286 \times 10^{-03}$ | $3.8722 \times 10^{-04}$ | 0.708296 |  |

Table 4. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Talbot's method for problem 2.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{T}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec. $)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 30 | $2.2778 \times 10^{-09}$ | $8.4692 \times 10^{-10}$ | $1.0354 \times 10^{-10}$ | 1.387058 |
|  | 25 |  | $5.2077 \times 10^{-09}$ | $2.4683 \times 10^{-09}$ | $2.0831 \times 10^{-10}$ | 2.893077 |
|  | 28 |  | $5.9240 \times 10^{-09}$ | $1.8102 \times 10^{-09}$ | $2.1157 \times 10^{-10}$ | 4.540104 |
|  | 30 | 20 | $6.8804 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $2.2935 \times 10^{-07}$ | 4.290310 |
|  |  | 25 | $1.5504 \times 10^{-08}$ | $1.7167 \times 10^{-09}$ | $5.1681 \times 10^{-10}$ | 5.406541 |
| $(1.6,0.5,0.7)$ | 22 | 30 | $1.1655 \times 10^{-09}$ | $4.5895 \times 10^{-10}$ | $5.2979 \times 10^{-11}$ | 1.413894 |
|  | 25 |  | $2.4327 \times 10^{-09}$ | $8.7358 \times 10^{-10}$ | $9.7309 \times 10^{-11}$ | 2.551745 |
|  | 28 |  | $5.9798 \times 10^{-09}$ | $1.5282 \times 10^{-09}$ | $2.1357 \times 10^{-10}$ | 4.802169 |
|  | 30 | 20 | $6.8807 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $2.2936 \times 10^{-07}$ | 4.319773 |
|  |  | 25 | $1.5690 \times 10^{-08}$ | $2.3208 \times 10^{-09}$ | $5.2301 \times 10^{-10}$ | 5.494691 |
| $(1.9,0.8,0.5)$ | 22 | 30 | $9.5101 \times 10^{-10}$ | $3.0484 \times 10^{-10}$ | $4.3228 \times 10^{-11}$ | 1.500904 |
|  | 25 |  | $1.6298 \times 10^{-09}$ | $5.9318 \times 10^{-10}$ | $6.5192 \times 10^{-11}$ | 2.605735 |
|  | 28 |  | $3.3339 \times 10^{-09}$ | $1.4952 \times 10^{-10}$ | $1.1907 \times 10^{-10}$ | 4.379358 |
|  | 30 | 20 | $6.8805 \times 10^{-06}$ | $4.3647 \times 10^{-07}$ | $2.2935 \times 10^{-07}$ | 4.246011 |
|  |  | 25 | $1.5398 \times 10^{-08}$ | $1.2926 \times 10^{-09}$ | $5.1325 \times 10^{-10}$ | 5.247654 |
|  |  | 30 | $6.2433 \times 10^{-09}$ | $3.0606 \times 10^{-09}$ | $2.0811 \times 10^{-10}$ | 6.329043 |



Figure 10. Numerical solution of problem 2 obtained by proposed scheme.


Figure 11. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $m_{S}$ and for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $m_{T}$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$.


Figure 12. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=14$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{T}=30$, and $m=30$.


Figure 13. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 14. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of Err ${ }_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 15. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Stehfest's method for $\alpha=1.5, \beta=0.7, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Talbot's method for $\alpha=1.5, \beta=0.7, m_{T}=30, t=1$, and $m=30$.


Figure 16. (a) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Stehfest's method for $\gamma=0.5, t=$ 1, $m_{S}=16$, and $m=30$. (b) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Talbot's method for $\gamma=0.5, t=1, m_{T}=24$, and $m=30$.


Figure 17. (a) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Stehfest's method for $\beta=0.8, t=$ $1, m_{S}=16$, and $m=30$. (b) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Talbot's method for $\beta=0.8, t=1, m_{T}=24$, and $m=30$.


Figure 18. (a) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Stehfest's method for $\beta=0.8, \gamma=$ $0.5, m_{S}=16$, and $m=30$. (b) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Talbot's method for $\beta=0.8, \gamma=0.5, m_{T}=24$, and $m=30$.

## Problem 3

We consider Eq (1.1) with analytical solution as

$$
u(\xi, \zeta, t)=t^{2} \sin (1-\xi)\left(e^{\xi}-1\right) \sin (1-\zeta)\left(e^{\zeta}-1\right)
$$

and the source term is

$$
\begin{aligned}
\mathcal{G}(\xi, \zeta, t) & =\sin (1-\xi)\left(e^{\xi}-1\right) \sin (1-\zeta)\left(e^{\zeta}-1\right)\left[\varrho_{1,1} \frac{2}{\Gamma(3-\alpha)} t^{2-\alpha}+2 \varrho_{2} t+\varrho_{3,1} \frac{2}{\Gamma(3-\beta)} t^{2-\beta}+\varrho_{4} t^{2}\right] \\
& -\left(\varrho_{5} t^{2}+\varrho_{6} \frac{2}{\Gamma(3-\gamma)} t^{2-\gamma}\right)\left[\sin (\zeta-1)\left(e^{\zeta}-1\right)\left(2 \cos (\xi-1) e^{\xi}+\sin (\xi-1)\right)\right. \\
& \left.+\sin (\xi-1)\left(e^{\xi}-1\right)\left(2 \cos (\zeta-1) e^{\zeta}+\sin (\zeta-1)\right)\right]
\end{aligned}
$$

where $\varrho_{1,1}=\varrho_{2}=\varrho_{3,1}=\varrho_{4}=\varrho_{5}=\varrho_{6}=1$ and $\bar{\xi}=(\xi, \zeta) \in[-1,1]^{2}$. The initial-boundary conditions are obtained from the analytical solution. The $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ errors obtained using the proposed method for problem 3 obtained via the Stehfest's and the Talbot's methods by using various values of $m, m_{T}, m_{S}, \alpha, \beta, \gamma$, and $t=1$ are presented in Tables 5 and 6 , respectively.

The numerical method solution to problem 3 is shown in Figure 19. Figure 20 represents a comparison of error norms $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ computed by the Stehfest's and the Talbot's methods versus $m_{S}$ and $m_{T}$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m=30$, and $t=1$. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $t$ with $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=14, m_{T}=30$, and $m=30$ is shown in Figure 21.

The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods for different values of $\alpha$ with $\beta=0.7, \gamma=0.3, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is shown in Figure 22. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods for different values of $\beta$ with $\alpha=1.5, \gamma=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 23.

The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $\gamma$ with $\alpha=1.5, \beta=0.7, m=30, m_{S}=14, m_{T}=30$, and $t=1$ is presented in Figure 24. The plot of $E r r_{2}$ using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\beta \in[0,1]$ with $\gamma=0.3, t=1, m_{S}=16, m_{T}=30$, and $m=30$ is shown in Figure 25.

In Figure 26, the plots of Err $r_{\infty}$ obtained using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $\gamma \in[0,1]$ with $\beta=0.7, t=1, m_{S}=16, m_{T}=30$, and $m=30$ are shown. Similarly, Figure 27 shows the plots of $E r r_{r m s}$ using the Stehfest's and the Talbot's methods for $\alpha \in[1,2]$ and $t \in[0,1]$ with $\beta=0.7, \gamma=0.3, m_{S}=16, m_{T}=30$, and $m=30$.

It is observed that the accuracy of the Stehfest's method steadily decreases for $m_{S} \geq 14$. From the results presented in tables and figures, we conclude that the proposed method is accurate, stable, and efficient. The numerical results demonstrates that the Talbot's method is more accurate than the Stehfest's method.

Table 5. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Stehfest's method for problem 3.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{S}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec.) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 14 | $3.3480 \times 10^{-05}$ | $8.6337 \times 10^{-06}$ | $1.5218 \times 10^{-06}$ | 0.254196 |
|  | 25 |  | $9.7449 \times 10^{-05}$ | $3.7684 \times 10^{-05}$ | $3.8980 \times 10^{-06}$ | 0.363822 |
|  | 28 |  | $2.3165 \times 10^{-04}$ | $1.0850 \times 10^{-04}$ | $8.2733 \times 10^{-06}$ | 0.585754 |
|  | 30 | 10 | $2.2116 \times 10^{-04}$ | $1.8488 \times 10^{-05}$ | $7.3719 \times 10^{-06}$ | 0.542104 |
| $(1.6,0.5,0.7)$ | 22 | 14 | $3.0799 \times 10^{-05}$ | $1.0421 \times 10^{-05}$ | $1.4000 \times 10^{-06}$ | 0.191420 |
|  | 25 |  | $8.6136 \times 10^{-05}$ | $3.5275 \times 10^{-05}$ | $3.4454 \times 10^{-06}$ | 0.339131 |
|  | 28 |  | 12 | $1.7053 \times 10^{-04}$ | $4.7890 \times 10^{-05}$ | $5.0190 \times 10^{-06}$ |
| 0.559366 |  |  |  |  |  |  |
|  | 30 | 10 | $2.2101 \times 10^{-04}$ | $1.8488 \times 10^{-05}$ | $7.3670 \times 10^{-06}$ | 0.583434 |
|  |  | 12 | $1.8068 \times 10^{-04}$ | $1.4953 \times 10^{-05}$ | $6.0227 \times 10^{-06}$ | 0.673867 |
|  |  | 14 | $1.2604 \times 10^{-04}$ | $4.4833 \times 10^{-05}$ | $4.2014 \times 10^{-06}$ | 0.733930 |
| $(1.9,0.8,0.5)$ | 22 | 14 | $2.0609 \times 10^{-05}$ | $5.6164 \times 10^{-06}$ | $9.3675 \times 10^{-07}$ | 0.185813 |
|  | 25 |  | $5.6168 \times 10^{-05}$ | $1.6845 \times 10^{-05}$ | $2.2467 \times 10^{-06}$ | 0.337030 |
|  | 28 |  | $4.7054 \times 10^{-05}$ | $2.1159 \times 10^{-05}$ | $1.6805 \times 10^{-06}$ | 0.513103 |
|  | 30 | 10 | $2.2103 \times 10^{-04}$ | $1.8488 \times 10^{-05}$ | $7.3676 \times 10^{-06}$ | 0.648050 |
|  |  | 12 | $1.7979 \times 10^{-04}$ | $1.4953 \times 10^{-05}$ | $5.9930 \times 10^{-06}$ | 0.627418 |
|  | 14 | $1.3026 \times 10^{-04}$ | $4.7709 \times 10^{-05}$ | $4.3420 \times 10^{-06}$ | 0.718273 |  |

Table 6. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Talbot's method for problem 3.

| $(\alpha, \beta, \gamma)$ | $m$ | $m_{T}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec. $)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1.3,0.2,0.9)$ | 22 | 30 | $2.7733 \times 10^{-11}$ | $1.2506 \times 10^{-11}$ | $1.2606 \times 10^{-12}$ | 1.406847 |
|  | 25 |  | $6.7413 \times 10^{-11}$ | $2.5993 \times 10^{-11}$ | $2.6965 \times 10^{-12}$ | 2.649332 |
|  | 28 |  | $1.5151 \times 10^{-11}$ | $4.4017 \times 10^{-11}$ | $5.4112 \times 10^{-12}$ | 4.415065 |
|  | 30 | 20 | $6.8451 \times 10^{-08}$ | $5.7242 \times 10^{-09}$ | $2.2817 \times 10^{-09}$ | 4.279803 |
|  |  | 25 | $1.6659 \times 10^{-10}$ | $3.2206 \times 10^{-11}$ | $5.5531 \times 10^{-12}$ | 5.292333 |
| $(1.6,0.5,0.7)$ | 22 | 30 | $2.4943 \times 10^{-11}$ | $1.2897 \times 10^{-11}$ | $1.1338 \times 10^{-12}$ | 1.503324 |
|  | 25 |  | $5.4494 \times 10^{-11}$ | $1.8470 \times 10^{-11}$ | $2.1798 \times 10^{-12}$ | 2.687497 |
|  | 28 |  | $1.1024 \times 10^{-11}$ | $3.6371 \times 10^{-11}$ | $3.9370 \times 10^{-12}$ | 4.498761 |
|  | 30 | 20 | $6.8453 \times 10^{-08}$ | $5.7242 \times 10^{-09}$ | $2.2818 \times 10^{-09}$ | 4.177472 |
|  |  | 25 | $1.4326 \times 10^{-10}$ | $3.6404 \times 10^{-11}$ | $4.7752 \times 10^{-12}$ | 5.148521 |
| $(1.9,0.8,0.5)$ | 22 | 30 | $7.6747 \times 10^{-12}$ | $2.4080 \times 10^{-12}$ | $3.4885 \times 10^{-13}$ | 1.476408 |
|  | 25 |  | $3.0024 \times 10^{-11}$ | $1.6923 \times 10^{-11}$ | $1.2010 \times 10^{-12}$ | 2.663378 |
|  | 28 |  | $4.6899 \times 10^{-11}$ | $1.8591 \times 10^{-11}$ | $1.6750 \times 10^{-12}$ | 4.540820 |
|  | 30 | 20 | $6.8448 \times 10^{-08}$ | $5.7242 \times 10^{-09}$ | $2.2816 \times 10^{-09}$ | 4.224953 |
|  |  | 25 | $1.3981 \times 10^{-10}$ | $3.3329 \times 10^{-11}$ | $4.6602 \times 10^{-12}$ | 5.341039 |
|  |  | 30 | $5.1002 \times 10^{-11}$ | $2.4527 \times 10^{-11}$ | $1.7001 \times 10^{-12}$ | 6.258475 |



Figure 19. Numerical solution of problem 3 obtained by proposed scheme.


Figure 20. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $m_{S}$ and for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $m_{T}$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, t=1$, and $m=30$.


Figure 21. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{S}=14$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $t$ for $\alpha=1.5, \beta=0.7, \gamma=0.3, m_{T}=30$, and $m=30$.


Figure 22. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\alpha$ for $\beta=0.7, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 23. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{S}=14, t=1$, and $m=30$. (b) Plots of Err ${ }_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $\beta$ for $\alpha=1.5, \gamma=0.3, m_{T}=30, t=1$, and $m=30$.


Figure 24. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Stehfest's method for $\alpha=1.5, \beta=0.7, m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Talbot's method for $\alpha=1.5, \beta=0.7, m_{T}=30, t=1$, and $m=30$.


Figure 25. (a) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Stehfest's method for $\gamma=0.5, t=$ 1, $m_{S}=16$, and $m=30$. (b) Plot of $E r r_{2}$ versus $\alpha$ and $\beta$ obtained by Talbot's method for $\gamma=0.5, t=1, m_{T}=24$, and $m=30$.


Figure 26. (a) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Stehfest's method for $\beta=0.8, t=$ $1, m_{S}=16$, and $m=30$. (b) Plot of $E r r_{\infty}$ versus $\alpha$ and $\gamma$ obtained by Talbot's method for $\beta=0.8, t=1, m_{T}=24$, and $m=30$.


Figure 27. (a) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Stehfest's method for $\beta=0.8, \gamma=$ $0.5, m_{S}=16$, and $m=30$. (b) Plot of $E r r_{r m s}$ versus $\alpha$ and $t$ obtained by Talbot's method for $\beta=0.8, \gamma=0.5, m_{T}=24$, and $m=30$.

## Problem 4

We consider a limiting case of Eq (1.1) with analytical solution as

$$
u(\xi, \zeta, t)=E_{\gamma}\left(-\frac{\pi^{2}}{2} t^{\gamma}\right) \cos \left(\frac{\pi}{2} \xi\right) \cos \left(\frac{\pi}{2} \zeta\right)
$$

and the source term is

$$
\mathcal{G}(\xi, \zeta, t)=E_{\gamma}\left(-\frac{\pi^{2}}{2} t^{\gamma}\right) \cos \left(\frac{\pi}{2} \xi\right) \cos \left(\frac{\pi}{2} \zeta\right)
$$

where $\varrho_{1,1}=\varrho_{3,1}=\varrho_{2}=0, \varrho_{6}=\varrho_{4}=\varrho_{5}=1,(\xi, \zeta) \in[-1,1]^{2}$, and the initial-boundary conditions are obtained from the analytical solution. $E_{\gamma}(t)=\sum_{n=0}^{\infty} \frac{t^{n}}{\Gamma(n \gamma+1)},(\gamma \in \mathbb{C}, \operatorname{Re}(\gamma)>0)$ is the Mittag Leffler function. The $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ errors of the proposed method for problem 4 by using various values of $m, m_{T}, m_{S}, \gamma$, and $t=1$ are presented in Tables 7 and 8 , respectively. The numerical solution of problem 4 is shown in Figure 28. Figure 29 presents a comparison of error norms $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained via the Stehfest's and the Talbot's methods versus $m_{S}$ and $m_{T}$ with $\gamma=0.7, m=30$, and $t=1$. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods versus $t$ with $\gamma=0.7, m_{S}=14, m_{T}=25$, and $m=30$ is shown in Figure 30. The comparison of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ using the Stehfest's and the Talbot's methods versus $\gamma$ with $m=30, m_{S}=14, m_{T}=25$, and $t=1$ is presented in Figure 31. The plot of $E r r_{2}$ using the Stehfest's and the Talbot's methods for $\gamma \in[0.5,1]$ and $t \in[0,1]$ with $m_{S}=14, m_{T}=25$, and $m=30$ is shown in Figure 32. In Figure 33, the plots of $E r r_{\infty}$ computed using the Stehfest's and the Talbot's methods with $\gamma \in[0.5,1], t \in[0,1], m_{S}=14, m_{T}=25$, and $m=30$ are shown. Similarly, Figure 34 shows the plot of $E r r_{r m s}$ obtained using the Stehfest's and the Talbot's methods with $\gamma \in[0.5,1], t \in[0,1], m_{S}=$ $14, m_{T}=25$, and $m=30$. The computational results undeniably demonstrate that Talbot's method is greater in precision than Stehfest's method.

Table 7. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Stehfest's method for problem 4.

|  | $m$ | $m_{S}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{\text {rms }}$ | CPU (sec.) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\gamma=0.5$ | 21 | 14 | $7.5454 \times 10^{-05}$ | $1.0208 \times 10^{-05}$ | $3.5930 \times 10^{-06}$ | 0.155965 |
|  | 24 |  | $8.7095 \times 10^{-05}$ | $1.0340 \times 10^{-05}$ | $3.6290 \times 10^{-06}$ | 0.263790 |
|  | 27 |  | $9.6493 \times 10^{-05}$ | $1.0212 \times 10^{-05}$ | $3.5738 \times 10^{-06}$ | 0.475612 |
|  | 30 | 08 | $3.3892 \times 10^{-05}$ | $3.2475 \times 10^{-06}$ | $1.1297 \times 10^{-06}$ | 0.433870 |
|  |  | 10 | $1.1589 \times 10^{-04}$ | $1.1104 \times 10^{-05}$ | $3.8630 \times 10^{-06}$ | 0.562005 |
| $\gamma=0.7$ | 21 | 14 | $8.2377 \times 10^{-06}$ | $1.7617 \times 10^{-06}$ | $3.6754 \times 10^{-06}$ | 0.658822 |
|  | 24 |  | $7.5928 \times 10^{-06}$ | $1.5342 \times 10^{-06}$ | $3.1637 \times 10^{-07}$ | 0.156614 |
|  | 27 |  | $1.4674 \times 10^{-05}$ | $3.3973 \times 10^{-06}$ | $5.4349 \times 10^{-07}$ | 0.263522 |
|  | 30 | 08 | $2.2064 \times 10^{-04}$ | $2.1141 \times 10^{-05}$ | $7.3547 \times 10^{-06}$ | 0.428611 |
|  |  | 10 | $2.3103 \times 10^{-04}$ | $2.2138 \times 10^{-05}$ | $7.7011 \times 10^{-06}$ | 0.567407 |
|  |  | 12 | $3.1044 \times 10^{-05}$ | $2.9706 \times 10^{-06}$ | $1.0348 \times 10^{-06}$ | 0.623242 |
| $\gamma=0.9$ | 21 | 14 | $9.4376 \times 10^{-05}$ | $1.2762 \times 10^{-05}$ | $4.4941 \times 10^{-06}$ | 0.160795 |
|  | 24 |  | $1.0828 \times 10^{-04}$ | $1.2942 \times 10^{-05}$ | $4.5116 \times 10^{-06}$ | 0.288674 |
|  | 27 |  | $1.2360 \times 10^{-04}$ | $1.2863 \times 10^{-05}$ | $4.5779 \times 10^{-06}$ | 0.424751 |
|  | 30 | 08 | $1.2649 \times 10^{-03}$ | $1.2120 \times 10^{-04}$ | $4.2162 \times 10^{-05}$ | 0.462303 |
|  |  | 10 | $1.8471 \times 10^{-03}$ | $1.7699 \times 10^{-04}$ | $6.1570 \times 10^{-05}$ | 0.521154 |
|  |  | 12 | $6.5184 \times 10^{-04}$ | $6.2457 \times 10^{-05}$ | $2.1728 \times 10^{-05}$ | 0.645028 |

Table 8. The $E r r_{2}, E r r_{\infty}, E r r_{r m s}$ computed by Talbot's method for problem 4.

|  | $m$ | $m_{T}$ | Err $_{2}$ | Err $_{\infty}$ | Err $_{r m s}$ | CPU (sec.) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\gamma=0.5$ | 21 | 30 | $7.5633 \times 10^{-05}$ | $1.0211 \times 10^{-05}$ | $3.6016 \times 10^{-06}$ | 0.565917 |
|  | 25 |  | $9.0040 \times 10^{-05}$ | $1.0253 \times 10^{-05}$ | $3.6016 \times 10^{-06}$ | 1.337206 |
|  | 29 |  | $1.0445 \times 10^{-04}$ | $1.0278 \times 10^{-05}$ | $3.6016 \times 10^{-06}$ | 2.600535 |
|  | 30 | 10 | $1.0893 \times 10^{-04}$ | $1.0438 \times 10^{-05}$ | $3.6311 \times 10^{-06}$ | 1.103470 |
|  |  | 12 | $1.0800 \times 10^{-04}$ | $1.0348 \times 10^{-05}$ | $3.6000 \times 10^{-06}$ | 1.386152 |
|  |  | 14 | $1.0804 \times 10^{-04}$ | $1.0353 \times 10^{-05}$ | $3.6015 \times 10^{-06}$ | 1.538342 |
| $\gamma=0.7$ | 21 | 30 | $3.2260 \times 10^{-11}$ | $4.3311 \times 10^{-12}$ | $1.5362 \times 10^{-12}$ | 0.598598 |
|  | 25 |  | $3.8574 \times 10^{-11}$ | $4.3535 \times 10^{-12}$ | $1.5430 \times 10^{-12}$ | 1.348554 |
|  | 29 |  | $4.3999 \times 10^{-11}$ | $4.2745 \times 10^{-12}$ | $1.5172 \times 10^{-12}$ | 2.666525 |
|  | 30 | 12 | $7.2355 \times 10^{-08}$ | $6.9329 \times 10^{-09}$ | $2.4118 \times 10^{-09}$ | 1.266167 |
|  |  | 16 | $2.8863 \times 10^{-10}$ | $2.7649 \times 10^{-11}$ | $9.6211 \times 10^{-12}$ | 1.678309 |
| $\gamma=0.9$ | 21 | 30 | $5.4576 \times 10^{-12}$ | $1.7432 \times 10^{-12}$ | $2.5989 \times 10^{-13}$ | 0.579733 |
|  | 25 |  | $6.9966 \times 10^{-12}$ | $1.5988 \times 10^{-12}$ | $2.7987 \times 10^{-13}$ | 1.395903 |
|  | 29 |  | $1.3880 \times 10^{-11}$ | $4.5894 \times 10^{-12}$ | $4.7862 \times 10^{-13}$ | 2.534978 |
|  | 30 | 12 | $8.2775 \times 10^{-08}$ | $7.9314 \times 10^{-09}$ | $2.7592 \times 10^{-09}$ | 1.266089 |
|  | 16 | $3.3689 \times 10^{-10}$ | $3.2289 \times 10^{-11}$ | $1.1230 \times 10^{-11}$ | 1.622688 |  |
|  |  | 20 | $3.5520 \times 10^{-12}$ | $8.5037 \times 10^{-13}$ | $1.1840 \times 10^{-13}$ | 1.994124 |



Figure 28. Numerical solution of problem 4 obtained by proposed scheme.


Figure 29. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $m_{S}$ and for $\gamma=0.7, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $m_{T}$ for $\gamma=0.7, t=1$, and $m=30$. It can be seen that the observed errors are in good agreement with theoretical error.


Figure 30. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Stehfest's method versus $t$ for $\gamma=0.7, m_{S}=14$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ obtained by Talbot's method versus $t$ for $\gamma=0.7, m_{T}=25$, and $m=30$.


Figure 31. (a) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Stehfest's method for $m_{S}=14, t=1$, and $m=30$. (b) Plots of $E r r_{2}, E r r_{\infty}$, and $E r r_{r m s}$ versus $\gamma$ obtained by Talbot's method for $m_{T}=25, t=1$, and $m=30$.


Figure 32. (a) Plot of $E r r_{2}$ versus $\gamma$ and $t$ obtained by Stehfest's method for $m_{S}=14$, and $m=30$. (b) Plot of $E r r_{2}$ versus $\gamma$ and $t$ obtained by Talbot's method for $m_{T}=25$, and $m=30$.


Figure 33. (a) Plot of $E r r_{\infty}$ versus $\gamma$ and $t$ obtained by Stehfest's method for $m_{S}=14$, and $m=30$. (b) Plot of $E r r_{\infty}$ versus $\gamma$ and $t$ obtained by Talbot's method for $m_{T}=25$, and $m=30$.


Figure 34. (a) Plot of $E r r_{r m s}$ versus $\gamma$ and $t$ obtained by Stehfest's method for $m_{S}=14$, and $m=30$. (b) Plot of $E r r_{r m s}$ versus $\gamma$ and $t$ obtained by Talbot's method for $m_{T}=25$, and $m=30$.

## 3. Conclusion

In the current work, we have developed an efficient and stable numerical method, which combines the numerical Laplace transform method in time with the pseudospectral method in space for the numerical solution of the two-dimensional time fractional multi-term mixed sub-diffusion and diffusion-wave equation. The proposed method offers an excellent approach to the solution process of
the considered equation. In our technique, first, the Laplace transform was employed, which reduced the problem into an elliptic problem in the Laplace transform domain, then the pseudospectral method was utilized to obtain the approximate solution to the transformed problem. Finally, the improved Talbot's method and the Stehfest's method were used to convert the obtained solution in Laplace transform domain back into time domain. The improved Talbot's method and the Stehfest's method provide a numerical inversion process that is accurate, stable, easy to implement, and does not suffer from stability issues which occur with finite difference time stepping methods. From the results presented in tables and figures, it can be observed that the Stehfest's method provides optimal results for $m_{S}<14$, and for $m_{S} \geq 14$, its accuracy decreases. Furthermore, the obtained numerical results clearly demonstrate that the Talbot's method is considerably more precise than the Stehfest's method.
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