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Abstract: Fractional regime-switching option models have recently attracted much attention because
they can capture the sudden state movement of the market, and deal with the non-stationary behavior.
A second-order numerical scheme is proposed to solve the regime-switching option pricing models
with fractional derivatives in space. The sufficient conditions of the stability and convergence of the
proposed scheme are studied in details. An alternating direction implicit (ADI) method is implemented
to accelerate the computation in every time layer. Numerical experiments are presented to verify the
convergence and efficiency of the proposed method, compared with classical Krylov subspace solvers.
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1. Introduction

Assuming that the underlying asset process follows a geometric Brownian motion, the
Black-Scholes model was firstly proposed in 1973, where the option value satisfies a partial difference
equation and depends only on the risk-free interest rate and the volatility of asset price [1]. In order to
fit the empirical facts of practical financial markets, more extended models were introduced and
studied, including jump-diffusion models [2, 3], stochastic volatility models [4], fractional differential
models [5–7] and regime-switching models [8].

The idea of switching regimes is prevalently applied in order to allow Lévy processes to switch in
a finite state space by a Markov chain. In option pricing models, the parameters, such as interest rate,
drift and volatility, are allowed to take diverse values in a finite number of regimes [9]. For instance,
the option models based on exponential Lévy processes under switching regimes were proposed and
widely discussed to capture the sudden state movement from the bull market to bear market, and
deal with the non-stationary behavior [10–12]. Since the partial integro-differential equation (PIDE)
derived from the regime-switching exponential Lévy processes is difficult to be solved in closed form,
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it is essential to develop effective numerical methods.
Recently, numerical solution of fractional option models under switching regimes attract much

attention from the community of financial engineering. Cartea and del-Castillo-Negrete [13] proposed
a first-order shifted Grünwald difference formula for the option pricing models, including the finite
moment log stable (FMLS) model [6], CGMY model [7] and KoBoL model [5]. A first-order penalty
method for fractional regime-switching American option pricing models, was constructed in [14].
Further, an implicit-explicit preconditioned direct method was developed in [12] for fractional
regime-switching models which was of first order in spatial approximation.

In this paper, we consider a second-order numerical scheme for fractional regime-switching option
pricing models, based on the weighted and shifted Grünwald difference (WSGD) formula and Crank-
Nicolson scheme. Theoretical analysis on the stability and second-order convergence of the numerical
scheme is studied in detail. A second-order ADI method is proposed to accelerate the computation with
a preconditioned direct solver for the discrete linear system. Numerical experiments on both fractional
PDE and multi-regime FMLS and CGMY models are presented to show the convergence and efficiency
of the proposed approach.

The structure of this paper is organized as follows: A second-order numerical scheme for fractional
regime-switching option pricing models is presented in Section 2. Numerical analysis of stability and
the second-order convergence are shown in Section 3. In Section 4, we introduce the ADI method
with preconditioned direct solver for the discrete linear system. Numerical experiments in Section 5
demonstrated the convergence and efficiency of the proposed method. Finally, conclusions are drawn
in Section 6.

2. A second-order finite difference method

Under the risk-neutral measure, assume that the stock price S t follows a geometric Lévy process

d (ln S t) = (r − ν)dt + dLt,

where r is the risk-free rate, ν is a convexity adjustment and dLt is the increment of a Lévy process
under the equivalent martingale measure [15]. Below, we discuss the general fractional
regime-switching option model derivated by three particular Lévy processes: LS, CGMY and KoBoL,
see [13] for more details.

Let Vs(x, t) be the value of an European option in state s, the fractional regime-switching option
model is defined by

∂Vs(x, t)
∂t

+ cs,1
∂Vs(x, t)
∂x

+ cs,2Dξs,αs
+ Vs(x, t) + cs,3Dλs,αs

− Vs(x, t)

− dsVs(x, t) +
S̄∑

j=1

qs, jV j(x, t) = 0,
(2.1)

where x = ln S t, 1 < αs < 2, s = 1, 2, . . . , S̄ . The other parameters in Eq (2.1) depend on a certain state
of a Markov process in the finite set {1, 2, . . . , S̄ }. The constants qs, j represent the elements of the state
transition matrix of the Markov process, which satisfy the conditions

∑S̄
j=1 qs, j = 0 and qs, j ≥ 0,∀ j , s.

Networks and Heterogeneous Media Volume 18, Issue 2, 647–663.



649

The left and right Riemann-Liouville tempered fractional derivatives Dξs,αs
+ and Dλs,αs

− are defined
by

Dξs,αs
+ Vs(x, t) =

eξs x

Γ (2 − αs)
∂2

∂x2

∫ ∞

x

e−ξsζVs(ζ, t)
(ζ − x)αs−1 dζ,

Dλs,αs
− Vs(x, t) =

e−λs x

Γ (2 − αs)
∂2

∂x2

∫ x

−∞

eλsζVs(ζ, t)
(x − ζ)αs−1 dζ,

(2.2)

where Γ(·) is the Gamma function.
In the CGMY model, the parameters in the model (2.1) are given by

cs,1 = r −CΓ(αs)
[
(ξs − 1)αs − ξαs

s + (λs + 1)αs − λαs
s
]
,

cs,2 = cs,3 = CΓ(−αs), ds = r +CΓ(−αs)
(
ξαs

s + λ
αs
s
)
,

C > 0, λs ≥ 0, ξs ≥ 0.
(2.3)

The model (2.1) also covers FMLS and KoBoL models by different choices, and we refer the readers
to [16] for more details.

The terminal and boundary conditions for call options are given by

Vs(x,T ) = max {ex − K, 0} , xl ≤ x ≤ xr,

Vs(xl, t) = 0, 0 ≤ t < T,
Vs(xr, t) = exr − Ke−r(T−t), 0 ≤ t < T,

(2.4)

where K is the strike price.
Let N and M be the number of the uniform discrete points in the space and time direction,

respectively, and let h = (xr − xl) /(N + 1) and τ = T/M be the corresponding step length. Define
tm = mτ(m = 0, 1, 2, · · · ,M), xn = xl + nh(n = 0, 1, 2, · · · ,N + 1).

Assume that the function Vs(x, t) is continuously differentiable and ∂2Vs(x, t)/∂x2 is integrable in
the interval [0,T ) × [xl, xr], then for every α (0 < α < 2), the Riemann-Liouville derivative of Vs(x, t)
exists and coincides with the Grünwald-Letnikov type [17]. Hence, we can use the Grünwald difference
approaches to approximate the tempered fractional derivatives in Eq (2.2) to avoid the strong singularity
when ζ = x.

The first-order shifted Grünwald difference scheme [18] was first proposed to approximate the
fractional derivatives and used to solve the fractional option pricing models [12, 14]. Now we
consider the second-order weighted and shifted Grünwald difference scheme [19] in the discrete
process of Eq (2.1).

Based on the weighted and shifted Grünwald difference scheme, the fractional derivative can be
approximated by

Dξs,αs
+ Vs(xn, tm) =

1
hαs

N−n+2∑
k=0

ωαs
k e−ξs(k−1)hVs (xn+k−1, tm) + O

(
h2

)
,

Dλs,αs
− Vs(xn, tm) =

1
hαs

n+1∑
k=0

ωαs
k e−λs(k−1)hVs (xn−k+1, tm) + O

(
h2

)
,

(2.5)
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where 

ωαs
0 =
αs

2
gαs

0 , ω
αs
k =
αs

2
gαs

k +
2 − αs

2
gαs

k−1,

gαs
0 = 1, gαs

k =

(
1 −
αs + 1

k

)
gαs

k−1, k = 1, 2, · · · ,

∞∑
k=0

gαs
k = 0, gαs

1 = −αs < 0 gαs
2 > gαs

3 > . . . > 0,

ωαs
0 =
αs

2
, ωαs

1 =
2 − αs − α

2
s

2
< 0, ωαs

2 =
αs

(
α2

s + αs − 4
)

4
.

(2.6)

Denote Vm
s,n be the numerical solution at the discrete point (xn, tm) of regime s. Discretising the

convection term and the time term in Eq (2.1) by central differences, and the Crank-Nicolson scheme
respectively, and introducing the time-reverse transformation t∗ = T − t, dropping ∗ for simplicity, the
following fully discrete scheme is derived:

Vm+1
s,n − Vm

s,n

τ
=

1
2

cs,1

Vm+1
s,n+1 − Vm+1

s,n−1

2h
+

cs,2

hαs

N−n+2∑
k=0

ωαs
k e−ξs(k−1)hVm+1

s,n+k−1

+
cs,3

hαs

n+1∑
k=0

ωαs
k e−λs(k−1)hVm+1

s,n−k+1 − dsVm+1
s,n +

S̄∑
j=1

qs, jVm+1
j,n

+ cs,1

Vm
s,n+1 − Vm

s,n−1

2h
+

cs,2

hαs

N−n+2∑
k=0

ωαs
k e−ξs(k−1)hVm

s,n+k−1

+
cs,3

hαs

n+1∑
k=0

ωαs
k e−λs(k−1)hVm

s,n−k+1 − dsVm
s,n +

S̄∑
j=1

qs, jVm
j,n

 ,
n = 1, 2, . . . ,N, m = 0, 1, 2, . . . ,M − 1.

(2.7)

Denote Vm =
(
Vm

1,1,V
m
1,2, . . . ,V

m
1,N ,V

m
2,1, . . . ,V

m
2,N , . . . ,V

m
S̄ ,N

)T
, Q =

[
qs, j

]S̄

s, j=1
and pm+ 1

2 = 1
2τ(pm+1 +

pm), where
pm = (pm

1 , p
m
2 , . . . , p

m
S̄ )T ,

pm
s =

cs,1

2h
pm

s,1 +
cs,2

hαs
pm

s,2 +
cs,3

hαs
pm

s,3,

pm
s,1 = (−Vm

s,0, 0, . . . , 0,V
m
s,N+1)T ,

pm
s,2 = (ωαs

0 eξshVm
s,0 + ω

αs
N+1e−ξsNhVm

s,N+1, . . . , ω
αs
2 e−ξshVm

s,N+1)T ,

pm
s,2 = (ωαs

2 e−λshVm
s,0, . . . , ω

αs
N+1e−λsNhVm

s,0 + ω
αs
0 eλshVm

s,N+1)T .

The matrix form of the numerical scheme (2.7) can be written as:(
IS̄ N −

1
2
τ(MB + Q ⊗ IN)

)
Vm+1 =

(
IS̄ N +

1
2
τ(MB + Q ⊗ IN)

)
Vm + pm+ 1

2 , (2.8)

where
MB = diag (T1,T2, . . . ,TS̄ ) , Ts =

cs,1

2h J + cs,2

hαs Ws +
cs,3

hαs Gs − dsIN , (2.9)
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with
J = tridiag(−1, 0, 1),

Ws =



ωαs
1 ωαs

2 e−ξsh · · · ωαs
N−1e−ξs(N−2)h ωαs

N e−ξs(N−1)h

ωαs
0 eξsh ωαs

1 ωαs
2 e−ξsh . . . ωαs

N−1e−ξs(N−2)h

0 . . .
. . .

. . .
...

...
. . . ωαs

0 eξsh ωαs
1 ωαs

2 e−ξsh

0 · · · 0 ωαs
0 eξsh ωαs

1


,

Gs =



ωαs
1 ωαs

0 eλsh 0 · · · 0

ωαs
2 e−λsh ωαs

1 ωαs
0 eλsh . . .

...
...

. . .
. . .

. . . 0

ωαs
N−1e−λs(N−2)h . . . ωαs

2 e−λsh ωαs
1 ωαs

0 eλsh

ωαs
N e−λs(N−1)h ωαs

N−1e−λs(N−2)h · · · ωαs
2 e−λsh ωαs

1


.

3. Stability and convergence of the numerical scheme

In this section, the stability and convergence of the numerical scheme (2.8) are established.
A matrix is called positive definite if, and only, if its symmetric part is positive definite, that is, all

the eigenvalues are positive.

Lemma 3.1. (Gerschgorin Disk Theorem) Suppose A =
[
ai j

]
∈ Cn×n, let

Gi(A) =

z ∈ C : |z − aii| ⩽
∑
j,i

∣∣∣ai j

∣∣∣ , i = 1, . . . , n,

then
λ(A) ⊂ G1(A) ∪G2(A) ∪ · · · ∪Gn(A).

Theorem 3.1. (Stability) Assume that 1 < αs < 2 and set

ηs(x) := (αsehx + 2 − αs)(1 − e−hx)αs . (3.1)

If
cs,2

2hαs
ηs(ξs) +

cs,3

2hαs
ηs(λs) ≤ ds −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 , (3.2)

for all s = 1, 2, . . . , S̄ , then the discretisation scheme (2.8) is stable.

Proof. Denote B = −MB − Q ⊗ IN and consider the matrix

Z =
(
I +

1
2
τB

)−1 (
I −

1
2
τB

)
.

In order to show the stability of the scheme (2.8), it suffices to prove that the eigenvalues λZ of the
matrix Z satisfy the estimate |λZ | < 1. Or equivalently, that the eigenvalues λB of matrix B satisfy the
estimate ∣∣∣∣∣1 − 1/2τλB

1 + 1/2τλB

∣∣∣∣∣ < 1. (3.3)
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The inequality (3.3) means that any λB has a positive real part ℜ(λB). Therefore, the numerical
scheme (2.8) is stable if the matrix B is positive definite, i.e., its symmetric part B is positive definite.
Consider the symmetric Toeplitz matrix

Ts = −
cs,2

2hαs
(Ws +WT

s ) −
cs,3

2hαs
(Gs +GT

s ) + dsIN ,

and block diagonal Toeplitz matrix

T = diag (T1,T2, . . . ,TS̄ ) ,

thus,

B = T −
Q + QT

2
⊗ IN .

Note that cs,2, cs,3 and ds are nonnegative, we have

[B]l,l = −
(cs,2 + cs,3)ωαs

1

hαs
+ ds − qs,s > 0,

where 1 + (s − 1)N ≤ l ≤ sN, s = 1, 2, . . . , S̄ .
Therefore, if the matrix B is strictly row diagonally dominant, then it is positive definite by Lemma

3.1, which means B satisfies the condition

[B]l,l >

S̄ N∑
k=1,k,l

∣∣∣[B]l,k

∣∣∣ (3.4)

for 1 + (s − 1)N ≤ l ≤ sN where s = 1, 2, . . . , S̄ .
It is clear that the lth and the (1+ (2s− 1)N − l)th rows are the same. Without loss of generality, we

choose 1 + (s − 1)N ≤ l ≤ (s − 1)N + ⌈N
2 ⌉, then

S̄ N∑
k=1,k,l

∣∣∣[B]l,k

∣∣∣ = cs,2

2hαs

(
2(ωαs

0 eξsh + ωαs
2 e−ξsh + · · · + ωαs

ℓ e−ξs(ℓ−1)h)

+ωαs
ℓ+1e−ξsℓh + · · · + ωαs

N e−ξs(N−1)h
)

+
cs,3

2hαs

(
2(ωαs

0 eλsh + ωαs
2 e−λsh + · · · + ωαs

ℓ e−λs(ℓ−1)h)

+ωαs
ℓ+1e−λsℓh + · · · + ωαs

N e−λs(N−1)h
)
+

S̄∑
k=1,k,s

qs,k + qk,s

2
,

where ℓ = l − (s − 1)N. By rearranging the sequence {gαs
k } from {ωαs

k } and according to the properties
in Eq (2.6), we have

2(ωαs
0 eξsh + ωαs

2 e−ξsh + · · · + ωαs
ℓ e−ξs(ℓ−1)h) + ωαs

ℓ+1e−ξsℓh + · · · + ωαs
N e−ξs(N−1)h

=2
ℓ∑

k=0

ωαs
k eξs(1−k)h +

N∑
k=ℓ+1

ωαs
k eξs(1−k)h − 2ωαs

1

<(αseξsh + 2 − αs)(1 − e−ξsh)αs − 2ωαs
1 ,
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and
2(ωαs

0 eλsh + ωαs
2 e−λsh + · · · + ωαs

ℓ e−λs(ℓ−1)h) + ωαs
ℓ+1e−λsℓh + · · · + ωαs

N e−λs(N−1)h

<(αseλsh + 2 − αs)(1 − e−λsh)αs − 2ωαs
1 .

Thus, the condition (3.4) becomes

−
(cs,2 + cs,3)ωαs

1

hαs
+ ds − qs,s ≥

cs,2

2hαs
(αseξsh + 2 − αs)(1 − e−ξsh)αs −

cs,2

hαs
ωαs

1

+
cs,3

2hαs
(αseλsh + 2 − αs)(1 − e−λsh)αs −

cs,3

hαs
ωαs

1

−
qs,s

2
+

1
2

S̄∑
k=1,k,s

qk,s,

which can be written as

cs,2

2hαs
ηs(ξs) +

cs,3

2hαs
ηs(λs) ≤ ds −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 ,
where ηs(x) is defined in Eq (3.1). □

It is similar that the stability condition in Theorem 3.1 from [16] is given by

cs,2ηs(ξs)
hαs(1 + eαs(λs−ξs)h)

+
cs,3ηs(λs)

hαs(1 + eαs(ξs−λs)h)
≤ ds −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 . (3.5)

Consider the specific parameters of the CGMY model from Eq (2.3), the stability condition (3.2)
can be rewritten as

CΓ(−αs)
(
ηs(ξs) + ηs(λs)

2hαs
− ξαs

s − λ
αs
s

)
≤ r −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 ,
while condition (3.5) turns to

CΓ(−αs)
(

ηs(ξs)
hαs(1 + eαs(λs−ξs)h)

+
ηs(λs)

hαs(1 + eαs(ξs−λs)h)
− ξαs

s − λ
αs
s

)
≤ r −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 .
It is can be seen that the condition (3.2) allows a wider range of the parameters in Eq (2.1), which

can describe more state movement as the financial markets change.
Consider now the convergence of the scheme (2.8). Due to the non-smoothness of the initial and

boundary conditions in Eq (2.4), Eq (2.1) does not have a solution in the classical form. As a result,
we consider the generalized solution, which satisfies the fractional PDE almost everywhere in (0,T ) ×
(xl, xr). We define the viscosity solution of Eq (2.1) similar as Definition 2.4 in [20].

Theorem 3.2. (Convergence) Let Vm
∗ be the viscosity solution of Eq (2.1). The scheme (2.8) is of

second order convergence, i.e.,
∥Vm − Vm

∗ ∥ ≤ C0(h2 + τ2) (3.6)
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if the matrix B = −MB − Q ⊗ IN is positive definite, i.e.,

cs,2

2hαs
ηs(ξs) +

cs,3

2hαs
ηs(λs) ≤ ds −

1
2

qs,s +

S̄∑
k=1,k,s

qk,s

 ,
where the norm ∥v∥ =

√
h
∑S̄ N

i=0 v2
i and C0 is a positive constant.

Proof. The proof is similar as Theorem 3.2 in [16], and we omit the specific process here. □

4. The ADI method

In this section, the ADI method will be used to solve scheme (2.7). The ADI method proposed
by Peaceman and Rachford [21] in 1955 was widely used to solve two dimensional problems due to
its computational effectiveness. Recently, the ADI method was also applied to solve two-asset option
pricing problems under fractional models [22, 23].

Denote

∆sVm
s,n =

S̄∑
j=1

qs, jVm
j,n

and

∆s
xV

m
s,n = cs,1

Vm
s,n+1 − Vm

s,n−1

2h
+

cs,2

hαs

N−n+2∑
k=0

ωαs
k e−ξs(k−1)hVm

s,n+k−1

+
cs,3

hαs

n+1∑
k=0

ωαs
k e−λs(k−1)hVm

s,n−k+1 − dsVm
s,n,

From Eq (2.7), it is easy to show(
1 −
τ

2
∆s

x

) (
1 −
τ

2
∆s

)
Vm+1

s,n =

(
1 +
τ

2
∆s

x

) (
1 +
τ

2
∆s

)
Vm

s,n + R, (4.1)

where

R =
τ2

4
∆s

x∆s

(
Vm+1

s,n − Vm
s,n

)
. (4.2)

When the time step τ > 0 is sufficiently small, we omit the term R and define the following ADI scheme
similar to that of the Peaceman–Rachford type [21]:(

1 −
τ

2
∆s

x

)
V̂s,n =

(
1 +
τ

2
∆s

)
Vm

s,n, (4.3)(
1 −
τ

2
∆s

)
Vm+1

s,n =

(
1 +
τ

2
∆s

x

)
V̂s,n. (4.4)

The following theorem illustrates the convergence order of the ADI scheme (4.3) and (4.4).

Theorem 4.1. Assume that the exact solution of the fractional PDE in Eq (2.1) is unique, and its partial
derivatives are inL1(R) and vanish outside [0,T )× [xl, xr]. The ADI discretization for Eq (2.1) defined
in Eqs (4.3) and (4.4) is also of second order convergence O(h2 + τ2).
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Proof. From Theorem 3.2 ,we have proved that the Crank–Nicolson method has convergence of order
O(h2 + τ2). In the ADI scheme, compared to the Crank–Nicolson scheme (2.7), the scheme (4.3) and
(4.4) incurs an additional perturbation error R defined in Eq (4.2).

Since

R =
τ2

4
∆s

x∆s

(
Vm+1

s,n − Vm
s,n

)
=
τ3

4
∆s

x∆s

(
∂Vs

∂t

∣∣∣∣∣
(xn,tm)

+ O(τ)
)

=
τ3

4
∆s

(
Ls
∂Vs

∂t

∣∣∣∣∣
(xn,tm)

+ O(h2 + τ)
)
,

where
LsVs = cs,1

∂Vs

∂x
+ cs,2Dξs,αs

+ Vs + cs,3Dλs,αs
− Vs − dsVs.

When τ is sufficiently small, the perturbation error R is a higher-order term than the other terms in
Eq (4.1). Therefore, the convergence order of the ADI scheme (4.3) and (4.4) is O(h2 + τ2). □

In order to solve the ADI scheme (4.3)-(4.4), we need to define boundary conditions for V̂s,n, which
is accomplished by subtracting Eq (4.4) from Eq (4.3)

2V̂s,n =

(
1 +
τ

2
∆s

)
Vm

s,n +

(
1 −
τ

2
∆s

)
Vm+1

s,n . (4.5)

The corresponding algorithm is implemented as follows:

Algorithm 1 ADI method for scheme (4.3), (4.4)

1: Initialize V0
s,n for s = 1, 2, . . . , S̄ and n = 1, 2, . . . ,N using the payoff function.

2: for m = 0, 1, 2, . . . ,M − 1, do
3: For s = 1, 2, . . . , S̄ , solve the following system for V̂s,∗ =

(
V̂s,1, V̂s,2, . . . , V̂s,N

)T
.

(
IN −

τ

2
Ts

)
V̂s,∗ = Vm

s,∗ +
τ

2

S̄∑
j=1

qs, jVm
j,∗ +
τ

2
p̂s, (4.6)

where Ts is defined in Eq (2.9) , Vn
s,∗ =

(
Vm

s,1,V
m
s,2, . . . ,V

m
s,N

)T
,p̂s =

cs,1

2h p̂s,1 +
cs,2

hαs p̂s,2 +
cs,3

hαs p̂s,3, with

p̂s,1 = (−V̂s,0, 0, . . . , 0, V̂s,N+1)T ,

p̂s,2 = (ωαs
0 eξshV̂m

s,0 + ω
αs
N+1e−ξsNhV̂m

s,N+1, . . . , ω
αs
2 e−ξshV̂s,N+1)T ,

p̂s,2 = (ωαs
2 e−λshV̂s,0, . . . , ω

αs
N+1e−λsNhV̂s,0 + ω

αs
0 eλshV̂s,N+1)T .

4: For n = 1, 2, . . . ,N, solve the following system for Vm+1
∗,n =

(
Vm+1

1,n ,V
m+1
2,n , . . . ,V

m+1
S̄ ,n

)T
.(

IS̄ −
τ

2
Q
)

Vm+1
∗,n =

(
1 +
τ

2
∆s

x

)
V̂∗,n, (4.7)

where Vm+1
∗,n =

(
Vm+1
∗,n ,V

m+1
∗,n , . . . ,V

m+1
∗,n

)T
.

5: end for
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In Algorithm 1, denote T̃s = IN −
τ
2Ts to be the coefficient matrix of the linear system (4.6), which

has Toeplitz structure. Using the preconditioned direct method proposed in [12, 24], the computation
process of solving the linear equations with coefficient matrix T̃s can be accelerated by fast Fourier
transformations (FFT). The total computation cost to solve Eq (4.6) for each s = 1, 2, . . . , S̄ is
O(N log N).

Since the order of the matrix Q represents the number of the regime-switching states, which is far
less than N, the linear system (4.7) can be quickly solved.

For more modern ADI approaches, we refer the readers to [25, 26], which will be our future work
to study them under fractional option pricing problems.

5. Numerical experiments

In this section, numerical experiments on the fractional PDE, with known exact solution and
European call options under multi-regime FMLS and CGMY models, are presented to show the
convergence and efficiency of the proposed ADI approach.

Compared with the ADI method, GMRES and BiCGSTAB are used to solve the linear equation on
every temporal layer, where the vector Vm−1 is taken as a initial guess and the iteration is terminated
when the residual r(k) satisfies ∥r(k)∥2/∥r(0)∥2 ≤ 10−7. All numerical experiments are carried out by
Matlab R2020a.

Example 5.1. Consider the following FPDE problem with source term:
∂Vs(x,t)
∂t −

∂Vs(x,t)
∂x − Dλs,αs

− Vs(x, t) −
S̄∑

j=1
qs, jV j(x, t) = fs(x, t),

Vs(0, t) = 0, 0 < t ≤ 1,
Vs(1, t) = e−t−λs , 0 < t ≤ 1,
Vs(x, 0) = e−λs xx2+αs , 0 ≤ x ≤ 1,

(5.1)

with

fs(x, t) = −e−t−λs x

(
Γ (3 + αs)
Γ(3)

x2 + (1 − λs)x2+αs + (2 + αs)x1+αs

)
−

S̄∑
j=1

qs, jV j(x, t),

where the exact solution is Vs(x, t) = e−t−λs xx2+αs .

The following two cases are considered as the settings in [12]:

(a) S̄ = 2, α = (1.9, 1.6), λ = (0.92, 1.20), Q =
(
−6 6
8 −8

)
.

(b) S̄ = 8, α = (1.6, 1.1, 1.9, 1.8, 1.8, 1.3, 1.6, 1.1), λ = (2.04, 4.1, 3.6, 4.85, 2.66, 1.63, 0.53, 3.06),

Q =



−25 1 10 5 2 2 2 3
4 −38 10 10 2 4 5 3
6 2 −39 4 10 5 5 7
5 2 8 −32 2 10 2 3
7 4 3 7 −38 2 6 9
7 2 5 6 6 −39 3 10
3 5 6 7 9 7 −45 8
5 4 10 7 7 4 6 −43


.
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Numerical solution Error
Figure 1. The numerical solution and error of case (a) in Example 5.1 when s = 1.

Numerical solution Error
Figure 2. The numerical solution and error of case (a) in Example 5.1 when s = 2.

In Figures 1,2, the surfaces of the numerical solution and error |V M − V M
∗ | of case (a) are presented

respectively, for s = 1, 2, when M = N = 1024.
Define the convergence order of the numerical scheme as

Orderm = log2
∥Vm−1 − Vm−1

∗ ∥

∥Vm − V∗m∥
,

where Vm
∗ is the exact solution on tm and ∥ · ∥-norm is defined in Theorem 3.2.

In Tables 1,2, the error and convergence order of Crank-Nicolson scheme and ADI scheme are
listed for case (a) and case (b), respectively. We use “D-ADI” to represent the ADI Algorithm 1 with
preconditioned direct method.
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From Tables 1,2, it is seen that both the Crank-Nicolson and ADI schemes have second-order
convergence. It is also observed that the convergence of the ADI scheme is more stable. Since the
order from Tables 1,2 represents the convergence on each regime, it can further verify the theoretical
analysis in Theorem 3.2.

Table 1. Error and convergence order of three numerical schemes for case (a) in Example
5.1.

GMRES BiCGSTAB D-ADI
Regime N = M ∥Vm − V∗m∥ Order ∥Vm − V∗m∥ Order ∥Vm − V∗m∥ Order

24 2.3967E-04 — 2.3967E-04 — 1.9205E-04 —
25 6.3382E-05 1.9189 6.3380E-05 1.9189 5.1484E-05 1.8993
26 1.6324E-05 1.9571 1.6322E-05 1.9572 1.3344E-05 1.9479

s = 1 27 4.1466E-06 1.9770 4.1434E-06 1.9779 3.3981E-06 1.9735
28 1.0494E-06 1.9824 1.0450E-06 1.9873 8.5744E-07 1.9866
29 2.6886E-07 1.9646 2.6360E-07 1.9871 2.1536E-07 1.9933
210 7.4745E-08 1.8468 6.7470E-08 1.9660 5.3965E-08 1.9967
24 2.6564E-04 — 2.6563E-04 — 3.2512E-04 —
25 6.9890E-05 1.9263 6.9886E-05 1.9264 8.4830E-05 1.9383
26 1.7969E-05 1.9596 1.7965E-05 1.9598 2.1702E-05 1.9667

s = 2 27 4.5625E-06 1.9776 4.5583E-06 1.9786 5.4916E-06 1.9826
28 1.1551E-06 1.9817 1.1500E-06 1.9869 1.3814E-06 1.9910
29 2.9661E-07 1.9614 2.9041E-07 1.9854 3.4645E-07 1.9955
210 8.3315E-08 1.8319 7.4617E-08 1.9605 8.6747E-08 1.9977

In Tables 3,4, the average of the iteration number (denoted by “IT”) and the total CPU time (in
seconds, denoted by “CPU”) of GMRES, BiCGSTAB and ADI methods are compared when the
number of discrete points N increases from 24 to 29 respectively.

From Tables 3,4, it is observed that both GMRES and BiCGSTAB require more iteration step than
ADI method, and so does the CPU time. By comparing the CPU time of the three methods, it is obvious
that the preconditioned direct ADI method is fast, and can significantly reduce the computation time.

Then, the proposed preconditioned direct ADI method is applied to deal with the multi-regime
European option pricing model in Example 5.3. The parameters in this example change in different
regimes, by which the sudden state movement and the non-stationary behavior of the market is
described.

In order to verify the convergence order for non-smooth payoff function as initial conditions in Eq
(2.4), we demonstrate the results of an option pricing problem in Example 5.2.

Example 5.2. Consider the multi-regime FMLS model for pricing European call option, where xl =

ln(0.1), xr = ln(100),K = 50, r = 0.05,T = 1. The regime-switching parameters are set as

S̄ = 2, α = (1.9, 1.6), σ = (0.25, 0.5), Q =
(
−6 6
8 −8

)
.

In Table 5, we list the error and convergence order of ADI scheme. The viscosity solution is
approximated by the numerical solution using a dense mesh with N = M = 213.
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Table 2. Error and convergence order of three numerical schemes for case (b) in Example
5.1.

GMRES BiCGSTAB D-ADI
Regime N = M ∥Vm − V∗m∥ Order ∥Vm − V∗m∥ Order ∥Vm − V∗m∥ Order

27 2.3244E-06 — 2.3236E-06 — 2.7531E-05 —
s = 1 28 5.8678E-07 1.9860 5.8543E-07 1.9888 6.8850E-06 1.9995

29 1.4837E-07 1.9836 1.4697E-07 1.9939 1.7221E-06 1.9993
27 2.6927E-06 — 2.6917E-06 — 3.7611E-05 —

s = 2 28 6.7564E-07 1.9947 6.7401E-07 1.9977 9.3779E-06 2.0038
29 1.7016E-07 1.9893 1.6848E-07 2.0002 2.3407E-06 2.0023
27 2.0421E-06 — 2.0412E-06 — 3.2462E-05 —

s = 3 28 5.1579E-07 1.9852 5.1445E-07 1.9883 8.1187E-06 1.9994
29 1.3055E-07 1.9822 1.2917E-07 1.9937 2.0306E-06 1.9993
27 2.2554E-06 — 2.2544E-06 — 4.1254E-05 —

s = 4 28 5.6974E-07 1.9850 5.6817E-07 1.9883 1.0316E-05 1.9996
29 1.4428E-07 1.9815 1.4266E-07 1.9937 2.5801E-06 1.9994
27 2.1676E-06 — 2.1668E-06 — 2.8966E-05 —

s = 5 28 5.4738E-07 1.9855 5.4605E-07 1.9885 7.2445E-06 1.9994
29 1.3848E-07 1.9829 1.3710E-07 1.9938 1.8120E-06 1.9993
27 2.6192E-06 — 2.6183E-06 — 3.0412E-05 —

s = 6 28 6.5989E-07 1.9888 6.5841E-07 1.9916 7.5967E-06 2.0012
29 1.6671E-07 1.9849 1.6517E-07 1.9951 1.8992E-06 2.0000
27 2.7223E-06 — 2.7214E-06 — 2.5136E-05 —

s = 7 28 6.8708E-07 1.9862 6.8567E-07 1.9888 6.2867E-06 1.9994
29 1.7361E-07 1.9846 1.7213E-07 1.9940 1.5725E-06 1.9992
27 2.6352E-06 — 2.6343E-06 — 3.4432E-05 —

s = 8 28 6.6171E-07 1.9937 6.6016E-07 1.9965 8.5878E-06 2.0034
29 1.6671E-07 1.9889 1.6510E-07 1.9995 2.1439E-06 2.0021

Table 3. Iteration numbers and CPU time of different solvers for case (a) in Example 5.1.

GMRES BiCGSTAB D-ADI
N = M IT CPU IT CPU CPU
24 47 0.0345 22.94 0.0059 0.0242
25 77 0.0539 40.47 0.0063 0.0368
26 119 0.1674 62.45 0.0321 0.1222
27 182 0.7743 84.90 0.2811 0.4580
28 307 5.2065 112.75 2.4813 2.0023
29 520 56.9593 156.25 28.1146 10.3205
210 886 922.9244 218.91 390.7879 57.3228
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Table 4. Iteration numbers and CPU time of different solvers for case (b) in Example 5.1.

GMRES BiCGSTAB D-ADI
N = M IT CPU IT CPU CPU
24 57 0.0410 27.63 0.0079 0.0329
25 91 0.0820 45.16 0.0173 0.0792
26 145 0.3451 72.38 0.1356 0.3364
27 218 2.1381 107.41 1.3419 1.2518
28 340 22.8717 151.21 15.3208 5.8594
29 591 345.5954 232.94 237.7708 32.4836

From Table 5, it is observed that the ADI scheme can keep the second-order convergence under
the non-smooth initial conditions. The convergence orders are not as steady as those in Example 5.1
perhaps because of the discontinuity at the strike price K, which can be improved by the Padé schemes
proposed in [27].

Table 5. Error and convergence order of the ADI scheme in Example 5.2.

Regime N = M ∥Vm − V∗m∥ Order ∥Vm − V∗m∥∞ Order
27 1.1242E-02 — 1.3525E-02 —
28 2.1656E-03 2.3760 2.4681E-03 2.4542

s = 1 29 5.2820E-04 2.0356 6.6201E-04 1.8985
210 1.4432E-04 1.8719 1.5758E-04 2.0708
211 3.0417E-05 2.2463 4.2304E-05 1.8972
27 1.1462E-02 — 1.3801E-02 —
28 2.2038E-03 2.3788 2.4871E-03 2.4722

s = 2 29 5.3432E-04 2.0442 6.5044E-04 1.9350
210 1.4726E-04 1.8593 1.7085E-04 1.9287
211 3.0424E-05 2.2751 4.1473E-05 2.0425

Example 5.3. Consider the multi-regime CGMY model for pricing European call option where xl =

ln(0.1), xr = ln(200),K = 60, r = 0.05,T = 1,C = 0.1.
Consider the following two cases:

(a) S̄ = 4, α = (1.5, 1.7, 1.3, 1.8), σ = (0.25, 0.5, 0.75, 0.5), ξ = (2, 1, 5, 1), λ = (1, 3, 2, 4),

Q =


−12 2 4 6

8 −20 10 2
5 4 −10 1
2 4 8 −14

 .

(b) S̄ = 6, α = (1.5, 1.2, 1.7, 1.3, 1.6, 1.8), σ = (0.25, 0.5, 0.3, 0.75, 0.5, 0.2), ξ = (1, 2, 1, 2, 3, 3),
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λ = (3, 4, 3, 1, 2, 2),

Q =



−13 2 4 1 2 4
3 −20 8 3 4 2
2 1 −10 2 4 1
2 4 2 −16 1 7
1 1 3 1 −7 1
4 4 1 1 2 −12


.

The option values of four regimes and six regimes are depicted, respectively, in Figure 3 when
M = N = 512, where the blue dashed line represents the payoff of the European call option and the
other colored lines represent the option prices with different regimes at the value date.

(a) Four regimes European call option (b) Six regimes European call option
Figure 3. The value of European call option under the multi-regime CGMY model and
payoff function in Example 5.3.

6. Conclusions

In this paper, a second-order finite difference method is proposed to discretise a class of fractional
regime-switching option pricing models. In addition, the sufficient conditions of stability and
convergence of the numerical scheme are studied in detail. The ADI scheme with preconditioned
direct method is considered to deal with the multi-regime structure to accelerate the computation.
Numerical experiments verify the theoretical convergence order and show the efficacy of the proposed
method.
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