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ABSTRACT. We study the Vlasov-Poisson-Fokker-Planck (VPFP) system with
uncertainty and multiple scales. Here the uncertainty, modeled by multi-
dimensional random variables, enters the system through the initial data, while
the multiple scales lead the system to its high-field or parabolic regimes. We
obtain a sharp decay rate of the solution to the global Maxwellian, which re-
veals that the VPFP system is decreasingly sensitive to the initial perturbation
as the Knudsen number goes to zero. The sharp regularity estimates in terms
of the Knudsen number lead to the stability of the generalized Polynomial
Chaos stochastic Galerkin (gPC-SG) method. Based on the smoothness of the
solution in the random space and the stability of the numerical method, we
conclude the gPC-SG method has spectral accuracy uniform in the Knudsen
number.

1. Introduction. In this paper, we are interested in the Vlasov-Poisson-Fokker-
Planck (VPFP) system with multi-dimensional random inputs. The VPFP system
describes the Brownian motion of a large system of particles in a surrounding bath,
with a wide range of applications in plasma physics [4]. The physical system usu-
ally contains uncertainty, which can not be precisely described by deterministic
partial differential equations. In this paper, we will mainly focus on the system
with random initial input due to measurement errors or random impurity of the
environment, and study how the randomness will affect the physical system. The
uncertainty is modeled by multi-dimensional independent random variables with
given probability density functions. We first study how the random initial data
propagate in time, as well as the long-time behavior of the solution. We also study
the stability and the convergence rate of the numerical method to the VPFP system
with uncertainty, specifically, the generalized Polynomial Chaos stochastic Galerkin
(gPC-SG) method. Both problems need an understanding of the regularity of the
solution in the random space.
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There are plenty of developments regarding the solution of elliptic or parabolic
equations with uncertainty [2, 5, 6], while the regularity of the solution in the
random space to kinetic equations has seldom studied until recently [9, 15, 13,
16, 19, 17]. Kinetic equations give a uniform description of both mesoscopic and
macroscopic physical quantities in terms of the Knudsen number e. When € — 0, the
microscopic kinetic model approaches to the macroscopic hydrodynamic models[3].
Numerical and analytical difficulties increase when € is small. In the numerical
aspect, one efficient multiscale paradigm is the Asymptotic-Preserving schemes,
which mimic the asymptotic transitions from kinetic equations to their diffusion
or hydrodynamic limits in the numerically discrete space [12]. [14] extended this
concept to random kinetic equations by stochastic Asymptotic-Preserving (sAP)
methods. [13] gives the first result of uniform-in-e regularity in the random space
for linear transport equation, [15] gives the first result on uniform regularity for a
nonlinear system, the Vlasov-Poisson-Fokker-Planck system. There are also some
other uniform regularity results, we mention some of them here [16, 22, 10, 17, 19,
17].

Depending on different scales, the VPFP system possesses two distinguished as-
ymptotic limits, the high field limit, and the parabolic limit [1]. For the determinis-
tic VPFP system without scaling parameters, [8, 18, 20] studied the convergence of
the weak solution to its asymptotic limits, while [11] gave regularity results for clas-
sical solution near the global Maxwellian. For the VPFP system with uncertainty
and scaling parameters, [15] get an exponential decay of the perturbative solution
independent of the small parameter € under some mild initial condition, which leads
to a uniform regularity of the solution in the random space for both high field and
parabolic limits.

This paper studies the same VPFP system as [15], but in more physically inter-
esting setup. Space and velocity variables are in R?, and the random variable is
d-dimensional. As to the long-time behavior, the first improvement compared to
[15] is a much sharper decay rate to the global Maxwellian under a more general
condition on initial data. The upper bound for the decay of the random perturba-
tive solution near the global Maxwellian in a suitable Sobolev norm is O (e‘t/ 5) in
[15], which is improved to O (e*t/elﬂ), where a = 1 for parabolic regime and a = 0
for high field regime, under the condition that the initial perturbation is smaller
than O (6_(“‘“)). This implies that for both regimes, as € goes to 0, The range
of the initial perturbation that will decay exponentially becomes larger. While in
[15], only small random perturbation will decay exponentially in high field regime.
Other than obtaining a sharp estimate when e is small, getting rid of the bad depen-
dency on large M in the initial condition for solutions in Sobolev norm H}M (Li,v)
is another improvement in this paper. [15] mentioned briefly about eliminating the
dependency on M for the one-dimensional case at Appendix, we generate it in detail
for multi-dimension. Why a sharp estimation on H/ (Li’v) in terms of small € and
large M is not trivial and how we overcome the difficulties is stated in Section 2.3.

We treat the high field regime and the parabolic regime in a unified framework
in this paper. The regularity of the solution in the random space comes from
the study of the sensitivity of the perturbation near the global Maxwellian. With
carefully designed energy norms, we combine the microscopic energy estimate and
the macroscopic one to get the proper Lyapunov-type inequalities, which allows
us to obtain the uniform regularity in the random space in terms of the scaling
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parameter €. Under some mild conditions on the initial data, we find that the
solution will decay exponentially to the global Maxwellian in a rate independent
of e. Our results also reveal that the solution becomes less sensitive to the initial
random perturbation as € goes to 0, in which we call it decreasing sensitivity to the
initial perturbation. Moreover, we complete the proof of the spectral convergence
for the gPC-SG method. When approximating the numerical solution by the K-th
order polynomial chaos basis, the error of the approximation solution in H} is
O(K~M), which means that the gPC-SG method enjoys spectral accuracy.

This paper is organized as follows. In Sections 2 and 3, we study the analytic
solution of the VPFP system. In Sections 2.1 and 2.2, we introduce the VPFP
system with uncertainty we are interested in this paper and its perturbative solution
around the steady state. The main result Theorem 2.1 on the sensitivity of the
VPFP system under random perturbation is stated in Section 2.3. The difficulties
and the techniques in the proof of the sensitivity analysis are also included in Section
2.3. In the following Section 3, we give the complete proof of Theorem 2.1. In
Sections 4, 5, 6, we study the numerical method we use to approximate the solution
in the random space, that is, the gPC-SG method. We study the stability and
convergence rate of this method. In Section 4.1, we review the gPC-SG method
and apply it to the VPFP system. We give the main results Theorems 4.1 and 4.2
on the numerical method and the key techniques of the proof in Section 4.2. Finally,
we give the complete proof of Theorems 4.1 and 4.2 in Sections 5 and 6 respectively.

2. The Model and Asymptotic Preserving Scaling.

2.1. The VPFP system with uncertainty. Consider the Vlasov-Poisson-Fokker-
Planck (VPFP) System with initial random perturbation around the global Maxwe-
llian. The density distribution function f(¢,x,v,z) under the action of an self-
consistent electrical potential ¢(t,x,z) satisfies,

8tf+%v'vxf_%vx¢'vvf:i]:fv
~Ap=p—1, t>0,xcR3vecRzecl, CR?

(1)

with initial data
f(oa X,V, Z) = M + mho(x, v, Z).

Here the distribution function f(¢,x,v,z) depends on time ¢, position x, velocity
v and random variable z. The density function p(t,x,z) is defined as,

plt.x,z) = | fltx,v,z)dv.
R3

The collision operator F describes the Brownian motion of the particles,

rres. (o ()

where M is the global Maxwellian,

1 e
M(V)=——=e 2.
(2m)2
In the dimensionless system, ¢ represents the reciprocal of the scaled thermal
velocity, while € is the scaled thermal mean free path [20]. We will introduce two
different regimes for this system [1]. One is the high field regime, where § = 1.
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Another is the parabolic regime, where 6 = e. We will study the two different
scalings in a unified framework, where we assume,

=€ 0<a<l.

The random perturbation introduced by the initial data is characterized by a
d-dimensional random variable z € I, C R%. It is in a properly defined probability
space (X, A, P), whose event space is ¥ and is equipped with oc—algebra A and
probability measure P. Define 7(z) : I, — RT as the probability density function
of the random variable z(w),w € X. So one has a corresponding weighted L? space
in the measure of

di(z) = 7(z)dz.
We further define
(1}, = / |13 dxdvdp(z), or, = / I£]15 dxdpu(z) (2)
R3XxR3x I, R3XI,
according to the dependent variables of f and here ||H§ is the regular Euclidean
norm for vector function f; and (f, g) u 18 the corresponding inner product.

2.2. The perturbative solution. It is easy to check that the global Maxwellian
is a stationary solution to the VPFP system. We further introduce the perturbative
solution h(t, x, v, z), perturbative density o (t, x, v), perturbative flux u(¢, x, z), near
the the global Maxwellian,

h_fmfil\/l, a:/R3h\//\7dV, u:/RShvmdv. (3)

The perturbative solution h satisfies,
1 1 1 1
Oh+ v - Vach + VMV~ = Lh = V- (Vvh - Xh) L@
€9 € elta € 2
AX¢ = —0, (5)

where L is the so-called linearized Fokker-Planck operator,

Ch= Jiﬂvv - (MVV (\/%» . (6)

It is straightforward to see that multiplying 1,v to (4), then integrating it over v
gives

€00+ Vx-u=0, (7)
1 1 1 1
opu + E—GVXU + E—GVX . /v R vV M(1 —T)hdv + L + va(b

- _%vxaja. (8)

We call (4)-(5) the microscopic system, and (7)-(8) the macroscopic system.
Moreover we define the projection onto the null space of £, N'(£) = Span{v M}

B Ih := </ h\//\7dv> VM = oV M,

and one can check that,

2 2 2
112 = lloll2 + 11 — A2, .
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One important property of the linearized Fokker Planck operator L is its local
coercivity, which can be stated in the following Proposition.

Proposition 1. Define
Il = [ VGBI (L vl Raxy, )
R3xR3
then the linearized Fokker-Planck operator defined in (6) satisfies
f/hﬁh dxdv > \||(1—1)A|>. (10)

This is first introduced in [7], and [15] expanded it into the random space, and
specified that A = % in this case.

2.3. Main result on the sensitivity analysis. We are interested in studying
how the perturbation h evolves in time in terms of the following norm,

IOl = > loZRo);-
IBl1<M
Here 07 = 0710772 --- 03¢ for d-dimensional variables z and d-dimensional vector
a.

There are mainly two reasons why we are interested in this norm. The first is
that this norm indicates the sensitivity of the perturbation in the random space, so
we can understand how the initial randomness affects the system by studying the
evolution of this norm. Second, this norm reveals the regularity of the solution to
the VPFP system in the random space, which is important to prove the spectral
accuracy of the gPC-SG method introduced in Section 4.

However, how to get a sharp estimate of ||hHiI  in terms of small € and large M

is not trivial. First, we will explain why direct energy estimation on ||h||i couldn’t
give a sharp estimate in small € and how we obtain an estimate that is sharp in e
by designing a new Lyapunov functional. Later we will explain the issue with large
M.

We define ||H2 as the regular L? norm in x,v. If we do regular energy estimation
in x,v to (4), we will have

1 1 A 1
300 (1M1 + g 190l ) + 2 10~ IDRIE 5 2190l 2

where ||Vx®|| 2 comes from the Sobolev Embedding of || Vx| ;- for x € R3. First
notice that the regularity in x for Vx¢ is different on both sides. The RHS is two
order higher than the LHS. In order to balance the norm on both sides, we do
energy estimation on
2 a2
Il = 37 llozhl?,

lee| <3

and then we have

300 (Il + s 190l ) + 35 10 = 0By ) S £ 196l 10

50 (1Pl + =2 Vx| + o mpe2) S V@l 105z 22) -
(11)

From the above inequality, we find that the only dissipative term ||(1 — H)hleﬁI;’;(L?/)

from the linearized Fokker Planck operator can not balance the nonlinear term

IVsllgrs 1l s 2y = 1VxBllgs (||(1 — A Gsz2) + HHhHiI};(LE)) on the RHS.
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We need dissipation of HHthg = ||0||?{3 and HngzSHiﬂ to balance the nonlinear
term. So we design a new Lyapunov functional:

1 A 1
E(t,2) = IPllg + = IVxdllg + 1 | D (0 V) + o [Vdlliyy |- (12)
|| <3

The first two terms of the above functional also appears in (11), so it comes from
energy estimation of (4), while the third and fourth terms are obtained by multi-
plying V¢ to (8) and its corresponding derivatives. Therefore, the evolution of
this Lyapunov functional can be estimated by doing energy estimation on both the
microscopic equation (4) and the macroscopic equation (8). By involving the macro-
scopic equation, we can completely control the nonlinear term on the RHS of (11)
because the dissipative terms HUH?Q can be obtained by >, <5 (07 Vxo, 07 Vx9)

and ||Vx¢>||ils can be obtained from the last term on the LHS of (8). Combine this
two dissipative terms with ||(1 — H)h||?{3(L2) from (11), we can entirely control the

nonlinear term ||Vx@|| ;3 ||h||2H3( 12y and end up with the following inequality,
1 1 )
o€ + e 1ll s 22y + 2 IVl

1 1 2
<VE <€(1+a)/2 1/l 322y + REEmyo) |Vx¢|H§)
where , L ,
E(t,z) = |kl + = V<0l - (14)
Since . .
—elln]* - o IVxol* < (00,03 V) < e||h]* + = V<o,

€ defined in (12) is equivalent to E defined in (14). If one applies continuity argu-
ment to (13), as long as initially

1
E(0,z) <O (61_“1) )

then the perturbation will exponentially decay in time as follows,

E(t,z) <O (e—elia) E(0).

Integrating the above two equations over du(z) gives a sharp estimates in terms of
small € on ||h||i
Second issue is how to get a sharp estimate on ||h|| s in terms of large M. First

notice that integrating 3_ g < H(?EhHQ over du(z) directly gives an estimation on
||h||?{év,, so we only need to do estimation on - 5 ), H(’?Eh”z. However, a sharp

estimation on Z\BI<M Hﬁf}hHQ is not trivial. This is because if we take partial
derivative of order B8 with respect to z and do energy estimation, then the nonlinear
term Vyoph becomes

(@2(vxom,o2n) = Y- () (o8 1 00in o)
i<p

5([572]) Zﬁ 1029 x|z (1102 R11" + [[920][")
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Here for d-dimensional variable 3, i, the notations (?), 8] < M,i< 3, [3/2] repre-
sent

- (ﬂ> = (ﬂl) <62> (@d>, where (ﬂ> is the binomial coefliecient;
1 11 12 1d 1

d
- {|ﬂ§M}={ﬂzZﬁi§M}; (i<By={i:i; <B, for 1<j<d};

i=1

- [8/2] =1, where i; is the smallest integer larger or equal to /3;/2.

Since we need to do energy estimation on 92h for all |3| < M, we add up all the
nonlinear terms,

8 1<) B i B—ir |2 B 12
S @081 S 3 (1 40y) S 10k0oly (1020l + 08 ])

|BI<M |BI<M i<p

B 2
< max ( > BV, oPh
iBl<m \[B/2] ﬁgM” lizz |B|Z<:MH I

ﬁ B 2 B 2
< Vv M A a8hn|* | .
~|§|13’A2([ﬁ/21> #{18] < M} mng\ Vx|, mngH I

(15)
When one does energy estimation to another nonlinear term Vy¢d,h in the micro-
scopic equation and the nonlinear term —Vy¢o in the macroscopic equation, one
will have similar results. So the energy estimation on the corresponding Lyapunov
functional

1
5t = Y ([0l + 5 085l
|Bl<M

A 1 2
ol DR AT A Rl 1274 ¥l

4e
lee| <3
becomes
1 1 2
até’M’3+61ﬁ > HathHHg(La)‘L:z) > HZ?EVMHH&
|BI<M 1BI<M
J¢; 1
S s (0 ) VEBTEIVES | s 3 08l 10
|BI<M
1 PYav 2
tamam D N00Vxdlls | -
|B|<M
where )
EM3tz) = Y 070 — 5 D2 10790 s -
|BI<M 1BI<M

Applying the continuity argument to (16) implies that only if initially

, 8 Y’ h !
B0 =0 Lé“é‘%% (1572) #{'ﬁ'““] <0 () 07
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the random perturbation will exponentially decay in time. This assumption is not
reasonable because stronger assumption is required on smoother initial random
perturbation. Therefore, the estimate on ||h||qu is not sharp enough for large M.

We will overcome this difficulty by adding a weight to 9} h as follows,

2 q a
g = 35 5 %oz (18)
IBISM || <N
where gg is defined as,
s=(8]+1)?, forgq>d+1, (19)

here d is the dimension of random variable z. The weight gg is used to eliminate
— . . . 277
[#{|8] < M}]™", while the weight é is used to absorb {maX|5|§M ([ﬁ’%]) ]
To sum up, we obtain a sharp estimate in both small ¢ and large M on
2
Il = Y- > [[000h[l, for YN =3,M >0
IBISM |a|<N

by doing energy estimation in x,v on EMV,

£ = S (B (|8l + s 102Vl

IBl<M

A 1 2
o | Do (00w 0Vo) + o |07Vl || -

la| <N

then integrate the final result over du(z) to get Theorem 2.1.
Before we present the main theorem on the sensitivity analysis, we first introduce
some constants that will be used frequently later.

Notation. - Cs: For Vh € H2(L2), by Sobolev embedding

([

L <Cs ||hHH§(L3) ) (20)

for Vh € HZ(H2) with r the smallest constant strictly larger than , by Sobolev
embedding,

18z, < Cs bl - (21)

- A: For d—dimensional vector i,

Z 1—2 Z qi = 22dn(2q — d — 2), (22)

where ¢; is defined in (19). See Appendix A for the boundedness of the
constant A.
- CN:

81
= = : < ’
Cw = #{a = (a1,02, 05) |"‘|—N}Xa?ﬁ§<a<j> .
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Theorem 2.1. (Sensitivity under the initial perturbation) For VN > 3, M > 0, if
the initial energy satisfies

C
M,N 0
By 0) < 44 (24)
then the analytic solution (h,Vx®) decays in time as follows,
() gpnen < (M)2EEMN (0)e 517,
IV ()l < (M) (2E7"N (0)) 7. (25)

2
Here all the constants are independent of € and M, where Cy = (m> , &=
16442 "X Cg, A,Cn are defined in (10), (20), (22), (23) respectively.

Remark 1. This theorem implies two things about the VPFP system with uncer-
tainty.
1. The random perturbation around the steady state will exponentially decay. As
€ — 0, the VPFP system becomes less sensitive to the random perturbation.
2. The regularity of the solution to the VPFP system in the random space is
preserved. Furthermore, the regularity result is uniform in e.

3. Semnsitivity analysis for the solution with initial random perturbation.
In this section, we will prove Theorem 2.1. Theorem 2.1 is about the energy in
HM (HY(L%)), however, we will first prove the energy in HY (L2) for {02h} g/<
and then one just need to do another integral over p(z) to E}JLV[

For fixed z, we define the weighted energy as,

FAED S ol (2
|,8\<M|a|<N
2
ENTEY Hqﬁaaaﬁv 7
1BI<M |a|<N

where gg is defined in (19). Accordingly, we define the dissipation terms as,

2
DMN Z Z qﬁaa( —H)afh

|
IBISM || <N Al

DM Nz = S Y ‘gaav 920

IBI<M |a|<N

> Y [Baapv.s

IBI<M |a|<N

)
v

2

)

2

The main strategy is to do energy estimates on the following micro-macro systems.
By taking 92, |B| < M to (4) - (5) and (7) - (8), one has the micro-macro system,
8t65h+ 1v.Vv,08h+1 VvV M OBV — elia LIZh
=1 ZK[; ( )8ﬁ Vo - (V Oih — 3 ;h) (26)
xdjﬂ - _6z a;

and,
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0,020 + Vyx - 0%u = 0, (27)

1 1
0:0%u + 7vxafa + = Vs /v @ vV M(1 —)0Phdv

L (B osie oo

1] €] — G—i i
1+aa u+ a Vit = €i§<ﬁ<i>az Viodio (28)
- EM N

If one does energy estimates on (26), one obtains estimates on E,ZLM’N + 51 ~
as in Lemma 3.4, and further by doing estimates on (28), one obtains estlmates on
GM:N a5 in Lemma 3.5, where

1
= > > ( ) aaaﬂu,agafvx¢>+§E%g. (29)
|1B|<M || <N €

Combine the two energy estimates in Lemma 3.4 and 3.5 in a proper way, one can
obtain a Lyapunov-type inequality as in Lemma 3.6 for

1
M,N M,N M,N
& ~ E, —FE
which is exactly the energy we want to estimate. Finally apply the continuity

argument to Lemma 3.6, one can obtain the sensitivity result in Theorem 2.1.
To get the optimal estimates, one needs to carefully deal with the two non-

linear terms in (26) and (27), that is Z( >86 Vo - (Vvaihf ga;h) and
i<p

Z ('B> 6E*ivx¢8;o, so we list the estimates for this two terms in Lemma 3.2, 3.3
i<
respectively.

Lemma 3.1. For d—dimensional vector B and ¢ > d + 1, one has

Z —al <A Z ai.
1<ﬂ i<p

Proof. See Appendix A. O

Lemma 3.2. For N > 3, M > 0, the following inequality holds,

S S () (%) S (o0 o8 (uotn - Join)] oz

IBl<M i< ' la|<N

x

1
+\/E,ILV[’N( DMN+6 DMN>),
€ 2

where q, Cs, A, Cn are constants defined in (19), (20), (22), (23).

§§2QACNCS ( BYY (DA 420N

Proof. First note,
<a,°: [affivxgb. (vva;h - ga;h)} ,a;:afam>

— (02 (080 0ih] .~V (02007 M) — S ogofav/M )
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_ <af: (08-1V,pOih) , 02080 (gm - ;m»
~0.
So break 0202h = 02980/ M + (1 —I1) 0292 h, one has,
o [aB8—i ) iz Vi o o
ZN <ax [az Vo (vvazh Qazh)} ,020F h>

687

(30)

- <a;: [af-ivxgzs : (vva;h - ga;h)} (1 H)a;:afh>

_ | (J) <aa —igB-iy, ¢ (V ih ga;h),a—n)agaf@

<a°‘—laﬁ-lv SR, (—% - vv) (1- H)a::azﬁh>

<3 5% ($)eslogiog vl ookl st - magag,

\a\<NH<\0¢\

55 ($)es oz 08 Vol Iotoial 1 - magag,
|oz|<NH \Ot\

<VBONCs 081l 00y 100~ 0001

2 ) (31)
where the first inequality comes from the Sobolev embedding (20) and

(%) 0 - mogagn] <[ - mazogn . (52)

While the last inequality is true for VN > 3. Therefore,

() e

<VBONCs 3 3 B | P00 V| ||
IBI<M i< Gidp—i —1)! HY il
%0 - magn
s HY(13,,)
. 2
<£2’10N05 Sy 9271V ( Loin|
|3|<M1<Bq,8 i HN 1 HY
4B Ie] 4 i
H (1-1o5h >+2qCNCS Z Z i 9N
HY (LS ) |ﬁ\<M1<g
2
1 qB—i qap
oP- lvx¢ —|—e 1 —-102h : 33
(6‘3 (B-1)! R HY(L2,,) .
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fozﬂe 12%“. ?qne obtains the last inequality by using Young’s inequality and
%9p—i — 4p-i I

4B—i  op—i
Let —0, 'Vx
H G- ¢

Al

$05hy = 0,

2 2
= ap_; (1 8Bh‘
‘Hiv a1 | PR s

= cj, then the last second term of (33) can be bounded by 37,51 Y i< Zs‘: (b2

+C%> (ZWKM qa) (ZI i|l<M 1) <Z| |<M q.) (Z\BKM CB) One can do sim-

ilar estimates to the last term. Therefore, applying Lemma 3.1 to (33) and breaking
Hé’éhHZg = HaéaHizgy +l(a- H)a;hHi{}(V(L?,m) gives,

(33) <£2qACNcS,/ (DM N 4 opM N)
+ £2QACNCSM M, N < ! D + ED%’N) . (34)

Lemma 3.3. For N >3, M > 0, the following inequality holds,

DD ( )( ) (02 (007'Vxp Oy0) , 0205V x0)

IBI<M i<B |a|<N

1 —a
<21ACNCs\/EG Y (M DY + 612D(J,”’N> ,
€ 2

where q, Cs, A, Cn are constants defined in (19), (20), (22), (23).
Proof. We first sum over |a| < N,

S (02 (087 Vi) 0TV o)

\a\<N
Z Z( > (02730071 8,0,0,03 07V x0)
|a|<NJ<a
— (000 TV 6 DV - V0, 0707V x0))
Z% > Z('?‘) (02730871 Vxg 8050, 0209V <)
<N j<a NI

— (027070 D0V, OZ O V) — (02 T07 V) D0, V, 030 ) -
(35)

Noticing by changing j and @ — j, i and 8 — i, the following equality holds,

> Z(f) > Z( ><q",>2<6§‘j85iaﬁfﬁ;vm,f)ﬁaﬁvx@

BI<Mi<pB la|<N j<e
2
=2 Z<ﬂ) 2 Z( )( ) (5050 073071V 6, 0307V x) . (36)
Bl=Mi<B N/ jal<Nj<a

Therefore, (36) shows that the first term and second term in (35) can be cancelled
out when summing over |3| < M, i < 3. Therefore one just needs to prove the
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bounds for
2
S XS (%) X S (§) ot vaoaoyie.oza).
|B|<M1<B |a|<N j<ea J

(37)
We first sum over )|, <y X j<q- Similar to (31), one separates {j < a} into
il < %} and {|_]| > |a|} then using the Sobolev Embedding on ||ag;a;vx¢>||L§0

or Hag—jazﬁ—ivx(;ﬁum, to bound them by H@i@;Vx(/ﬁHHQ or Hag—iag’—ivx¢]|m
respectively. Then one ends up with the following bound, ) )

5 3 (§) tosiog vavokeivao.ozofo)

|a|<N j<a
<A0NCs 08|y 150 98] - (39)

Afterwards, for ) 5 <y 2 oi<g, similar to (33)-(34), it is straightforward to get,

8 MN (1 MN | apMN
Z Z( )(ﬁ') (38)| < 29ACNCs\/ ES) (edD s +eD) )

\[3|<M i<p

ford:l_?a. O

The following is some equalities and inequalities that will be frequently used
later.

Proposition 2. .
(a) (VWMVx6,h) = 50|Vl

(b) (0,0, V)| < & [|ul|”.

(¢) (Vx0,Vx9) = o],

(d) {0, V) = 50 [ V6.

(e) <Vx fvevyM(1-1) hdv,Vx¢> < 3a- mh|> + % loll®, for any

positive constant y.

Proof. (a) By the definition of u in (3), the continuity equation (7), the Poisson
equation (5), one has,

(VWM. h) = (Vx ) = = (6, V- 0) = € (6, 010)
~ € (6,000) = S0 V0].
(b) By (7), (5) and L? boundedness of VA~V (See Riesz potential [21]),
|<u7atvx¢>| = ‘<Vx : u7at¢>| = |<vx ) atA;10>’
L v, wasiv,. Loae
== |<Vx u, A 'V u>| < - [l
(c) By (5),
<on'7 vx¢> == <Ua Ax¢> = ||U||2 :
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(d) By (7), (5),

<Ll7 vx¢> = <vx -, ¢> =" <at0» ¢> = —¢" <8tAx¢a ¢> = %at Hvx(ﬁHz :

(e) By Young’s inequality,

(e) i_l </vjvix/A761i(1 - H)hdv,6£j¢>

3
Ej@ml— s

2,j=1

2}@|u-hn (MVHH%@MH)

UJWH awba%¢>

1 2 3y 2 1 2
<2 T —mnal? + — 2 < — (1 -=1IDhA — .
<T@ - + 5 [V30l* < T 1 - AIZ + 5- o]

Lemma 3.4. The Microscopic energy estimate is
1 M,N 1 _mn A MN
50 (Eh ta2bvs ) T amaPh

S?Q‘%C’N(JS (,/EVM{Z (D{,WN + 2D;LV§N)
; .
+\/E,§47N< vy e DMN>>7 (39)
€ =

where q, Cs, A, Cn are constants defined in (19), (20), (22), (23).

2
Proof. If one takes 02 and multiplies (%) 0202h to (26), then integrates it over

x, v, sums over |a| < N, |3] < M, by Proposition 2 (a), Proposition 1 and Lemma
3.2, it is straightforward to get the above Lemma. O

Lemma 3.5. The Macroscopic energy estimate is

1 1
9,GM.N pDM.N | L pM.N
¢ + 4ea ? + € Vx¢
A EM.N )
M,N é M,N l1-a
ge—aDhl + QqACNCSf <e Dvx¢ +e2

l—a

S BC

where q, Cs, A, Cn are constants defined in (19), (20), (22), (23), GMN is defined
in (29).

2
Proof. If one takes 0F and multiplies (%) 0208V 6 to (28), then integrates it

over x, finally sums it over |a| < N, |8| < M, by Lemma 3.3, and Proposition 2
(¢), (d), it is straightforward to get,

P> Z( ) (02080, 0208V0) + o Y | + DM 4 Ip

IBI<M |a|<N
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<> Z( ) (0288, 0,02 08V )

|BI<M |a|<N

€a

1 <vx . /v @ vVM (1 —11) 020P hdv, agafvx¢>>

M
q ¢ 1 M,N M,N
+2 AONCSf Dy +e =" p) (41)

E
Then by Proposition 2 (b), (e), one has,

1 mn 3, mnN, 1 unN
(41) <=2 Dy, + 5 Dy + 5P

EMN
¢ 1 M,N
+29ACNCg+—— D —|— D .
€ 6 \E ¢

Let v = 2¢%, by the fact that €* < =, one completes the proof. O

Lemma 3.6. The micro-macro energy estimate is

Lo omN A MN A MN A
78158 ’ +21+aD +32 1+aDU +872D

<£2‘1AONCS\/ ( DN 2 DMN 2 DMvN), (42)
€

1+a 1+a 3—a Vx¢
€ 2

where q, Cg, A, Cn are constants deﬁned in (19), (20), (22), (23). EMN s
equivalent to EMN = EMN + Ev ¢ in the sense of,

A A
AEMN « eMN » (14 2 pMN
16 = =\t 4

Proof. (39) +3- (40) gives,

Lo omN A mun A1 v L pmN
581&5 + 261+aDh1 +§ EDU D Vs

M,N
5 Eg’
ggzmcjvcs V=% (D3 + 20,
l1—a
1 € 2
M,N M,N M,N
+ Eh <632a Vx¢ € h1 ))
M,N 1—a
A E 1 €z
+ §24ACNCS\/ ‘iQ (63; D%{;g + GD,J,”’N> , (43)

where £ — (EIMN 4 Lo BEY) 4 RGMN. By definition of G in (29) and
the fact that |ju||* < ||k||%, one can bound GM-N by

1
feE,ZLV[’N + 1

3
M,N M,N M,N M,N
ooy S GMN <emtN 4 RS
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Thus one can bound M-V by,

14 32
(1 - A) EMN 4 A Egy <&MN < (1 + A) EMN 4 36 My (44)
€ €

4 162 x 4 2 V¢
A oMN M,N A\ N
— BT <ET (14— ) BT (45)
16 4
Therefore, (43) becomes,

}ath,N_’_ A DMN | A DM,N_,_LDMJV

2 2¢l+a " 32¢lta 7 ge2 V¢
5
ggACNCS\/SMvN (

3 MN 2 2 _MN
o Dy T DMN e D . (46)

€ 2

By Lemma 3.6 and the continuity argument, if initially,

A 1
M,N < __ 4
VENN0.2) = e s (47)

A MN A MN | A AMN
then for ¢ > 0, the RHS of (42) < pysEm Dy + Glcita D2 + @Dvxdw there-

fore,

1, v A MN A oMN A o MN
§6t5 + 4elta " + 64elta "7 + 16€2 ™ Vx¢ <0

Because of the fact that D}IZ’N + DMN > E}JLW’N and D%{igf = Eé{:g], one has,

A A
M,N M,N M,N
KEMN + S BN 4+ B <0, (48)

If one integrates (48) over time, and uses the equivalent relationship between £+
and EM:N in (45), (48) implies,

pM.N
A oMN A M,N A foMN At V’qb(s)

N < ) s x )
1 E 14 E (0) 321t J, E,"" (s)ds — 3 | —a ds

So one ends up with two inequalities for E,{LW’N and E%{:gf respectively,

M.N 16 + 4\ 1 b OMN
Eh (t) < ?EMJV(O) — YSER ) Eh (S)dS,

M,N M,N
Ege® _ 16+4/\EM’N(0)2/15 By (s)
0

€2 - A €2

By Grownwall’s inequality, one has the decay rates for E,IIVI’N and ngx’g,

16 + 4\ ¢
BN () < S wE BN o),

16 + 4\
Egy (1) < (16 +4%) 7; ) 2 (eEMN(0)).
However, we want to estimate h and V¢ in the random space, that is, ||| ;as.w,

[ Vx®|| a0, - Actually, this norm can be bounded by [ E*Ndyu(z) up to a constant.
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So by integrating (47) over u(z), the initial constrain becomes,

M,N M,N 16 / M,N 1 1 2
’ = ’ < — ’ < - .
Eq (0) /E (07 Z)dll,t(z) — )\ I g (07 Z)d/’[/(z) — 5ACNCS € 1«%2»(1
(49)

z

2 2
1
In addition, since S1!--- 84! < (61 + -+ + B4)!, hence ‘éllléljl\/[ { (Z;) } > <]\/I'> ,

2
50 [0 e < (57)" S EX"N (0)dpl2), [Vxd(®)l| gaw < [ Egs (H)dp(z). There-
fore, under the condition of (49),

IR~ < (M) 705 BN (0),

IV (D)3 < (MY EEFN(0),
which completes the proof of Theorem 2.1.

4. The gPC-SG Method.

4.1. The numerical method. In this section, we will review a numerical method
gPC-SG and apply to the VPFP system with uncertainty. We will prove the stability
and the spectral accuracy of the method.

For random variable z = (z1,--+ ,24), if z;, 1 < i < d are independent of each
other and the probability density function of z; is m;(z;), then

d
d(z) = 7(z)dz = (H m(zﬂ) dz.
i=1

Therefore, let {@};}zio be the corresponding orthogonal polynomial basis with re-
spect to m;(z;)dz;, then the orthogonal polynomial basis for p(z) can be written
as,

q)i:q>lll...q>¢

1d

where i = (i1, -+ ,iq). {®i}}i>0 satisfies the orthogonal condition under the mea-
sure p(z),

/@cbd() 5 {1’ L=
i1®ydu(z) = o5 = s
I ioH J 0, i#].

z

The K-th order subspace is therefore spanned by {®;};j<x-
As a popular numerical method, the generalized Polynomial Chaos stochastic
Galerkin (gPC-SG) method is to find the approximate solution in the truncated

K-th order subspace. Insert the approximate solution ( K oK ) in the form of,
fK - Z fi(t’ X, V)q)i(z)7 QASK = z (,Zgi(t X, V)(I)i(Z)
lil<K li|<K

into (1) and then project it onto the subspace, one has the system for the approxi-
mate solution,

<atff< +lv VK -1V, vva,q»K> - <ﬁ]~'fK,<I>K>7
_ <AX$K’¢K> = (K —1,8K),
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where ®% (z) = {®;}5< is the vector function that contains all basis functions up
to K-th order. Similarly the approximation for the perturbative solution h(t,x, v, z)
is defined as,

FK
~ - M o ~
R = = E O h(t,x,v)®i(z) = hk . X,

and correspondingly the approximation for the perturbative density and flux,

o= 3 atx)0i(z) =K @K, W = Y w(tx)0i(z) = aF - @,
lil<K li<K

where h¥ (t,x,v), 6K (t,x,v), 0¥ (¢, x, v) are deterministic vector functions. There-
fore (izK, VXQ’A)K) satisfies,

OIE + v Vo b/ MVGK — e £, 95
=1 <vx¢3K : (VVEK - giﬁ‘) ,¢K> , (50)

<quBK,cI>K> = — (6K, ®K),

or equivalently, the deterministic coefficients of hE , i.e. the vector function (ﬁK ,

(f)K) = (ﬁg(t,x,v),vxg{ﬁg(t, X, v))‘ﬁ| satisfies the following deterministic sys-
<K
tem,

Ohg + v - Vihg + vV MViop — <4 Lhg

= 13 e i<k ErvpVxdn - (Vvl}., - %h,,) ; (51)
qugﬁ = 76‘ﬁ7 for |16| S Ka

where

E,Q.YIQZ/ q)nq)'y(bﬁ d/.L(Z). (52)

z

Theorem 4.1 and Theorem 4.2 about the approximate solution by gPC-SG are based
on the following condition of the basis functions ®g(z).

Condition 1. The basis functions ®g(z) satisfy,
1@5(2)]| o < ca, forall |B] >0,

where cg is a function of B satisfying,

(a) If |B] < ||, then cg < cy;
(b) cxg < C (X cg, for any constant A. Specifically, we define

cog = Cacg, for VB. (53)
Remark 2. For example, if the basis functions ®;(z;) satisfy
[1@:(2i)| oo < i, for all i >0,

then the basis functions ®g(z) satisfy

d
[®5(2)] o < ]:[Cﬁi, for all |3] > 0.

i=1
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Remark 3. This is a generalization of the condition given in [19]. The i.i.d normal-

ized Legendre polynomials, which corresponds to Uniform distribution in [—1,1]%

with pdf m(z;) = 2%7 and the Chebyshev polynomials, which corresponds to the ran-

dom variable with pdf 7(z;) = \/172 satisfy this condition. Specifically, for the

normalized Legendre polynomials, cg = Hle(ﬁi +1)*/2, while for the Chebyshev
polynomials, cg = 1.
4.2. Main results on stability and accuracy of the gPC-SG method. We

want to estimate the error of the approximation hE obtained by the gPC-SG
method. We first decomposed the error into two parts,

h— b =h—hE £ 5 - K,

hK hK

where h¥ is the projection of h onto ®,
hE = </ h<I>Kd,u(z)) R v (/ Vx¢<I>Kdu(z)) K,

The first part of the error hf is caused by the gPC projection, which is related
to the smoothness of the solution in the random space, which has been studied in
Section 2 and 3. On the other hand, the second part of the error hX is caused by
the stochastic Galerkin, which is related to the stability of the gPC-SG method.
The difficulty in the proof of the stability of the gPC-SG method is to get a sharp

A 2 R 2
estimate on HhKH in terms of large K. If we directly estimate HhK H , then similar

to the sensitivity analysis in (15), the nonlinear term on the RHS of (51) will be as
large as

O(K max FEg ,
< sl LIBI<K ”ﬁ>

so only when the initial data is as small as

HBKH2 <0 ([K max Emg]_l> : (54)

[l 1y, IBISK

the gPC method is stable. Actually, there is a much sharper estimates in terms of
large K. Under Condition 1, we introduce a weight to hg as follows,

[0 = 3 fstal
BI<K

where
o.)g = ngg . (55)

Here the weight cg is used to eliminate [max|,| ||,8/<x Exvs) _1, while gg is used
to eliminate K ! in (54).

Before we come to the final results on the stability and accuracy of the gPC-SG
method, we will first define some constants that will be frequently used later.

Notation. - A
A =20,21, (56)
with Co defined in (53), ¢ defined in (19).
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- D: h = ([h0)®Kdu(z)) - ¥ is the projection of h € HMO onto @K,
where ®¥ are orthonormal bases under dy(z), then by classical approximation

theorem,
P12 < DIAlao
Hh*hHMS (K+1)2M' (57)
Theorem 4.1. (Stability of the gPC-SG method) Let
. 2
A TR Lol
EEN@) = | )|+ (58)
under Condition 1, for VN > 3, if initially,
N 1 S|
ES7(0) < | — ; (59)
5ACNCg elta

then the approximation solution (ﬁK, VxéK) obtained by gPC-SG method decays in
time as follows,

[, <erEv@e =, v

2 1 K,N —2t
HY, HH}(VM s¢ (6 E. <0)> o

Here all the constants are independent of € and K, where A,&,Cn,Cs are the same
constants in Thoerem 2.1.

Remark 4. The above theorem tells us that the gPC-SG method is stable under
a mild condition on the initial randomness.

Remark 5. Notice there is another sufficient initial condition directly on (h(0, x,
v,z), Vx¢(0,x,2z)) to guarantee the stability of the gPC-SG method, which has
been derived in Remark 7.

Based on the regularity of the solution in the random space as in Theorem 2.1
and the stability of the gPC-SG method as in Theorem 4.1, one has the following
Theorem about the spectral convergence of the gPC-SG method.

Theorem 4.2. (Spectral convergence of the gPC-SG method) Under Condition 1,
for VM, K, if initially,
DyCy

61Jra ’

Eéw-&-né?7 Ef’3(0) <
then the error decays in time as follows,

. N
) e i

eQIO(t)67261A+at
w = (K +1)2M 0

WS ke ()

|65 1) - Vi

Here 1 is the smallest integer strictly larger than g,

M2 A\
o= <5Acgcs) » Do= (48Ar!£) ’

Io(t) = DDy EMF73(0) [1 n % (5]@573(0) + DTE}]"?’(O)) t} :

and & are the same constants as in Theorem 2.1, \,Cs,Cs, A, A, D are defined in

(20) - (57).



SENSIVITY OF VPFP SYSTEM AND ITS GPC-SG METHOD 697

Remark 6. The above Theorem tells us as long as the initial data (h, Vx¢) has
enough regularity in the random space, and the initial perturbation around the
global Maxwellian is smaller than O(ﬁ% then the gPC-SG method enjoys spectral
accuracy.

5. Stability of the gPC-SG method. In this section, we will prove Theorem
4.1. We will study the stability of the gPC-SG method in terms of E}If’N, EIV(XJZ

defined as follows,

= Y o ogha| = > Y wRllozadvi’

lo| <N |BI<K la| <N |BI<K

where ﬁg is the 3-th component of the vector function h* (t,x,v), same for (ﬁg. Also
D,Ifl’N, DEN, DIV(;]Z are the corresponding dissipations of (1 —II)h¥, 6%,V ¢X in
the norm of [|-|| ;~. One needs to do energy estimation on (51) to get the estimates

for E}IL(N and ngg Actually, if one compares (51) with (26), one finds the only
difference is the nonlinear term. Therefore, one can use the same proof strategy to

K, N
. ~AKN O, EY . . .
estimates I, " + —3%, except we need to re-estimate the nonlinear term again.

Before we estimate the nonlinear term, we first define a characterized function
XvkB>

XyuB = L{nitni>fi,  mitBi>vi, ~itBi>wi, V0<i<d}s (61)

which implies,

Eyxp :/(I)'rq)nq)ﬁdﬂ(z) < min{”‘b-,”LgQ s H(I)NHL;o s ”(I)B”Lgo }X'ynﬁ

Scmin{v,n,B}X’ynﬁ- (62)

Here the first inequality comes from the orthogonality of the basis. The second
one is because of the first property of [|® ||, . in Condition 1. Moreover, from the
definition of x, one has the following Lemma.

Lemma 5.1. For any multi-dimensional vectors 3, k,~y, positive integer K and
functions h~, gw, fa, the following inequality holds,

Z Z Z wgC'yXWHB [y | (Cl ||9nH + e || fall )

IBISK |w|<K [v|<|x]|

N 2 2 2
<SA ST bl L D el +e2 D Nfsll* )
ImI<K ImI<K 1<K

where A defined in (56).

Proof. First, notice = o = ql by the definition of w., in (55); Besides that, since x~.s

is nonzero only when |ﬁ| < |v] + |&| < 2|k|, and the first property in Condition
1, so “BXamB < Zen@mXyes . Ringlly, by the second property in Condition 1 and the

= Crd

deﬁmtlon of ¢ 11r1(19)7 one has, w‘%‘i‘*"ﬂ < (929) 4. Therefore, one has,

Z Z Z wgC»yXWHB [ (Cl ||g,§H +c2 || f3ll )

IBISK |r|<K |v[<|=|
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<Cy21 Y fllh Ier D0 loal® D xvws+e2 D Ial* D xaws

<k D k| <K IBI<K IBI<K Ik|<K
]
<20C,27 Z Al | c1 Z 9wl + c2 Z | £8ll?
<k D k| <K IBI<K

<A [0 Il (e D0 lgal® +ee Y sl ) - (63)
IK|<K IK|<K BI<K

The second inequality is because that by the definition of xkg, for fixed |v| < |k,
it is not zero only when || —|v| < [B| < [k[+]7], so the first term 3, 5 fe Xyrp <

2|7|; while the second term is similar. The last inequality comes from the definition
of A in (22). O

Now based on Lemma 5.1, and the bound for E,.g in (62), one can bound the
two nonlinear terms as stated in the following Lemma.

Lemma 5.2. Under Condition 1, for N > 4, one can bound the nonlinear term as

Y s 3 (02 [Vady (Vuhe— gha)] 02hs)

IBI<K |v|<K,|k|<K || <N
9 4 A 1 . —a o~
SKACNCS <\/§ (DKN +2DK N) + E}IL{’N ( —_DKN +e2 Df’N>) :
2 ¢ 6720’ g 1
(64)

S Y wBBws Y (02 (Vabaoi61) 08 Vads)

IBISK |v|<K,|k|<K le| <N

1 Lo
<ACNCgy/ é“;( — D5 +e Df*N), (65)

where A, Cy,Cs are constants defined in (56), (23), (20).
Proof. Similar to (30) - (33), one has,
[ n 7 Va2 e
Z <ax |:vx¢’y : (Vvhn - §hn>:| aax h,3>
la|<N

<050 [, 1o, - 0]

HY(L3,)

Then summing over |3|, |7y, || < K, one has,

S Y ke 3 (0% [Vxby o (Vo= o) 05h)

IBISK || |v|<K le| <N

<VBONCs 3 S0 Y LRCmintymB) el

W e W
IBI<K |s|<K |y|<K Y

for Ty o] s =10

HY(L3.)
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(JJC ~ N 2
Poyos ¥ Y Y o) (],

Wi W
IBISK |s|<K |v|<|x] v

J‘W;a 1-1I h,eHHN " )>+\[CNCS >y ¥ W

K,
IBI<K |k|<K |v]>|x] v
2

1 e
‘ HY (ee Wy Vs H,fy+€ (1-1 'B’HN(L2 ))

where the first inequality comes from (62), while the second inequality comes from
Young’s inequality. Then by Lemma 5.1, one completes the proof of (64). The proof
for (65) is similar to it, so we omit it here. O

wnhn‘

Compare Lemma 5.2 with Lemma 3.2 and 3.3, one notes that the estimates for
the two nonlinear terms are similar, so one ends up with the similar energy estimates
for E¥N in Theorem 4.1.

Remark 7. Here we derive a sufficient condition on the initial data (h(0,x,v,z),
Vx$(0,%,2)). We require

EEN(0) < o, (66)

in Theorem 4.1, where Cy = (m) EHQ. Since hK (fh YD dpu( ))-‘I’K

is the projection of h onto X, where ®X are orthonormal bases under du(z), so
one has,

2 2
g _ .
[ORZOT INE SR [(O1 (67)
1BI>K *
where ﬁg = [Rh(0)®gdu(z). By the classical approximation theorem, we know

that for h € HMN
2

H < DR |[fgarn

HON — (K 4 1)2M
for some constant D depending on the measure p(z). Plug (67) into (68), one gets,
P DR
ha(0 H < B

POl = a1+ 12
Similarly, one can get the bound for Vxég,

~ x 2 M. N
s, < 52

Therefore the condition (66) becomes,

Vi (0)[| 300
D (Hh(oﬁw + “¢<2>”H>

hence a sufficient initial condition for the stability of the gPC-SG method is,

L 1Vl Co 1
e 2
2\pI<K (BT

Hh(o) K (68)

Y g
2 (18] + 1)z =~

IBI<K

If cg grows algebraically, then there exists an positive integer p, such that, cg <
(I8] + 1)? up to a constant, which implies that as long as M > g + g + p, then
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2
Z\ﬁISK (\BI-HC% can be bounded by a finite constant A (the proof is the same
as Appendices A).
To sum up, another sufficient condition to enjoy the stability of gPC-SG method
as in (25) is that firstly the bound of the basis ®g grows algebraically as ||®g||; S
(I8 + 1)P, and initially ’

2 [V (0)][ 1m0 Co
(O + N <

(69)
for N >3, M > % +q+p.

6. Spectral convergence of the gPC-SG method. In this section, we will prove
Theorem 4.2. Let us define the projection of the analytic perturbative solution h
onto the subspace ®% = {®g} /< as,

hE = (/ h<I>Kd,u(z)) R v (/ qub@Kdu(z)) K,

Then we can decompose the error of the approximation solution (iLK , V(;ASK ) in the

subspace ®¥ into two parts,
h—h% = hE + hE = (h— h5) + (X — 1K), (70)
Vst = Vit = Vo + Vil 1= (Vi — Vx0™) + (V™ = Vid"), (71

where (hff, Vx¢£<) represents for the projection error, (hf, vx¢>§) are errors from
the stochastic Gelarkin. Define vector functions, energy and dissipation terms for
error as follows,

Wi = / (h - /?LK) " du(z) = (he,p) pey - Where heg = / (h - BK) Badu(z);
81 = [ (Vat— ) 8% aula) = (Vudr) gy

where Ve = / (vx¢ - QZK) O pdy(z):

e = | 1ls Baox = || Vx|,

2 ~ ~
- Door = [VxE|"s Do =0l

Dy = [[l0 = m0rE |, |

Here is the proof sketch of the spectral convergence of the gPC-SG method. Project
the microscopic system for the perturbative solution (4)-(5) onto the truncated
subspace {®%}, and then subtract the approximate perturbative system (50) from
it, one has the following microscopic error system,

1

1 1
Ol + —v - Vih + —vW Mo — - Lhf
€ € etTa
_1 . _ YR K. pE _ ViE\] oK
= / [vx¢> (Vvh 2h) é (Vvh ~h )} ®Kdu(z),  (12)
ApE = oK. (73)

If one does energy estimate to the above system, one has microscopic error estimates
as in Lemma 6.1. If one multiplies vv/ M, and integrate over v to (72), then one
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has the following macroscopic system of error,

1 1 1 1
Ol + Vol + V- /v ©VVM(1 ~ K dv + uf + —gl
1 K ~K K
=== [ (Vxbo = Vi 5" ) @5 dv(z) (74)
€

If one does energy estimate to it, one will obtain estimates as Lemma 6.2. If one
combines the microscopic and macroscopic error estimates in a proper way as in
Lemma 6.3, and then based on Corollary 1, one can obtain the spectral convergence
of the gPC-SG method.

From Theorems 2.1 and 4.1, one can derive the following Corollary.

Corollary 1. Under the same condition in Theorems 2.1 and /j.1, if (h(0,%x,v,2z),
Vx0(0,%,2)) € HM*73 then the following inequalities hold,

o3z < IRlI32 < DeEF2(0), [ VxolFns < EDrEy*(0), (75)
|| <[ vua®| . <eeio0) (76)
2 2 | 2 DDy EMF3(0)
L P L
[T |2 < S2PuE(0), (77)
X7p lly — (K+1)2M !

where § = 1842 D = (r1)? &, Dy = (M€, D is a constant defined in (57)

Proof. (75) and (76) is a direct corollary from Theorems 2.1 and 4.1 respectively.

(77) comes from the classical approximation theorem of orthogonal basis. For h €

HhKH2 < D”h”?{MJrrg < DDME,;WJFT’?)(O)
pllare =Ty 12M =T (K 4 1)2M
where the second inequality comes from Theorem 2.1, similar bounds can be ob-
tained for || VX . O

Lemma 6.1. The microscopic error estimate is

1 - 1 - A =
50 (Ehﬁf + el_aEw?) + g Pnr

30 K112 ~ x| 2 K2 1542 ~ x| ~
ity (I8 e [ s 1908 1)+ 205 [0, B
1542 NUTE AN = 30 s =
+ <€1—a)\ Hvx¢ HH?“U + W) Dh{f + m Hh”Hr,z Dvx(beK. (78)

Proof. If one multiplies h. g to the 3—th row of (72), integrates it over x, v, and
sums over |3] < K, one has,

%at (Ehg + ell_tlva¢£<) + el%bhf
<5 (Vutr (Th = Sh) = Vod - (VoS = T05) @, heg) - (79)

m
IBI<K
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By (30) and integral by parts, the nonlinear term becomes,

RHS of (19) =~ 3 {(Vuoh — Vud i5) @, (3 + V) (1 - i)
“1BI<K "
(80)

First notice that
Vdh — Vi dKhE = (Vx¢ - vquK) h+ VK (h - EK)
= (V@K + V) h+ V™ (RE + 1K)
= Vi hE + hEV 05 + h (Vo + VoK) .

1 II

For I, one can use the definition of wg in (55) and the bound for E,.g in (62),
bound it in a similar way as in Lemma 5.2.

> (1, (% +Vy) (1=heg)

1BI<K #
-y </vx¢3f<h§q>ﬁ du(z), (% + vv) (1- H)h6ﬁ>
|BI<K

S Boep (Vaby e (3 +V0) (1= heg)

[vLIslLIBISK

IA

\/5 E’ynﬁ
B>
]|l 1BI<K

S (R S )

IBI<K |ml<K <k

[T = ke gll,,

N Hw7¢7HHg e,

2
L el ) [ 3 e

S\/5 1 Z quw,.,dA).,

lv|<k 27 * k| <K IBI<K
1 2
+or | Y p >0 =Mhegl; > Xyws
lvl<k 27 IBI<K || <K
1 2 112 . . 2 .
Sé il Z M ¢KH (DO-K+D}LK>+61 Z M Dy«
4 51 q’Y H2 e e q’7 e
[vI<K o [vI<K
11 a2 _ - -
géA —’qu‘ (Dr,KJrDhK) +0,Dpx |, (81)
2 01 H2, e e e

where the second inequality is because of EZ—:‘B < C'*Cifi;:ﬂ. The first term of the last
second inequality is because that for fixed -, , by the definition of x.g in (61),
it is nonzero only if [k[ — [y < [B] < [K[ + [7], 80 X25/<x Xaxs < 2/|7[; While the
second term is because that for fixed ~, 3, ZIH\SK Xvxg < 2|7|, A is defined in

(22).
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For II, by the Sobolev embedding (21), one has,

o[ ey 7 ey 18

oo <Cs ||h||H;(H3) )

where 7 is the smallest constant strictly larger than %. So one can bound the second
part of the nonlinear term by,

> (1o, (g + V) (1- H)heﬁ>ﬂ

IBISK
=[50 4 (T + V) (5 4 9) (- 0|
< [ [ éKHiﬂthnipz (Dvx¢5+\\vx¢fuj)+25 Dy (82)

Combine (81) and (82), one has,

w0 <2 | (w41

V5A

2
K ~
D
o 19"

K

UE

Vo |+ 62 Wbl [0 )

\/51451 5
+ ( 251 Hvxd) 2 + 5 26, DhK + 62 Hh||H7 2 DV oK | (83)
for &, = 6\[14 =, 0 = %, which completes the proof. O

Lemma 6.2. The macroscopic error estimate is

1 - 1~
UGe+ 5 Dox + Dy x
4 K 2K ||? 2 K |2
<D + 5 (1081 [0 + Voo |95
20A? 10 . 1 =
# (B, + T IV ) Do 5D (60

where G, = <Ue ) x¢§> + ﬂEanﬁﬁ('

Proof. Multiplying Vx¢. g to the B-th row of (74), integrating it over x,v, and
summing over |3| < K, since the linear part of (74) is similar to the linear part of
(28), it is straightforward to get the LHS of (84) and the first term on the RHS.
For the nonlinear term, we use the same method as in Lemma 6.1. Similar to (81)
- (83), one can bound the nonlinear term by,

(Tud ol + o V" + 0 (Vol + qubK) Vot

<24 (53H¢KH 5+%Dvx ) % HUKHHTQ

x¢KH + Dvx¢K

+ (oVxoK, X¢K>+ HaHHMHV ¢KH 40 Dv " (85)

for 03 = 104, 6, = 57 05 = g. In order to get a sharp estimate, we need to carefully
deal with (0Vx¢X, Vx¢X ). Using (5) and integration by parts,

1 - -
(oVxdE, VX ) = =2 (Voo Vyol) < 5 Vx| 32 Doxc + 6Dy, e,

1

15> Which completes the proof. O

for 56 =
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Combine Lemma 6.1, Lemma 6.2 in a proper way, one has the following Lemma.

Lemma 6.3. Under the condition of

Co 3 Co

AK,N
E (0) = elt+a’ q

one has micro-macro error estimates,

A = A~
OcEe +32 o B +@va¢§ <lI,

where Cy is the same as defined in Theorem 4.2 and

A A - 1 -
16 (EhK + EV ¢K> S Ee S <1+ 4> <Eh£( + 62va¢5<) B

31Dy L i
et (CETTH OB 0) + DB O E}(0))

Proof. (78) +2- (84) gives

A = A = A
atE + % 1+aD hi + 39¢l+a Df’e ]e2
30

2 5
<oy (||hff||mz Va1l Hvx(?fH#)
I

5\ ~re||2 2
oo (ot s [9% [ + ol 17051

1<

Dv¢

N (15Az [%

el=a) 2
11
15A% 20A2 10 9 .
+atey 79 Nt |+ IVl ) ) Do
III
30 A
* (eHA [ll-a + 16€2 ) Dy, g (86)
v

where E, = Eh§< + el%aEdef + ﬁGe. Moreover, similar to (44) - (46), E. is
equivalent to Ehg + S%E’vaqﬁé( in the sense of

A A ~ 1 -
16 (EhK + EV ¢K) < FE,< (1 + 4) <Eh§ + 62va¢5) .

By Corollary 1, one has,

31DDy, M4r3 0\ £K,3 r,3 M,3
SW@Eq (0)ES2(0) + D E;*(0)E, (0))7

15e1+2A2¢ .o A
o B0 g

II <
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16A2 5\D, E"3(0
rr< 20 §EK3(O)+7‘Z(),
A 4
30D, A
IV < o .
v Ael—a (0) + 16€2

In order to control the RHS of (86) by the dissipation terms on the LHS, we require

II < 2, 11 < g, IV < 3225, so BXN(0), E7(0) has to be bounded by,

A2 A2
Er ,3
0) = 32 x 30D, elta’

EE30) < —
w0 = G saaTaaze

Under the above initial condtion, (86) becomes,

A A -
Gacrra Lnt T gga b < 1

which completes the proof. O

1
5(9tEe + Eh

Based on the micro-macro error estimates and the fact that Ehf (0)+E%E~’VX¢(O) =

0, one obtains,
- 161 A .
E ) —t — ——— E d
() € 5t = g5t | B,

16e2I . X [! -
Tt_ TG/O va¢£((8)d8

By Grownwall’s inequality, one has,

Eg,gx(t) <

- 16 N 16
Buge(t) < Sotem 7, B g (1) < St

Then by (70), (71), one can bound the error of the approximation solution (fzK LK )
by

[ L R L L
(K + 12000 T 7 '

Hence, under the condition of

Co ~ K3 A2
E ’ D —
ara B0 =g 32eltaA2¢’

Eg BE(0) <

)3 A?
E 0) < 32 x 30D, el+a’
one can obtain
A
k2 Io(t)e” actva’
h— hKH DA A
=), <o
where

Iy
. 16 x 31D Dyt
- (DME;‘““?‘(O) e

<DDy EMH3(0) {1 + @ <§EK3( ) + DTE2’3(0)> t} .

(£EM"+73(0) EE4(0) + Dy By (0) N 73(0))>

Note that the initial condition (59) in Theorem 4.2 is a sufficient condition to (87).
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Appendices.

A. The proof of Lemma 3.1. First, notice that

ZH Z(IJI) 3 a2

1<ﬁ i<B i<B
where A = ZL] \J|+1 . Since
i gi /°° alljll . ,
A< / g @1 A,
(il + 1)1 v [l
by changing variables,
j1 = pcosby,

Jj2 = psin by cos s,

jd—1 = psinby ---sinfy_scosby_1,
Jja=psinfy ---sinfy_osinfy_1,

one has,

>/ d _ _
A S/ (p(q_l))pdl (sin 1) 2 (sin62)* 3 -+ (sinfy_o) dpdby - - - dfg_1
0

[e’e) T T 27
:/ ( dd> dp/ (sin 6y )42 d&l---/ Sin&d_gdﬁd_g/ 1d6g 1.
0 pe 0 0 0

Since,

m—1
™ 77 I—  d=2m
/ (sin6,)* % do, - - / sinfg_sdfg_o =14 "L L
0 0 (2m—3)(2m—5)---3-1?

d=2m-—1,

by simple calculation, / (sin 01)d72 doy -- / sinfly_o dfg_o < 11, then one has,
0 0

* 1
A< 22d7r/ 7
o P

which completes the proof.

(2¢g—d—2), forqg>d+1,
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