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Abstract. The centrality and efficiency measures of an undirected network
G were shown by the authors to be strongly related to the respective measures

on the associated line graph L(G). In this note we extend this study to a

directed network ~G and its associated directed network ~L( ~G). The Bonacich
centralities of these two networks are shown to be related in a surprisingly

simpler manner than in the non directed case. Efficiency is also considered

and the corresponding relations established. In addition, an estimation of the

clustering coefficient of ~L( ~G) is given in terms of the clustering coefficient of
~G, and by means of an example we show that a reverse estimation cannot be

expected.
Given a non directed graph G, there is a natural way to obtain from it a

directed line graph, namely ~L(D(G)), where the directed graph D(G) is ob-

tained from G in the usual way. With this approach the authors estimate

some parameters of ~L(D(G)) in terms of the corresponding ones in L(G). Par-

ticularly, we give an estimation of the norm difference between the centrality

vectors of ~L(D(G)) and L(G) in terms of the Collatz-Sinogowitz index (which

is a measure of the irregularity of G). Analogous estimations are given for the
efficiency measures. The results obtained strongly suggest that for a given non

directed network G, the directed line graph ~L(D(G)) captures more adequately

the properties of G than the non directed line graph L(G).

1. Introduction. A great progress has been made in the last years to describe the
complex structure of real world networks [1, 16, 17, 18, 22]. Complex networks are
everywhere and have applications in fields ranging from biology (which include issues
such as genetic regulatory networks, metabolic pathways, or protein folding) to the
World Wide Web, the Internet and other technological systems. The investigation of
such issues must necessarily embrace a diversity of viewpoints that include different
complementary aspects of the network structure. The motivation behind our study
of line-graphs is to consider the importance that edges have sometimes over nodes in
the context of networks and graphs. Directed line graphs are particularly interesting
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under the point of view of its applications. Some examples of this come from
urbanism [10, 11], transport networks [21, 2] or urban traffic [15], where the line
graph associated to a given directed network G is considered.

In [8] we showed some relationships between the network’s efficiency and the
network’s Bonacich ([5, 6]) centrality of a network G and the respective measures on
the associated line-graph L(G) and the bipartiteB(G) associated network (see below
for definitions). Some other properties and relationships between the centrality of
a network G and the centrality of its line-graph L(G) have been studied in [9].
But these relationships were obtained for undirected networks, and most of the
real networks where these results can have applications are directed. So, in the
context of urban traffic, when the underlying (primal) graph is considered then
intersections (or settlements) are seen as nodes while segments of streets (or directed
links between two nodes) are seen as edges. In contrast when the line (dual) graph is
considered, segments of streets become nodes, while intersections of streets become
links between the corresponding nodes [15].

The main goal of this work is to exhibit some relations arising from the various
ways in which line graphs can be obtained from a given directed network. This in
turn can be applied to obtaining estimations for several parameters that measure
different properties related to the network structure and performance.

In order to investigate such properties, it is necessary to understand the main
structure of the underlying network [1, 16] and also to consider other complementary
topological aspects.

2. Definitions and notation. From a schematic point of view, a complex net-
work is a mathematical object G = (V,E) composed by a set of nodes or vertices
V = {v1 . . . , vn} that are pairwise joined by links or edges {`1, . . . , `m}. The adja-
cency matrix of G is the symmetric n × n dimensional (0, 1)-matrix A(G) = (aij)
determined by the conditions:

aij =

{
1 if {vi, vj} ∈ E
0 if {vi, vj} /∈ E.

The bipartite network B(G) associated to an undirected network G = (V,E) is
defined by B(G) = (V ∪ E,E(B(G))) whose adjacency matrix is given by

AB(G) =

(
0 I(G)

I(G)t 0

)
,

where I(G) is the incidence matrix of G. It is shown that

(AB(G))
2 =

(
AG + gr 0

0 AL(G) + 2Im

)
,

where AG + gr denotes the matrix obtained by adding to AG the diagonal matrix
(bij) and bii is the degree of the vertex vi while L(G) denotes the line (or dual)
network associated to G ([12], p. 26).

The adjacency matrix of a directed network (digraph) ~G = (V,E) is the n × n
dimensional (0, 1)-matrix A~G = (aij) determined by the conditions:

aij =

{
1 if (vi, vj) ∈ E
0 if (vi, vj) /∈ E.
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Figure 1. An example of the line-graph of an undirected network
(on the left) and for a directed network (on the right).

The bipartite network B(~G) associated to ~G is defined by B(~G) = (V ∪E,E(B(~G)))
whose adjacency matrix is given by

AB(~G) =

(
0 H~G

T t
~G

0

)
,

where H = H~G is the incidence matrix of heads of ~G defined by

Hij =

{
1 if `j = (vi,−)
0 otherwise,

and T = T~G is the incidence matrix of tails of ~G defined by

Tij =

{
1 if `j = (−, vi)
0 otherwise

It is also shown that

(AB(~G))
2 =

(
A~G 0
0 A~L(~G),

)
where ~L(~G) denotes the directed line network (line digraph) associated to the di-

rected network ~G, i.e., the digraph ~L(~G) whose vertices are the arcs E(~G) of ~G,

while (e, f) is an arc in ~L(~G) if the end of e coincides with the origin of f . Note
(this fact is remarkable in the context of this work) that (AB(~G))

2 becomes simpler

when we are working on a directed graph.
If nowG is an undirected graph, we will denote byD(G) the associated symmetric

digraph obtained by replacing each edge of G by an arc pair in which the two arcs
are inverse to each other (see figure 1). Observe that AG = AD(G). Using this
idea, there is an alternative definition for the line graph associated with G that has

received relatively little attention: the directed line graph ~L(D(G)). It is remarkable
that in the references [19, 20], by using an alternative definition for the directed line

graph ~L(~G), the concept so defined is employed to capture graph-class structure and
clustering graphs.

In the sequel, if ~G is a directed graph, we will denote by U(~G) the associated

undirected graph obtained by replacing each arc of ~G by an (undirected) edge joining
the same nodes (see figure 2). Finally, let us recall that a directed graph is called
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strongly connected if there is a path from each vertex in the graph to every other
vertex.

Figure 2. An example of line graphs of a directed network G,
U(G) and D(U(G)).

3. Some structural properties of line-graph of directed networks. In [8]
the authors showed some relationships between the network’s efficiency and the net-
work’s Bonacich ([5], [6]) centrality of an undirected network G and the respective
measures on the line-graph (dual) L(G) and the bipartite B(G) associated networks.
Note that the networks considered there were undirected.

The main goal of this section is to exhibit some relations arising from the various
ways in which line graphs can be obtained from a given directed network. This in
turn can be applied to obtaining estimations for several parameters that measure
different properties related to the network structure and performance.

3.1. Centrality of directed line graphs. In order to establish some results re-
lated to the structural properties of line-graph of directed networks it is important
to recall that the Bonacich centrality of a strongly connected directed complex

network ~G is the non-negative normalized eigenvector c~G ∈ Rn associated to the

spectral radius of the adjacency matrix of ~G [5, 6, 16]. We also know what ~L(~G) is

strongly connected if ~G is strongly connected [14].
As we showed in [8], if we know the Bonacich centrality cL(G), we can recover

cB(G) and reciprocally, if G is an undirected network. In addition to this, if G is
regular (and undirected), then each of the three centralities can be recovered from
any of the other two. Reasoning as in [8] we can establish for strongly connected

directed networks the following relations between the Bonacich centralities of ~G,
~L(~G) and B(~G):

Theorem 3.1. Let ~G = (V,E) be a strongly connected directed network with n
vertices and m edges. Let c~G ∈ Rn, c~L(~G) ∈ Rm and cB(~G) = (c1, c2) ∈ Rn ×Rm be

the Bonacich centralities of ~G, ~L(~G) and B(~G) respectively. Then, if ‖v‖1 =

n∑
i=1

|vi|

for any arbitrary v = (v1, . . . , vn) ∈ Rn, we have:

(i) c~G = c1
‖c1‖1 and c~L(~G) = c2

‖c2‖1 .
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(ii) Reciprocally, cB(~G) = 1
2 (c~G, c~L(~G)) and

c~G =
T~G c~L(~G)

‖T~G c~L(~G)‖1
, c~L(~G) =

Ht
~G
c~G

‖Ht
~G
c~G‖1

.

Proof. (i) Let cB(~G) = (c1, c2) ∈ Rn × Rm the Bonacich centrality of B(~G). Then,

if λ is the spectral radius of B(~G),

(At
B(~G)

)2cB(~G) =

(
At

~G
0

0 At
~L(~G)

)(
c1
c2

)
=

(
At

~G
c1

At
~L(~G)

c2

)
= λ2

(
c1
c2

)
.

It follows that c1 is an eigenvector of At
~G

and c2 is an eigenvector of At
~L(~G)

. We

finish the proof by observing that c1, c2 > 0.

(ii) From the unity of the centrality vector and the fact that it has norm one

follows cB(~G) = 1
2 (c~G, c~L(~G)). Now, if λ is the spectral radius of B(~G), we have on

the one hand

At
B(~G)

cB(~G) = λcB(~G) =
λ

2
(c~G, c~L(~G)),

and on the other hand

At
B(~G)

cB(~G) =
1

2

(
0 T~G

Ht
~G

0

)(
c~G
c~L(~G)

)
=

1

2

(
T~G c~L(~G)

Ht
~G
c~G

)
Hence the claimed relations follow.

Example 1. Let us consider the directed graph ~G = (V,E) with 6 nodes and 8
links as it is given in figure 3.

Figure 3. A directed graph ~G = (V,E) with 6 nodes and 8 links.

It is easy to check that the line graph ~L(~G) of the previous network is the directed
graph with 8 nodes and 10 links given in figure 4.

If we consider V = {1, 2, 3, 4, 5, 6} and E = {`1, · · · , `8} defined as

`1 = (1, 2), `5 = (4, 3),

`2 = (1, 6), `6 = (4, 3),

`3 = (2, 4), `7 = (5, 6),

`4 = (3, 5), `8 = (6, 1),



378 R. CRIADO, J. FLORES, A. J. GARCÍA DEL AMO AND M. ROMANCE

Figure 4. The directed linegraph graph ~L(~G) of the network given
in figure 3.

then the incidence matrix of heads of ~G is

H~G = (Hij) =

{
1 if `j = (vi,−)
0 otherwise,

}
=


1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


the incidence matrix of tails of ~G is

T~G = (Tij) =

{
1 if `j = (−, vi)
0 otherwise

}
=


0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 1 0 0
0 1 0 0 0 0 1 0


and therefore the adjacency matrices of ~G and ~L(~G) are

A~G =


0 1 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0

 , A~L(~G) =



0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0


.

By direct computation we get that

ct~G = (0.20684, 0.15614, 0.08897, 0.11787, 0.15614, 0.27401),

ct~L(~G)
= (0.15614, 0.15614, 0.11787, 0.06716, 0.08897, 0.08897, 0.11787).
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If we use the formulas obtained in theorem 3.1, we get that(
Ht

~G
c~G

‖Ht
~G
c~G‖1

)t

= (0.15614, 0.15614, 0.11787, 0.06716, 0.08897, 0.08897, 0.11787)

= ct~L(~G)
,(

T~Gc~L(~G)

‖T~Gc~L(~G)‖1

)t

= (0.20684, 0.15614, 0.08897, 0.11787, 0.15614, 0.27401) = ct~G.

3.2. Efficiency of directed line graphs. In this subsection we are interested in

finding relations between the efficiency of a directed network graph ~G = (V,E), the

directed line graph ~L(~G) and the bipartite graph B(~G). We start with the relation

between E(~G) and E(~L(~G)). Recall that the efficiency of a (directed) complex

network ~G is the value

E(~G) =
1

n(n− 1)

∑
i6=j

1

d~G(i, j)
,

where d~G(i, j) is the distance from node i to node j, i.e., the number of edges in
a shortest directed path connecting them (geodesic distance). If there is no path
from node i to node j, the distance d~G(i, j) is considered as infinite.

The efficiency in ~L(~G) is naturally defined

E(~L(~G)) =
1

m(m− 1)

∑
`,`′∈E, 6̀=`′

1

d~L(~G)(`, `
′)
.

and the efficiency in B(~G) can be expressed as

E(B(~G)) =
1

(n+m)(n+m− 1)

∑
a,b∈V ∪E,a6=b

1

dB(~G)(a, b)

=
1

(n+m)(n+m− 1)

 ∑
i,j∈V,i 6=j

1

dB(~G)(i, j)
+

∑
i∈V,(j,k)∈E

1

dB(~G)(i, (j, k))

+
∑

(j,k)∈E,i∈V

1

dB(~G)((j, k), i)
+

∑
(i,j) 6=(i′,j′)

1

dB(~G)((i, j)(i
′, j′))

 .

It is not difficult to prove the following lemma:

Lemma 3.2. If ~G = (V,E) is a directed complex network, then for every collection
of nodes i, j, k, i′, j′ ∈ V :

(i) d~L(~G)

(
(i, j), (i′, j′)

)
= 1 + d~G(j, i′),

(ii) dB(~G)(i, j) = 2d~G(i, j),

(iii) dB(~G)(i, (j, k)) = 1 + dB(~G)(i, j) = 1 + 2d~G(i, j),

(iv) dB(~G)((j, k), i) = 1 + dB(~G)(k, i) = 1 + 2d~G(k, i),

(v) dB(~G)

(
(i, j), (i′, j′)

)
= 2d~L(~G)

(
(i, j), (i′, j′)

)
= 2 + 2d~G(j, i′).

Now, using the previous lemma, it is not difficult to prove the following result:

Theorem 3.3. Let ~G = (V,E) be a directed graph with n nodes and ~L(~G) its
associated directed line graph. Then

E(~L(~G)) ≤ F (n,m)E(~G) +G(n,m),
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where

F (n,m) =
n(n− 1)

m(m− 1)
(max{grin(i) · grout(j) | i, j ∈ V })

and

G(n,m) =
n2(n− 1)

m(m− 1)
(max{grin(i) · grout(i) | i ∈ V }) .

Reasoning into a similar way, it is possible to get a relationship between E(B(~G))

and E(~G).

Similarly, since σ
~L(~G)
(i,j),(i′,j′) = σ

~G
j,i′ if (i, j) 6= (i′, j′) with σ

~G
j,i′ = 0 if j = i′, where

σ
~G
(i,j) (respectively, σ

~L(~G)
(i,j),(i′,j′)) is the number of geodesics from node i to node j in

~G (respectively, the number of geodesics from node (i, j) to node (i′, j′) in ~L(~G)),

we can estimate the betweenness centrality of a node (i, j) in ~L(~G) by using the

betweenness centrality of i and j in ~G.

3.3. Clustering in directed line graphs. Recall that a triple in the directed

graph ~G = (V,E) is a set of three nodes and two edges while a triangle is a set
of three nodes and three edges (multiedges and loops are excluded) The following
definition for clustering coefficient is well known:

cc(~G) =
|number of triangles|
|number of triples|

,

where |A| stands for the cardinality of the set A.

Theorem 3.4. Let ~G = (V,E) be a directed graph with n nodes and ~L(~G) its
associated directed line graph. Then

cc(~L(~G)) ≤ cc(~G)

n− 3
.

Proof. Note that every triple in ~L(~G) falls into one of the following types (see
figure 5):

• Type (i), those triples with nodes {a, b, c} and edges (a, b) and (b, c).
• Type (ii), those triples with nodes {a, b, c} and edges (a, b) and (c, b).
• Type (iii), those triples with nodes {a, b, c} and edges (b, a) and (b, c).

Note also that triples of type (i) proceed from subgraphs in ~G of type (i∗), those
with four nodes {i, j, k, l} and three edges (i, j) = a, (j, k) = b and (k, l) = c, and

reciprocally. Analogously, triples of type (ii) proceed from subgraphs in ~G of type
(ii∗), those with four nodes {i, j, k, l} and three edges (i, j) = a, (j, k) = b and
(l, j) = c, and reciprocally. Finally, triples of type (iii) proceed from subgraphs in
~G of type (iii∗), those with four nodes {i, j, k, l} and three edges (j, i) = a, (l, j) = b
and (j, k) = c, and reciprocally.

Observe that the number of triples in ~G of type (i∗∗), those with three nodes
{i, j, k} and edges

(
(i, j), (j, k)

)
, is less or equal than (n− 3)−1 times the number of

subgraphs in ~G of type (i∗) (note that n− 3 is imposed in order to avoid loops and

multiedges). Analogously the number of triples in ~G of type (ii∗∗), those with nodes
{i, j, k} and edges

(
(i, j), (k, j)

)
is less or equal than (n − 3)−1 times the number

of subgraphs in ~G of type (ii∗). Finally the number of triples in ~G of type (iii∗∗),
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Figure 5. Types of triples in a directed line network.

those with nodes {i, j, k} and edges
(
(j, i), (j, k)

)
is less or equal than (n − 3)−1

times the number of subgraphs in ~G of type (iii∗).
Notice in addition that from the definition of directed line graph every triangle

in ~L(~G) must necessarily be oriented in the sense that the degree in and the degree

out of every node is one, and it must proceed from a oriented triangle in ~G.
Thus we have

1

cc(~L(~G))
=
|triples of type(i)|
|triangles|

+
|triples of type(ii)|
|triangles|

+
|triples of type(iii)|

|triangles|

=
|subgraphs of type(i∗)|
|oriented triangles in ~G|

+
|subgraphs of type(i∗∗)|
|oriented triangles in ~G|

+
|subgraphs of type(i∗∗∗)|
|oriented triangles in ~G|

≥ (n− 3)|triples of type(i∗∗)|
|oriented triangles in ~G|

+
(n− 3)|triples of type(ii∗∗)|
|oriented triangles in ~G|

+
(n− 3)|triples of type(iii∗∗)|
|oriented triangles in ~G|

=
(n− 3)|triples in ~G|
|oriented triangles in ~G|

≥ (n− 3)|triples in ~G|
|triangles in ~G|

=
n− 3

cc(~G)
.
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Remark 1. From the previous result follows that the line graph ~L(~G) of a directed

graph ~G with more than 4 nodes cannot be isomorphic to the initial graph ~G. In

contrast if ~G has only 4 nodes then ~L(~G) can be isomorphic to ~G. In this case
the inequality in Theorem 3.4 can turn into an equality as 4-3=1. The following

example illustrates the situation. Consider ~G with nodes {i, j, k, l} and the directed

edges (i, j), (j, k), (k, l) and (l, j). It is straightforward to check that ~G and ~L(~G)
have the same clustering coefficient as they are isomorphic.

Remark 2. We cannot expect a reverse inequality in Theorem 3.4 as the following
example shows. Consider G the triangle of nodes i, j, k and edges (i, j), (k, j) and
(k, i). The associated line graph consists of nodes (i, j), (k, j) and (k, i) and the

single edge
(
(k, i), (i, j)

)
. Hence ~L(~G) has clustering coefficient zero while ~G has

clustering coefficient one.

4. Interplay between directed and undirected line-graphs for undirected
networks. This section is devoted to analyze some relationships between the cen-
trality and the efficiency of an undirected graph G and the corresponding measures
of the directed graph D(G) obtained from G.

4.1. Centrality and irregularity. In this subsection we intend to exploit some
relations between the centralities of an undirected graph G and the directed graph
D(G), obtained from G, and the centralities of their line graphs counterparts. In
particular, we want to, raughty speaking, gauge the norm of the difference of cen-
tralities cL(G) and c~L(D(G)) as a function of the Collatz-Sinogowitz irregularity index

of G ([7]).
Note that, according to Theorem 3.1, we know that for the directed graph D(G),

we have the equality

cD(G) =
HD(G) c~L(D(G))

‖HD(G) c~L(D(G))‖1
.

After renaming we have the equality cD(G) = Rc~L(D(G)) where R : Rm → Rn is the

linear transformation R(x) = λHD(G)(x) with λ = ‖HD(G) c~L(D(G))‖
−1
1 .

Analogously it was proved in [8] that for the undirected graph G we have the
equalities

cG =
IG cL(G)

‖IG cL(G)‖1
, cL(G) =

ItGcG
‖ItG cG‖1

.

S ince A(G) + gr = IGI
t
G, it follows after renaming that cG+gr = ScL(G), where

S : Rm → Rn is the linear transformation S(x) = ηI(x) and η = ‖IGcL(G)‖−1
1 .

Summing up, there are two linear transformations R,S : Rm → Rn such that

cD(G) = Rc~L(D(G)), cG+gr = ScL(G)

In addition, from the fact that G and D(G) share the same adjacency matrix, as
previously noticed, it readily follows

cG = cD(G).

Call now i(G) the well known Collatz-Sinogowitz index, ρ(G) − 2m/n, which is a
measure of the irregularity of the graph G ([7]).
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If i(G) <
(
√

2− 1)2

(4
√

2− 2)2n2
√

2m
δ2, where δ is the spectral separation of G, then it

was shown in [9] that

‖cG+gr − cG‖2 ≤
(4−

√
2)
√

2n 4
√

2m

δ

√
i(G).

But then from the previous lines the following result is derived

Theorem 4.1. Following the previous notation,

‖Rc~L(D(G)) − ScL(G)‖2 ≤ f(i(G)),

where f : [0, α)→ [0,∞) is defined as

f(t) =
(4−

√
2)
√

2n 4
√

2m

δ

√
t,

with α =
(
√

2− 1)2

(4
√

2− 2)2n2
√

2m
δ2.

In other words, up to dimension, we have evaluated the distance of the centrality

vectors of L(G) and ~L(D(G)) in terms of the irregularity of G.

4.2. Efficiency. In this subsection we are interested in remarking the relationship
amongst the efficiency of an undirected network G, the directed graph D(G) and

the corresponding line graphs L(G) and ~L(D(G)).
As E(G) = E(D(G)), by the Theorem 3.5 in [8], taking p as the number of edges

of L(G), and using the same expressions for F (n,m) and G(n,m) as in the theorem
of the previous section, we can get

E(~L(D(G)) ≤ F (n,m)E(D(G)) +G(n,m)

≤ F (n,m)E(G) +G(n,m)

≤ F (n,m)(
1

n(n− 1)
(8m(m− 1)E(L(G))− 15p+ 2)) +G(n,m).

5. Conclusions. The analytical results proved in the previous sections illustrate
that there are strong correlations between the properties of a directed network and
its associated (directed) line-graph that extend the same phenomenon that occurs
in the undirected case. Furthermore, in the last section, we can conclude that
even in the undirected case, the directed version of the line-graph can infer deep
properties of an undirected graph. Therefore, if we consider an undirected network
G, in addition to the classic (undirected) line graph L(G), the directed line graph
~L(D(G)) captures many properties of G even better that L(G) (this is the case of
the eigenvector centrality).

Considering the analysis of directed line graphs of directed networks is not super-
fluous as many real-life applications studied by means of the line-graph are directed
in nature (for example, urban street networks [10, 11] and many others). The re-
sults obtained here show explicitly the connection between the primal and the dual
approach in directed networks and how the properties of a directed line graph and
the associated directed line graph are related by means of the (directed) bipartite
representation of the network.

As a future task we leave the study of the relationship between the directed

line graph of a directed network ~G and the undirected line graph associated to the
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underlying undirected network U(~G). Indeed, several directed networks in real life
(such as urban street networks) have been analyzed via the (undirected) line graph
of the underlying undirected network; our goal would be to give rigorous support to
the conclusions obtained so far (see [10, 11]) which implicitly have assumed that the
primal and dual analysis of directed networks and its underlying directed versions
are essentially equivalent.
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