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Abstract: We consider the one and the two obstacles problems for the nonlocal nonlinear anisotropic
g-Laplacian Ls

g, with 0 < s < 1. We prove the strict T-monotonicity of Ls
g and we obtain the Lewy-

Stampacchia inequalities F ≤ Ls
gu ≤ F ∨ Ls

gψ and F ∧ Ls
gϕ ≤ L

s
gu ≤ F ∨ Ls

gψ, respectively, for the
one obstacle solution u ≥ ψ and for the two obstacles solution ψ ≤ u ≤ ϕ, with given data F. We
consider the approximation of the solutions through semilinear problems, for which we prove a global
L∞-estimate, and we extend the local Hölder regularity to the solutions of the obstacle problems in
the case of the fractional p(x, y)-Laplacian operator. We make further remarks on a few elementary
properties of related capacities in the fractional generalised Orlicz framework, with a special reference
to the Hilbertian nonlinear case in fractional Sobolev spaces.

Keywords: fractional generalised Orlicz spaces; nonlocal nonlinear anisotropic operators; one and
two obstacles problems

1. Introduction

It is well known that the obstacle problem can be formulated in the form of a variational inequality

u ∈ Ks : 〈Ls
gu − F, v − u〉 ≥ 0, ∀v ∈ Ks, (1.1)

for F ∈ W−s,G∗: (Ω) and for the closed convex sets of one or two obstacles Ks = Ks
1, Ks

2 defined,
respectively, by

Ks
1 = {v ∈ W s,G:

0 (Ω) : v ≥ ψ a.e. in Ω},

Ks
2 = {v ∈ W s,G:

0 (Ω) : ψ ≤ v ≤ ϕ a.e. in Ω},

with given functions ψ, ϕ ∈ W s,G:(Rd), supposing Ks
1 , ∅, for which it is sufficient to assume ψ ≤ 0 a.e.

in Rd\Ω, and Ks
2 , ∅, by assuming in addition that ϕ ≥ 0 a.e. in Rd\Ω.
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In this work, we consider nonlocal nonlinear anisotropic operators of the g-Laplacian type

Ls
g : W s,G:

0 (Ω)→ W−s,G∗: (Ω),

in Lipschitz bounded domains Ω ⊂ Rd, as defined in [11, 13, 14] by

〈Ls
gu, v〉 =

∫
Rd

∫
Rd

g
(
x, y, |δsu(x, y)|

)
δsu(x, y)δsv(x, y)

dx dy
|x − y|d

, (1.2)

where 〈·, ·〉 denotes the duality between W s,G:
0 (Ω) and its dual space W−s,G∗: (Ω) = [W s,G:

0 (Ω)]∗, for the
fractional generalised Orlicz space W s,G:

0 (Ω) associated with the nonlinearity g(x, y, | · |), which we will
define in Section 2.1, and δs is the two points finite difference s-quotient, with 0 < s < 1,

δsu(x, y) =
u(x) − u(y)
|x − y|s

.

Here, g(x, y, r) : Rd × Rd × R+ → R+ is a positive measurable function, Lipschitz continuous in r,
such that, for almost every x, y,

lim
r→0+

rg(x, y, r) = 0, lim
r→+∞

rg(x, y, r) = +∞

satisfying

0 < g∗ ≤
rg′(x, y, r)
g(x, y, r)

+ 1 ≤ g∗, for r > 0, (1.3)

for some constants 0 < g∗ ≤ g∗, as in [7, 17], and we set

G:(x, y, r) =

∫ r

0
g(x, y, ρ)ρ dρ.

Therefore Ls
g includes various nonlocal operators, as follows:

• When g(x, y, r) = g(r), we have the isotropic nonlinear nonlocal operator∫
Rd

∫
Rd

g
(
|δsu(x, y)|

)
δsu(x, y)δsv(x, y)

dx dy
|x − y|d

, (1.4)

which corresponds to the fractional Orlicz-Sobolev case [20] and, when g = 1 is constant,
includes the fractional Laplacian

〈(−∆)su, v〉 =

∫
Rd

∫
Rd

(u(x) − u(y))(v(x) − v(y))
|x − y|d+2s dx dy. (1.5)

• The anisotropic fractional p-Laplacian Ls
p, for 1 < p∗ < p(x, y) < p∗ < ∞ (see e.g., [8, 10]),

corresponding to g(x, y, r) = K(x, y)|r|p(x,y)−2 and defined through

〈Ls
pu, v〉 =

∫
Rd

∫
Rd

|u(x) − u(y)|p(x,y)−2(u(x) − u(y))(v(x) − v(y))
|x − y|d+sp(x,y) K(x, y) dx dy, (1.6)

where K(x, y) : Rd × Rd → R is a measurable function satisfying

K(x, y) = K(y, x) and k∗ ≤ K(x, y) ≤ k∗, for a.e. x, y ∈ Rd (1.7)

for some k∗, k∗ > 0. In the linear case where p = 2, we have the symmetric linear anisotropic
fractional Laplacian (see e.g., [36, 48]).
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• The fractional double phase operator Ls
p,q corresponding to

g(x, y, r) = K1(x, y)|r|p−2 + K2(x, y)|r|q−2,

or the logarithmic Zygmund operator with

g(x, y, r) = K1(x, y)|r|p−2 + K2(x, y)|r|p−2| log(|r|)|,

with K1,K2 satisfying (1.7) (see, for instance, Example 2.3.2 of [16] for other N-functions).

• We may also consider the special case of anisotropic operators of the type (1.2) with a strictly
positive and bounded function g(x, y, r) satisfying, in addition to (1.3),

0 < γ∗ ≤ g(x, y, r) ≤ γ∗, (1.8)

for a.e. x, y and for all r, which corresponds to the Hilbertian framework H s
0(Ω) as in Chapter 5

of [35].

We aim to extend the results of [36] for linear fractional operators in the Sobolev space H s
0(Ω),

to the general class anisotropic nonlocal nonlinear operators Ls
g. We show that these operators also

satisfy the strict T-monotonicity property, which is instrumental for comparison properties in the
Dirichlet problem and in the obstacle problems, in the approximation of the solutions of the obstacle
problem by monotone bounded penalisations, as well as, through the Lewy-Stampacchia inequalities,
we extend the classical criteria for the regularity of their solutions, including the Hölder continuity,
by applying directly the known regularity theory for the associated equations. Therefore we also
include a brief survey of some recent results for the solutions to the quasilinear fractional Dirichlet
problem and we prove a new result on the global boundedness of their solutions. We complete our
work with new remarks on the fractional s-capacity of subsets of Ω with respect to the operator Ls

g,
in particular, in the special Hilbertian case of strictly coercive and Lipschitz continuous anisotropic
quasilinear operators satisfying (1.8), where we compare with the s-capacity associated with the
fractional Laplacian, so that we extend also to the nonlinear fractional framework the classical notion
introduced by Stampacchia [53] for linear partial differential operator of second order.

This paper has the following plan:
2 – Preliminaries
2.1 – The fractional generalised Orlicz functional framework
2.2 – The quasilinear fractional Dirichlet problem
3 – Quasilinear fractional obstacle problems
3.1 – T-monotonicity and comparison properties
3.2 – Lewy-Stampacchia inequalities for obstacle problems
4 – Approximation by semilinear problems and regularity
4.1 – Approximation via bounded penalisation
4.2 – Regularity in obstacle problems
5 – Capacities
5.1 – The fractional generalised Orlicz capacity
5.2 – The s-capacity in the H s

0(Ω) Hilbertian nonlinear framework
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In Section 2, after introducing the fractional generalised Orlicz functional framework for the
operator Ls

g, we recall some basic properties from the literature, as a Poincaré type inequality and
some embedding results, in particular, in some fractional Sobolev-Gagliardo spaces. Then we state the
existence of a unique variational solution to the homogeneous Dirichlet problem, which is a natural
consequence of the assumptions on g and the symmetry of the operator Ls

g and we prove a new global
L∞(Ω) estimate, by using the truncation method used in [33] for the anisotropic fractional Laplacian.
This global L∞(Ω) bound was obtained previously in the isotropic case of g(x, y, r) = g(r) with G
satisfying the ∆′ condition (which is stronger than the ∆2 condition) in Corollary 1.7 of [12], as well
as Theorem 3 of [22], where these authors considered a different class of G, namely G is such that ḡ is
convex and g∗ ≥ 1 in (1.3). For the definitions of ∆2 and ∆′, see below Paragraph 2.1 and Remark 2.12
and the references [24, 31] for more details on N-functions. We also collect some known regularity
results with the aim to extend them to the solutions of the one and the two obstacles problems.

In Section 3, we first show that the structural assumption (1.3) implies that the Ls
g is a strictly

T-monotone operator in W s,G:
0 (Ω). This fact easily implies the monotonicity of the solution of the

Dirichlet problem with respect to the data, extending and unifying previous results already known in
some particular cases of g. This important property has interesting consequences in unilateral problems
of obstacle type also in this generalised fractional framework: Comparison of solution with respect to
the data and a continuous dependence of the solutions in L∞ with respect to the L∞ variation of the
obstacles; and more important, it also implies the Lewy-Stampacchia inequalities to this more general
nonlocal framework, extending [23, 49] in the one obstacle case and are new in the nonlocal two
obstacles problem.

In the case when the heterogeneous term f is in a suitable generalised Orlicz space, in Section 4,
we give a direct proof of the Lewy-Stampacchia inequalities showing then that Ls

gu is also in the same
Orlicz space. We also prove important consequences to the regularity of the solutions; and, in the case
of integrable data, the approximation of the solutions via bounded penalisation.

Finally, in Section 5, exploring the natural relation of the obstacle problem and potential theory,
we make some elementary remarks on the extension of capacity to the fractional generalised Orlicz
framework associated with the operator Ls

g, motivating interesting open questions that are beyond
the scope of this work. We refer to the recent work [9], and its references, for the extension of the
Sobolev capacity to generalised Orlicz spaces in the local framework of the gradient. We conclude this
paper in the Hilbertian case of the anisotropic nonlinear operator (1.5), with a few extensions relating
the obstacle problem and potential theory, in the line of the pioneering work of Stampacchia [53]
for bilinear coercive forms, which was followed, for instance, in [1] and, in the nonlinear classical
framework in [4] and extended to the linear nonlocal setting in [36].

In recent years, there has been relevant progress in the study of PDEs in generalised Orlicz spaces
including the obstacle problem (see, [16, 25, 26] and their references), and also nonlocal operators
in fractional generalised Orlicz spaces, also called fractional Musielak-Sobolev spaces, [6, 7, 17, 43].
The associated nonlocal elliptic equations in fractional generalised Orlicz spaces or the less general
Orlicz-Sobolev spaces have also been extensively studied [11–14, 20–22, 39], including existence and
regularity results, embedding and extension properties, local Hölder continuity, Harnack inequalities,
and uniform boundedness properties. The associated unilateral problems have also been considered.
Previous works along this line have only considered the fractional anisotropic p-Laplacian Ls

p in
obstacle problems [30, 42, 44, 45]. In this work, we consider the more general case of the anisotropic
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nonlocal nonlinear g-Laplacian Ls
g in generalised fractional Orlicz spaces, and we obtain new results

for the associated obstacle problems.
Although we have considered only the nonlocal nonlinear anisotropic operators of the g-Laplacian

type defined in the whole Rd by (1.2), most of our results still hold in the different case in which the
definition of the g-Laplacian type operator where the integral is instead taken only over the domain Ω

as in [18, 28].

2. Preliminaries

In this section we collect some known but dispersed facts, which can be found in the books [16,24,
31, 38], needed to develop our main results. After setting the functional framework of the fractional
generalised Orlicz spaces we compile some relevant results on the fractional nonlinear Dirichlet
problem in different cases.

2.1. The fractional generalised Orlicz functional framework

Let the mapping ḡ : Rd × Rd × R+ → R be defined by

ḡ(x, y, r) = g(x, y, r)r.

Then, with g defined in the introduction, ḡ satisfies the following condition:

(1) ḡ(x, y, ·) : Rd×Rd×R+ → R is a strictly increasing homeomorphism from R+ onto R, ḡ(x, y, r) > 0
when r > 0.

Moreover, its primitive G: = G(x, y, r) : Rd × Rd × R+ → R+ defined for all r ≥ 0 and a.e. x, y, by

G(x, y, r) =

∫ r

0
ḡ(x, y, ρ) dρ

satisfies (see [3] or [31]).

(2) G(x, y, ·) : [0,∞[→ R is an increasing function, G(x, y, 0) = 0 and G(x, y, r) > 0 whenever r > 0.

(3) For the same constants g∗ < g∗ as in (1.3),

0 < 1 + g∗ ≤
rḡ(x, y, r)
G(x, y, r)

≤ g∗ + 1, a.e. x, y ∈ Rd, r ≥ 0. (2.1)

(4) G: satisfies the ∆2-condition, i.e., G:(2t) ≤ CG:(t) for t > 0 and a.e. x, y, with a fixed C > 0.

The assumption (1.3) means that G: is a strictly convex function for a.e. x, y, and we denote

G∗: = G∗(x, y, r) : Rd × Rd × R+ → R+

as the conjugate convex function of G:, which is defined by

G∗(x, y, r) = sup
ρ>0
{rρ −G(x, y, ρ)}, ∀x, y ∈ Rd, r ≥ 0.
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In the example

G(x, y, r) =
1

p(x, y)
|r|p(x,y)

corresponding to the anisotropic fractional p-Laplacian (1.6), we have

G∗(x, y, r) =
1

p′(x, y)
|r|p

′(x,y)

with 1
p(x,y) + 1

p′(x,y) = 1, for each x, y ∈ Rd.
Given the function G:, we can subsequently define the modulars ΓĜ· and Γs,G for 0 < s < 1 and u

extended by 0 outside Ω, following [20], by

ΓĜ·(u) =

∫
Rd

Ĝ·(|u(x)|) dx,

Γs,G:(u) =

∫
Rd

∫
Rd

G:
(
|δsu|

) dx dy
|x − y|d

with 0 < s < 1,

where we denote
Ĝ·(r) = G(x, x, r),

which also satisfies the global ∆2-condition.
We define the corresponding generalised Orlicz spaces and generalised fractional Orlicz-Sobolev

spaces
LĜ·(Rd) =

{
u : Rd → R,measurable : ΓĜ·(u) < ∞

}
,

W s,G:(Rd) =

{
u ∈ LĜ·(Rd) : Γs,G:(u) < ∞

}
with their corresponding Luxemburg norms (see, for instance, Chapter 8 of [3] or Chapter 2 of [41]),
given by

‖u‖G =‖u‖LĜ· (Rd) = inf
{
λ > 0 : ΓĜ·

(u
λ

)
≤ 1

}
and

‖u‖s,G =‖u‖W s,G: (Rd) =‖u‖G + [u]s,G,

where

[u]s,G = inf
{
λ > 0 : Γs,G:

(u
λ

)
≤ 1

}
.

In this framework, with the above assumptions, it is well known that LĜ·(Rd) and W s,G:(Rd) are
reflexive Banach spaces by the ∆2-condition (refer to Theorem 11.6 of [41]). On the other hand, as in
Lemmas 3.1 and 3.3 of [6]), we can show that the functional Γs,G: ∈ C1(W s,G:(Rd),R), which is strictly
convex, is also weakly lower semi-continuous.

We define
W s,G:

0 (Ω) = C∞c (Ω)
‖·‖s,G

with dual [W s,G:
0 (Ω)]∗ = W−s,G∗: (Ω), as G: satisfies the ∆2-condition (see Sections 3.3 and 3.5 of [16]),

and we consider each function v ∈ W s,G:
0 (Ω) defined everywhere in Rd by setting v = 0 in Rd\Ω.

Furthermore, by Lemma 2.5.5 of [38], C∞c (Ω) is dense in C(Ω) ∩ LĜ·(Ω).
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We denote by Ĝ−1
· (r) = G−1(x, x, r) the inverse function of Ĝ· for almost all x, which satisfies the

following conditions:∫ 1

0

Ĝ−1
· (t)

t(d+s)/d dt < ∞ and
∫ ∞

1

Ĝ−1
· (t)

t(d+s)/d dt = ∞, for almost all x ∈ Ω. (2.2)

Then, the inverse generalised Orlicz conjugate function of Ĝ· is defined as

(G̃·)−1(r) =

∫ r

0

Ĝ−1
· (t)

t(d+s)/d dt, for almost all x ∈ Ω. (2.3)

Then, by Theorem 2.1 of [7], the embeddings W s,G:
0 (Ω) ↪→ LG̃·(Ω) and [LG̃·(Ω)]∗ ↪→ W−s,G∗: (Ω) hold for

the bounded open subset Ω ⊂ Rd with Lipschitz boundary. For any F ∈ W−s,G∗: (Ω) and u ∈ W s,G:
0 (Ω), we

denote their inner product by 〈·, ·〉. As G̃· also satisfies the ∆2-condition, we have [LG̃·(Ω)]∗ = LĜ∗· (Ω)
and so when F = f ∈ LĜ∗· (Ω), then

〈 f , u〉 =

∫
Ω

f u dx, ∀u ∈ LG̃·(Ω). (2.4)

Furthermore, we have a Poincaré type inequality, as a simple consequence of [7, Theorem 2.3]:

Lemma 2.1. Let s ∈]0, 1[ and Ω be a bounded open subset of Rd with a Lipschitz bounded boundary.
Then there exists a constant C = C(s, d,Ω) > 0 such that

‖u‖LĜ· (Ω) ≤ C[u]s,G:

for all u ∈ W s,G:
0 (Ω). Therefore, the embedding

W s,G:
0 (Ω) ↪→ LĜ·(Ω) (2.5)

is continuous. Furthermore, [u]s,G is an equivalent norm to‖u‖s,G for the fractional generalised Orlicz
space W s,G:

0 (Ω).

Remark 2.2. Note that in the bounded open set Ω, the spaces we consider here are different from the
W s,Gxy(Ω) spaces considered in [6, 7, 17], defined by

W s,Gxy(Ω) =

{
u ∈ LĜx(Ω) : Φs,Gxy(u) < ∞

}
where, for 0 < s < 1,

Φs,Gxy(u) =

∫
Ω

∫
Ω

Gxy
(
|δsu|

) dx dy
|x − y|d

with Gxy : Ω × Ω × R+ → R+ is defined only for a.e. (x, y) ∈ Ω × Ω with similar properties to our
G: : Rd × Rd × R+ → R+. We noticed that by Remark 2.2 of [6]] it is known

C∞c (Ω) ⊂ C2
c (Ω) ⊂ W s,Gxy(Ω).

Since the spaces we consider are, in a certain sense, smaller than the W s,Gxy(Ω) spaces, as
W s,G:

0 (Ω) ↪→ W s,Gxy

0 (Ω) the embedding results in [6, 7, 17] still hold, as Lemma 2.1 above.
Observe that the space LG̃x(Ω) defined with

ΦĜx
(u) =

∫
Ω

Ĝx(|u(x)|) dx

for Ĝx(x) = Gxy(x, x) is the same as LG̃·(Ω).
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Remark 2.3. In the case Ω = Rd, W s,G:(Rd) and W s,Gxy(Rd) coincide.

Although the following two properties on the generalised fractional Orlicz spaces are not directly
used in this work, it is worthwhile to register them, as they are natural extensions of similar properties
of the fractional Sobolev-Gagliardo spaces.

Lemma 2.4. • [43, Theorem 3.3] C∞c (Rd) is dense in W s,G:(Rd), so W s,G:(Rd) = W s,G:
0 (Rd).

• [7, Proposition 2.1] For a bounded open subset Ω ⊂ Rd and 0 < s1 ≤ s ≤ s2 < 1, the embeddings

W s2,G:
0 (Ω) ↪→ W s,G:

0 (Ω) ↪→ W s1,G:
0 (Ω)

are continuous.

Furthermore, for bounded domains Ω ⊂ Rd,

Lg∗+1(Ω) ⊂ LĜ·(Ω) ⊂ Lg∗+1(Ω), (2.6)

which is also a consequence of Theorem 8.12 (b) of [3] and the inequality

log(r1+g∗) − log(r1+g∗
0 ) =

∫ r

r0

1 + g∗
r

dr ≤
∫ r

r0

ḡ(x, y, r)
G(x, y, r)

dr

= log(G(x, y, r)) − log(G(x, y, r0)) ≤ log(r1+g∗) − log(r1+g∗

0 )

that holds for every 0 < r0 < r, by assumption (2.1). In fact, this means G(x, y, r) dominates rg∗+1 and
is dominated by rg∗+1 as r → ∞ and the embeddings (2.6) follow.

We recall the definition of the fractional Sobolev-Gagliardo spaces W s,p
0 (Ω) as the closure of

C∞c (Ω) in

W s,p(Ω) =

{
u ∈ Lp(Ω) : [u]p

s,p,Ω =

∫
Ω

∫
Ω

|u(x) − u(y)|p

|x − y|sp

dx dy
|x − y|d

< ∞

}
.

Then, we have

Proposition 2.5. [7, Lemma 2.3] For any 0 < s < 1 and Ω ⊂ Rd open bounded subset,

W s,G:
0 (Ω) ↪→ W t,q

0 (Ω) for any 0 < t < s, 1 ≤ q < 1 + g∗. (2.7)

In addition, combining the embedding (2.7) and the classical Rellich-Kondrachov compactness
embedding, we have W t,q

0 (Ω) ⊂ Lq∗(Ω) with q∗ satisfying

1 ≤ q∗ <
dq

d − tq
<

d(g∗ + 1)
d − s(g∗ + 1)

.

Observe that it is necessary that s(g∗ + 1) < d. This embedding result is given as follows:

Corollary 2.6. W s,G:
0 (Ω) b Lq(Ω) with q satisfying

1 ≤ q <
d(g∗ + 1)

d − s(g∗ + 1)
.

Remark 2.7. Observe that in the functional framework of the strong assumption (1.8) the norm of
the Banach space W s,G:

0 (Ω) is equivalent to the one of the fractional Sobolev space H s
0(Ω) = W s,2

0 (Ω),
which is a Hilbert space, while W s,G:

0 (Ω) is not.
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2.2. The quasilinear fractional Dirichlet problem

Recalling that G: is a strictly convex and differentiable function in r for a.e. x, y, we can regard Ls
g

as the potential operator with respect to the convex functional

Γs,G:(v) =

∫
Rd

∫
Rd

G:
(
|δsv|

) dx dy
|x − y|d

. (2.8)

As a consequence of well known results of convex analysis, there exists a unique solution to the
Dirichlet problem, given formally by Ls

gu = F in Ω, u = 0 in Ωc.

Proposition 2.8. [17, Proposition 4.6] Let 0 < s < 1 and Ω ⊂ Rd be a bounded domain. For
F ∈ W−s,G∗: (Ω), there exists a unique variational solution u ∈ W s,G:

0 (Ω) to

〈Ls
gu, v〉 = 〈F, v〉 ∀v ∈ W s,G:

0 (Ω), (2.9)

which is equivalent to the minimum over W s,G:
0 (Ω) of the functional Gs : W s,G:

0 (Ω)→ R defined by

Gs(v) =

∫
Rd

∫
Rd

G:
(
|δsv|

) dx dy
|x − y|d

− 〈F, v〉 ∀v ∈ W s,G:
0 (Ω). (2.10)

In the next theorem we extend the global boundedness of the solutions for the anisotropic Dirichlet
problem, under the uniform assumption (1.3) on g.

Theorem 2.9. Suppose F = f ∈ Lm(Ω), with m > d
s(g∗+1) and g satisfies (1.3) with s(g∗ + 1) < d. Let u

denote the solution of the Dirichlet problem (2.9). Then there exists a constant C, depending only on
g∗, g∗, k∗, k∗, d, Ω,‖u‖W s,G:

0 (Ω),
∥∥∥ f

∥∥∥
Lm(Ω)

and s, such that

‖u‖L∞(Ω) ≤ C.

The proof extends the one given in Section 3.1.2 of [33]. It uses the following numerical iteration
estimate, the proof of which is given in Lemma 4.1 of [53].

Lemma 2.10. Let Ψ : R+ → R+ be a nonincreasing function such that

Ψ(h) ≤
M

(h − k)γ
Ψ(k)δ, ∀h > k > 0,

where M, γ > 0 and δ > 1. Then Ψ(d) = 0, where

dγ = MΨ(0)δ−12
δγ
δ−1 .

Next, we introduce the truncation function Tk and its complement Pk defined as

Tk(u) = −k ∨ (k ∧ u), Pk(u) = u − Tk(u), for every k ≥ 0,

which will be useful for the proof.
Given the above definitions of Tk and Pk, it is straightforward to see (by considering the cases of

v(x), v(y) ≥ k and ≤ k) that

[Tk(v(x)) − Tk(v(y))][Pk(v(x)) − Pk(v(y))] ≥ 0, a.e. in Ω ×Ω. (2.11)

As a result, we have under the assumptions of this theorem, the following lemma.
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Lemma 2.11. Take v ∈ W s,G:
0 (Ω). If Ψ : R → R is a Lipschitz function such that Ψ(0) = 0, then

Ψ(v) ∈ W s,G:
0 (Ω). In particular, for any k ≥ 0, Tk(v), Pk(v) ∈ W s,G:

0 (Ω), and

(g∗ + 1)Γs,G:(Pk(v)) ≤ 〈Ls
gv, Pk(v)〉.

Proof. We first show the regularity of Tk(v) and Pk(v). Let λΨ > 0 be the Lipschitz constant of Ψ. As
such, for x, y in Rd, x , y,

|δsΨ(v)(x, y)| =
|Ψ(v(x)) − Ψ(v(y))|

|x − y|s
≤ λΨ

|v(x) − v(y)|
|x − y|s

= λΨ|δ
sv(x, y)|.

Since r 7→ rg(·, ·, r) is monotone increasing, as a result of the assumption (1.3), we have that

|δsΨ(v)|g
(
x, y, |δsΨ(v)|

)
≤ |λΨδ

sv|g
(
x, y, |λΨδ

sv|
)

for a.e. x, y in Rd, and so

(g∗ + 1)Γs,G:(Ψ(v)) ≤
∫
Rd

∫
Rd

g
(
x, y, |δsΨ(v)|

)
|δsΨ(v)|2

dx dy
|x − y|d

(2.12)

≤

∫
Rd

∫
Rd

g
(
x, y, |λΨδ

sv|
)
|λΨδ

sv|2
dx dy
|x − y|d

≤ (g∗ + 1)λ2
ΨΓs,G:(λΨv)

by (2.1). Then, the regularity of Tk(v) and Pk(v) follows since Tk and Pk are Lipschitz functions with
Lipschitz constant 1.

Finally we consider 〈Ls
gv, Pk(v)〉. Since Pk is a monotone Lipschitz function with Lipschitz

constant 1, we can apply a similar argument as above to obtain that

〈Ls
gv, Pk(v)〉 =

∫
Rd

∫
Rd

g
(
x, y, |δsv|

)
δsv δsPk(v)

dx dy
|x − y|d

≥

∫
Rd

∫
Rd

g
(
x, y, |δsPk(v)|

)
δsPk(v)δsv

dx dy
|x − y|d

= 〈Ls
gPk(v), v〉,

since g is non-negative and

δsv δsPk(v) =
Pk(v(x)) − Pk(v(y))

|x − y|s
v(x) − v(y)
|x − y|s

=

(
Pk(v(x)) − Pk(v(y))

)2
+

(
Tk(v(x)) − Tk(v(y))

) (
Pk(v(x)) − Pk(v(y))

)
|x − y|2s

≥

(
Pk(v(x)) − Pk(v(y))

)2

|x − y|2s > 0,

by recalling that v = Tk(v) + Pk(v) as well as using the estimate (2.11). Using this inequality, we
therefore have

〈Ls
gv, Pk(v)〉 ≥ 〈Ls

gPk(v), v〉 =

∫
Rd

∫
Rd

g
(
x, y, |δsPk(v)|

)
δsPk(v)δsv

dx dy
|x − y|d

≥

∫
Rd

∫
Rd

g
(
x, y, |δsPk(v)|

) (
Pk(v(x)) − Pk(v(y))

)2 dx dy
|x − y|d+2s ,

hence the desired result by (2.12). �
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Making use of the above estimates, we prove the uniform boundedness of the unique solution to the
nonlinear Dirichlet problem.

Proof of Theorem 2.9. We take Pk(u) to be the test function in the variational formulation of (2.9).
Combining this with the previous lemma, we easily obtain that

(g∗ + 1)Γs,G:(Pk(u(x))) ≤ 〈Ls
gu(x), Pk(u(x))〉 =

∫
Ak

f (x)Pk(u(x)) dx,

where Ak = {x ∈ Ω : u ≥ k}.
To estimate the left-hand-side, we make use of the inclusion of W s,G:(Ω) ↪→ W t,q(Ω) spaces. Then

Γs,G:(Pk(u(x))) ≥ C
∥∥∥Pk(u(x))

∥∥∥q

W t,q
0 (Ω)
≥ C′

∥∥∥Pk(u(x))
∥∥∥q

Lq∗ (Ω)

for an embedding constant C and exponent q = 1 + g∗ − ε of (2.7) for some small ε > 0, and Sobolev
embedding constants C′/C and t, q∗ of Corollary 2.6 (see, for instance, Theorem 6.5 of [19]).

To estimate the right-hand-side, we apply the Hölder’s inequality. Then, for any m > 0, we have∣∣∣∣∣∣
∫

Ak

f (x)Pk(u(x)) dx

∣∣∣∣∣∣ ≤∥∥∥ f
∥∥∥

Lm(Ω)

∥∥∥Pk(u(x))
∥∥∥

Lq∗ (Ω)
|Ak|

1− 1
q∗ −

1
m .

Combining these estimates with the crucial observation that for any h > k, Ah ⊂ Ak and Pk(u)χAh ≥

h − k, we obtain that

(h − k)|Ah|
g∗−ε

q∗ ≤
1

k∗C′(g∗ + 1 − ε)

∥∥∥ f
∥∥∥

Lm(Ω)
|Ak|

1− 1
q∗ −

1
m ,

or
|Ah| ≤

C′′

(h − k)
q∗

g∗−ε

∥∥∥ f
∥∥∥ q∗

g∗
Lm(Ω)
|Ak|

q∗
g∗−ε

(1− 1
q∗ −

1
m )

for a constant C′′ > 0.
Finally, observe that for m > d

s(g∗+1) ,

q∗

g∗ − ε

(
1 −

1
q∗
−

1
m

)
> 1

for large enough q∗ and small enough ε > 0. Therefore, the assumptions of Lemma 2.10 above are all
satisfied, and we can take Ψ(h) = |Ah| in Lemma 2.10 to obtain that there exists a k0 such that Ψ(k) ≡ 0
for all k ≥ k0, thus ess supΩ u ≤ k0. �

Remark 2.12. Note that the assumption (1.3) implies that G: satisfies the ∆2 condition, which is weaker
than the ∆′ condition given by

G:(rt) ≤ CG:(r)G:(t), for r, t > 0 and some C > 0, (2.13)

and used in the L∞-estimate in [12].

Recently in the case of the fractional p(x, y)-Laplacian an interesting local Hölder regularity result
for the solution of the Dirichlet problem has been proved, extending previous results in the case of
constant p. Here Cα(ω) denotes the space of Hölder continuous functions in ω for some 0 < α < 1.
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Theorem 2.13. Let F = f ∈ L∞(Ω). Suppose g(x, y, r) is of the form |r|p(x,y)−2K(x, y) as in the fractional
p-Laplacian Ls

p in (1.6) for 1 < p− ≤ p(x, y) ≤ p+ < ∞, and K satisfies (1.7), with p(·, ·) and K(·, ·)
symmetric.

(a) Suppose further that p(x, y) is log-Hölder continuous on the diagonal D = {(x, x) : x ∈ Ω}, i.e.,

sup
0<r≤1/2

log
(
1
r

)
sup
Br⊂Ω

sup
x2,y1,y2∈Br

|p(x1, y1) − p(x2, y2)|

 ≤ C, for some C > 0.

Then, the solution u of the Dirichlet problem (2.9) is locally Hölder continuous, i.e.,

u ∈ Cα(Ω) for some 0 < α < 1.

(b) In the case where p− = p+ = p, the solution u of (2.9) is globally Hölder continuous and satisfies

u ∈ Cα(Ω̄) such that ‖u‖Cα(Ω̄) ≤ Cs (2.14)

for some 0 < α < 1 depending on d, p, s, g∗, g∗, k∗, k∗ and
∥∥∥ f

∥∥∥
L∞(Ω)

.

Remark 2.14. Part (a) of this result is given in Theorem 1.2 of [42].
Part (b), when p is constant and the anisotropy is in the kernel K, is the result given in Theorem 8

of [44] or Theorem 6 of [30], and extended in Theorem 1.3 of [45] to the Heisenberg group.

Recalling that L∞(Ω) ⊂ LĜ∗· (Ω) by (2.6), next we compile the following known regularity results for
the Dirichlet problem for the operator Ls

g under the more restrictive assumption on G being isotropic,
i.e., in the Orlicz-Sobolev case.

Theorem 2.15. Let u be the solution of the Dirichlet problem (2.9). Suppose g is isotropic, i.e., g = g(r)
is independent of (x, y) and F = f ∈ L∞(Ω).

(a) If G satisfies the ∆′ condition, then the solution u of (2.9) is such that u ∈ Cα
loc(Ω) for some

0 < α < 1 depending on d, s, g∗ and g∗, and there exists Cω > 0 for every ω b Ω depending only
on d, g∗ and g∗,

∥∥∥ f
∥∥∥

L∞(Ω)
and independent of s ≥ s0 > 0, such that, for some for 0 < α ≤ s0,

u ∈ Cα(ω) with ‖u‖Cα(ω) ≤ Cω. (2.15)

(b) If ḡ = ḡ(r) is convex in r and g∗ ≥ 1, then u is Hölder continuous up to the boundary, i.e.,

u ∈ Cα(Ω̄) such that ‖u‖Cα(Ω̄) ≤ Cs (2.16)

for α ≤ s where Cs > 0 and α > 0 depends only on s, d, g∗, g∗ and
∥∥∥ f

∥∥∥
L∞(Ω)

.

Remark 2.16. Part (a) of this result is obtained in Theorem 1.1 of [11] and in Theorem 1.1(i) of [14].
Note that in these references, the authors require that the tail function of u for the ball BR(x0) defined by

Tail(u; x0,R) =

∫
Rd\BR(x0)

ḡ
(
|u(x)|
|x − x0|

s

)
dx

|x − x0|
n+s

is bounded. This assumption is not necessary when we apply it to the Dirichlet problem (2.9), since the
solution u is globally bounded by Theorem 2.9, and therefore its tail is also bounded.

Part (b) of this result is Theorem 1.1 of [21]. The additional assumption g∗ ≥ 1 implies that, in the
case of the fractional p-Laplacian Ls

p the result only covers the degenerate constant case p ≥ 2.
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Theorem 2.17. Let u be the solution of the Dirichlet problem (2.9). Suppose g(x, y, r) is uniformly
bounded and positive as in (1.8).

(a) Let f ∈ Lq
loc(Ω) for some q > 2d

d+2 . Then, there exists a positive 0 < δ < 1 − s depending on d, s,
g∗, g∗, q independent of the solution u, such that u ∈ W s+δ,2+δ

loc (Ω).

(b) Suppose further that f ∈ L∞(Ω) and g(x, y, r) = g(y, x, r), i.e., g has symmetric anisotropy, the
solution u of (2.9) is also globally Hölder continuous and satisfies (2.16) for some 0 < α < 1
depending on d, p, s, γ∗ and γ∗.

Remark 2.18. Part (a) of this result is obtained by applying the result of Theorem 1.1 of [32] by
replacing the kernel K(x, y) with the bounded kernel g(x, y, |δsu(x, y)|) satisfying (1.8), being u the
solution of the nonlinear Dirichlet problem (2.9).

Part (b) of this result in the special case when g(x, y, r) is uniformly bounded, in the sense that
0 < γ∗ ≤ g(x, y, r) ≤ γ∗, is a simple corollary of Theorem 2.13 in the case p = 2, since |δsu| is
symmetric and we can consider g(x, y, |δsu(x, y)|) = K(x, y) as a function of x and y for the regularity
estimate.

3. Quasilinear fractional obstacle problems

Exploring the order properties of the fractional generalised Orlicz spaces and showing the T-
monotonicity property in this large class of nonlocal operators, we are able to extend well-known
properties to the fractional framework: comparison of solution with respect to the data and the Lewy-
Stampacchia inequalities for obstacle problems.

3.1. T-monotonicity and comparison properties

We start by showing that the quasilinear fractional operator Ls
g is strictly T-monotone in W s,G:

0 (Ω),
i.e.,

〈Ls
gu − Ls

gv, (u − v)+〉 > 0, ∀u , v.

Here, we use the standard notation for the positive and negative parts of v

v+ ≡ v ∨ 0 and v− ≡ −v ∨ 0 = −(v ∧ 0),

and we recall the Jordan decomposition of v given by

v = v+ − v− and |v| ≡ v ∨ (−v) = v+ + v−,

and the useful identities
u ∨ v = u + (v − u)+ = v + (u − v)+,

u ∧ v = u − (u − v)+ = v − (v − u)+.

Theorem 3.1. The operator Ls
g is strictly T-monotone in W s,G:

0 (Ω).

Proof. Setting
θr(x, y) = rδsu(x, y) + (1 − r)δsv(x, y)
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and writing w = u − v, we have

〈Ls
gu − Ls

gv,w+〉

=

∫
Rd

∫
Rd

(w+(x) − w+(y))
[
g:

(
|δsu|

)
δsu − g:

(
|δsv|

)
δsv

] dy dx
|x − y|d+s

=

∫
Rd

∫
Rd

(w+(x) − w+(y))

∫ 1

0
g:(|θr|) dr +

∫ 1

0
|θr|g′:(|θr|) dr

 (δsu − δsv)
dy dx
|x − y|d+s .

Now, by (1.3),

J(x, y) =

∫ 1

0
g:(|θr|) dr +

∫ 1

0
|θr|g′:(|θr|) dr

 > 0

is strictly positive and bounded, so we have

〈Ls
gu − Ls

gv, (u − v)+〉 =

∫
Rd

∫
Rd

J(x, y)
w+(x) − w−(x) − w+(y) + w−(y)

|x − y|d+2s (w+(x) − w+(y)) dx dy

=

∫
Rd

∫
Rd

J(x, y)
(w+(x) − w+(y))2 + w−(x)w+(y) + w+(x)w−(y)

|x − y|d+2s dx dy

≥

∫
Rd

∫
Rd

J(x, y)
(w+(x) − w+(y))2

|x − y|d+2s dx dy > 0,

if w+ , 0, since w−(x)w+(x) = w−(y)w+(y) = 0. �

Remark 3.2. With exactly the same argument by replacing w+ with w = u − v, the operator Ls
g is

strictly monotone. This also follows directly from the fact that (1.3) implies the strict monotonicity of
g (see, for instance, page 2 of [15]): for all ξ, ζ ∈ R such that ξ , ζ,

(g:(|ξ|)ξ − g:(|ζ |)ζ) · (ξ − ζ) > 0, a.e. x, y ∈ Rd. (3.1)

The strict monotonicity immediately implies the uniqueness of the solution in Proposition 2.8.

Remark 3.3. In the particular case when g(x, y, r) = |r|p−2K(x, y) as in the fractional p-
Laplacian (1.6), with 1 < p < ∞ and K satisfies (1.7), the operator Ls

p is strictly coercive, in the
sense that

〈Ls
pu − Ls

pv, u − v〉 ≥


21−pk∗[u − v]p

W s,p
0 (Ω)

, if p ≥ 2,

(p − 1)2
p2−4p+2

p k∗
[u − v]2

W s,p
0 (Ω)(

[u]W s,p
0 (Ω) + [v]W s,p

0 (Ω)

)2−p , if 1 < p < 2,
(3.2)

where the seminorm of W s,p
0 (Ω) is given by

[u]W s,p(Ω) =

(∫
Rd

∫
Rd

|u(x) − u(y)|p

|x − y|d+sp dxdy
) 1

p

.

This is a generalisation of Proposition 2.4 of [37] to the K-anisotropic case.
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In the Hilbertian framework, we furthermore assume that g(x, y, r) ∈ [γ∗, γ∗] as in (1.8). Then, for
a.e. x, y ∈ Rd, it is easy to see from the proof of Theorem 3.1 that for all ξ, ζ ∈ R,

(g(x, y, |ξ|)ξ − g(x, y, |ζ |)ζ) · (ξ − ζ) ≥ γ∗g∗|ξ − ζ |2

and
|g(x, y, |ξ|)ξ − g(x, y, |ζ |)ζ | ≤ γ∗g∗|ξ − ζ |.

Proposition 3.4. The operator Ls
g in H s

0(Ω) with g(x, y, r) ∈ [γ∗, γ∗] satisfying (1.8) is strictly coercive
and Lipschitz continuous.

Proof. L̄s
g is strictly coercive for all u, v ∈ H s

0(Ω) because

〈L̄s
gu − L̄s

gv, u − v〉 =

∫
Rd

∫
Rd

(g:(|δsu|)δsu − g:(|δsv|)δsv) · (δsu − δsv)
dx dy
|x − y|d

≥ γ∗g∗

∫
Rd

∫
Rd
|δsu − δsv|2

dx dy
|x − y|d

= γ∗g∗‖u − v‖2Hs
0(Ω) .

Also, Ls
g is Lipschitz since for all u, v,w ∈ H s

0(Ω) with‖w‖Hs
0(Ω) = 1,

|〈Ls
gu − Ls

gv,w〉| ≤
∫
Rd

∫
Rd

∣∣∣g(x, y, |δsu|)δsu − g(x, y, |δsv|)δsv
∣∣∣ |δsw|

dx dy
|x − y|d

≤ γ∗g∗
∫
Rd

∫
Rd

|δsu − δsv|

|x − y|
d
2

|w(x) − w(y)|

|x − y|s+
d
2

dx dy ≤ γ∗g∗‖u − v‖Hs
0(Ω) .

�

As a result, we have, in addition, the comparison property for the Dirichlet problem. Recall that we
characterise an element F ∈ [W−s,G∗: (Ω)]+, the positive cone of the dual space of W s,G:

0 (Ω), by

F ≥ 0 in W−s,G∗: (Ω) if and only if 〈F, v〉 ≥ 0, ∀v ≥ 0, v ∈ W s,G:
0 (Ω). (3.3)

Proposition 3.5. If u, û denotes the solution of (2.9) corresponding to F, ψ and F̂, ψ̂ respectively, then

F ≥ F̂ implies u ≥ û, a.e. in Ω.

Proof. Taking v = u ∨ û for the original problem and v̂ = u ∧ û for the other problem and adding, we
have

〈Ls
gû − Ls

gu, (û − u)+〉 + 〈F − F̂, (û − u)+〉 = 0.

Since F ≥ F̂, the result follows by the strict T-monotonicity of Ls
g. �

Remark 3.6. This property of Ls
g extends and implies Lemma 9 of [34] for the fractional p-Laplacian,

as well as the fractional g-Laplacian in Proposition C.4 of [21] and Theorem 1.1 of [39].

Remark 3.7. This comparison property includes the result in Theorem 5.2 of [8] in the case of a
single non-homogeneous exponent p(x, y) and it extends easily the validity of the sub-supersolutions
principles to this more general class of operators Ls

g.
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3.2. Lewy-Stampacchia inequalities for obstacle problems

Next, we extend the comparison results for the obstacle problems

u ∈ Ks : 〈Ls
gu − F, v − u〉 ≥ 0, ∀v ∈ Ks, (3.4)

for F ∈ W−s,G∗: (Ω) and measurable obstacle functions ψ, ϕ ∈ W s,G:(Rd) such that the closed convex sets
Ks = Ks

1 or Ks
2 defined by

Ks
1 = {v ∈ W s,G:

0 (Ω) : v ≥ ψ a.e. in Ω} , ∅,

Ks
2 = {v ∈ W s,G:

0 (Ω) : ψ ≤ v ≤ ϕ a.e. in Ω} , ∅.

Theorem 3.8. The one or two obstacles problem (3.4) has a unique solution u = u(F, ψ, ϕ) ∈ Ks,
respectively forKs = Ks

1 orKs
2,and is equivalent to minimising inKs the functionalGs defined in (2.10).

Moreover, if û denotes the solution corresponding to F̂, ψ̂ or to F̂, ψ̂ and ϕ̂, respectively, then

F ≥ F̂, ψ ≥ ψ̂ implies u ≥ û, a.e. in Ω,

or
F ≥ F̂, ϕ ≥ ϕ̂, ψ ≥ ψ̂ implies u ≥ û, a.e. in Ω,

and if F = F̂, the following L∞ estimates hold:

‖u − û‖L∞(Ω) ≤ ‖ψ − ψ̂‖L∞(Ω). (3.5)

‖u − û‖L∞(Ω) ≤ ‖ψ − ψ̂‖L∞(Ω) ∨
∥∥∥ϕ − ϕ̂∥∥∥

L∞(Ω)
. (3.6)

Proof. The comparison property is once again standard and follows from the T-monotonicity of Ls
g as

given in Theorem 3.1. Indeed, in both one or two obstacles, taking v = u∨ û ∈ Ks in the problem (3.4)
for u and v̂ = u ∧ û ∈ K̂s in the problem (3.4) for û, by adding, we have

〈Ls
gû − Ls

gu, (û − u)+〉 + 〈F − F̂, (û − u)+〉 ≤ 0.

Since F ≥ F̂ and Ls
g is strictly T-monotone, (û − u)+ = 0, i.e., u ≥ û.

For the L∞-continuous dependence, the argument is similar, by taking, respectively, for the one or
for the two obstacles problem v = u + w ∈ Ks and v̂ = û − w ∈ K̂s with

w =
(
û − u − ‖ψ − ψ̂‖L∞(Ω)

)+

or

w =

(
û − u − ‖ψ − ψ̂‖L∞(Ω) ∨

∥∥∥ϕ − ϕ̂∥∥∥
L∞(Ω)

)+

.

The existence and uniqueness of the solution follow from well known results of convex analysis,
since the functional Gs is strictly convex, lower semi-continuous and coercive, and Ks is a nonempty,
closed convex set in both cases. �
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Next, recall that the order dual of the space W s,G:
0 (Ω), denoted by W−s,G∗:

≺ (Ω), is the space of finite
energy measures

W−s,G∗:
≺ (Ω) = [W−s,G∗: (Ω)]+ − [W−s,G∗: (Ω)]+, (3.7)

defined with the norm of W−s,G∗: (Ω), where [W−s,G∗: (Ω)]+ is the cone of positive finite energy measures
in W−s,G∗: (Ω), as given in (3.3). Then, we have the following Lewy-Stampacchia inequalities.

Theorem 3.9. Assume, in addition, that for the one or the two obstacles problem, respectively,

F, (Ls
gψ − F)+ ∈ W−s,G∗:

≺ (Ω),

or
F, (Ls

gψ − F)+, (Ls
gϕ − F)+ ∈ W−s,G∗:

≺ (Ω).

Then, the solution u of the one or the two obstacles problem (3.4), satisfies in W−s,G∗: (Ω)

F ≤ Ls
gu ≤ F ∨ Ls

gψ, (3.8)

or
F ∧ Ls

gϕ ≤ L
s
gu ≤ F ∨ Ls

gψ, (3.9)

respectively. Consequently, in both cases Ls
gu ∈ W−s,G∗:

≺ (Ω).

Proof. Since the operator Ls
g is strictly T-monotone, we can apply the abstract results of [40,

Theorem 2.4.1] and [47, Theorem 4.2] for the one-obstacle and two-obstacles problems respectively.
Finally, the regularity of Ls

gu follows from the fact that intervals are closed in order duals. �

Remark 3.10. In fact, the results in Theorem 2.4.1 of [40] and in [47, Theorem 4.2] do not even
require Gs in (2.8) to be a potential operator, but only the strict T-monotonicity and the coercivity.

For the one obstacle problem, since the associated functional Gs in (2.8) is a potential operator
which is submodular, as a consequence of T-monotonicity (see also Sections 3.1, 3.2 and 4.1 of [4]),
the Lewy-Stampacchia inequalities in the order dual W−s,G∗:

≺ (Ω) are also a consequence of Theorem 2.4
of [23].

In particular, since LĜ∗· (Ω) ⊂ W−s,G∗:
≺ (Ω), we have

Corollary 3.11. The solution u to the one or two obstacles problem (3.4) is also such that Ls
gu ∈

LĜ∗· (Ω) = [LG̃·(Ω)]∗, provided we assume the stronger assumption

f , (Ls
gψ − f )+ ∈ LĜ∗· (Ω),

or
f , (Ls

gψ − f )+, (Ls
gϕ − f )+ ∈ LĜ∗· (Ω),

as then the Lewy-Stampacchia inequalities hold pointwise almost everywhere

f ≤ Ls
gu ≤ f ∨ Ls

gψ, a.e. in Ω. (3.10)

or
f ∧ Ls

gϕ ≤ L
s
gu ≤ f ∨ Ls

gψ, a.e. in Ω. (3.11)

Proof. This follows simply by recalling that W s,G:
0 (Ω) is dense in LG̃·(Ω), and therefore the Lewy-

Stampacchia inequalities taken in the dual space W−s,G∗: (Ω) reduce to integrals, as in (2.4), and it
follows then that they hold also a.e. in Ω. �
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4. Approximation by semilinear problems and regularity

The order properties implied by the strict T-monotonicity, in the case of integrable data, also allow
the approximation of the solutions to the obstacle problems via bounded penalisation, which provides
a direct way to prove the preceding Corollary 3.11 and to reduce the regularity of their solutions to the
regularity in the fractional Dirichlet problem.

4.1. Approximation via bounded penalisation

When the data f and (Ls
gψ − f )+ are integrable functions, the a.e. Lewy-Stampacchia inequalities

can be obtained directly by approximation with a classical bounded penalisation of the obstacles. In the
fractional p-Laplacian case it is even possible to estimate the error in the W s,p

0 (Ω)-norm [37]. We first
begin with the following auxiliary convergence result, which is well-known in other classical monotone
cases, and in the framework of the operator Ls

g is due to [17, Theorem 3.17].

Lemma 4.1. Under assumptions (1.3), suppose {un}n∈N is a sequence in W s,G:
0 (Ω). Then un → u

strongly in W s,G:
0 (Ω) if and only if

lim sup
n→∞

〈Ls
gun − L

s
gu, un − u〉 = 0. (4.1)

Consider the penalised problem with f and ζ = (Ls
gψ − f )+ ∈ LĜ∗· (Ω),

uε ∈ W s,G:
0 (Ω) : 〈Ls

guε, v〉 +
∫

Ω

ζθε(uε − ψ)v =

∫
Ω

( f + ζ)v, ∀v ∈ W s,G:
0 (Ω), (4.2)

where θε(t) is an approximation to the multi-valued Heaviside graph defined by

θε(t) = θ

(
t
ε

)
, t ∈ R

for any fixed nondecreasing Lipschitz function θ : R→ [0, 1] satisfying

θ ∈ C0,1(R), θ′ ≥ 0, θ(+∞) = 1, and θ(t) = 0 for t ≤ 0;

∃Cθ > 0 : [1 − θ(t)]t ≤ Cθ, t > 0.

Then we have a direct proof of the Lewy-Stampacchia inequalities.

Theorem 4.2. Assume that
f , (Ls

gψ − f )+ ∈ LĜ∗· (Ω).

Then, the solution u of the nonlinear one obstacle problem satisfies

f ≤ Ls
gu ≤ f ∨ Ls

gψ a.e. in Ω. (4.3)

In particular, Ls
gu ∈ LĜ∗· (Ω).

Furthermore, we have that the solution uε of the penalised problem (4.2) converges to u in the
following sense:

uε → u strongly in W s,G:
0 (Ω) and uε → u strongly in Lq∗(Ω) (4.4)

for q∗ satisfying 1 ≤ q∗ < d(g∗+1)
d−s(g∗+1) .
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Proof. For the one obstacle problem, the proof follows as in the linear case, given in Theorem 4.6
of [36] with the second obstacle ϕ = +∞. In the general case, there exists a unique solution uε to (4.2)
by Theorem 2.8. Next, we show that uε ≥ ψ, so that the solution uε ∈ Ks for each ε > 0. Indeed, for all
v ∈ W s,G:

0 (Ω) such that v ≥ 0, we have

〈Ls
gψ − f + f , v〉 ≤ 〈(Ls

gψ − f )+ + f , v〉 ≤
∫

Ω

(ζ + f )v. (4.5)

Taking v = (ψ − uε)+ ≥ 0 and subtracting (4.2) from the above equation, we have

〈Ls
gψ, (ψ − uε)+〉 − 〈Ls

guε, (ψ − uε)+〉

≤

∫
Ω

(ζ + f )(ψ − uε)+ +

∫
Ω

ζθε(uε − ψ)(ψ − uε)+ −

∫
Ω

( f + ζ)(ψ − uε)+

=

∫
Ω

ζθε(uε − ψ)(ψ − uε)+

= 0.

The last equality is true because either uε −ψ > 0 which gives (ψ− uε)+ = 0, or uε −ψ ≤ 0 which gives
θε(uε − ψ) = 0 by the construction of θ, thus implying θε(uε − ψ)(ψ − uε)+ = 0. By the T-monotonicity
of Ls

g, (ψ − uε)+ = 0, i.e., uε ∈ Ks for any ε > 0.
Then, we show that uε ≥ ψ converges strongly in W s,G:

0 (Ω) as ε→ 0 to some u, which by uniqueness,
is the solution of the obstacle problem. Indeed, taking v = w− uε in (4.2) for arbitrary w ∈ Ks, we have

〈Ls
guε,w − uε〉 =

∫
Ω

( f + ζ)(w − uε) −
∫

Ω

ζθε(uε − ψ)(w − uε)

=

∫
Ω

f (w − uε) +

∫
Ω

ζ[1 − θε(uε − ψ)](w − uε)

≥

∫
Ω

f (w − uε) +

∫
Ω

ζ[1 − θε(uε − ψ)](ψ − uε)

=

∫
Ω

f (w − uε) − ε
∫

Ω

ζ[1 − θε(uε − ψ)]
uε − ψ
ε

≥

∫
Ω

f (w − uε) − εCθ

∫
Ω

ζ,

since ζ, 1 − θε,w − ψ ≥ 0 for w ∈ Ks
ψ.

Now, taking w = u, we obtain

〈Ls
guε − f , u − uε〉 ≥ −εCθ

∫
Ω

ζ,

and letting v = uε ∈ Ks
ψ in the original obstacle problem (3.4), we have

〈Ls
gu − f , uε − u〉 ≥ 0.

Taking the difference of these two equations, we have

εCθ

∫
Ω

ζ ≥ 〈Ls
guε − Ls

gu, uε − u〉. (4.6)
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Applying the previous lemma, we have that uε → u strongly in W s,G:
0 (Ω) as ε→ 0.

Then, choosing ζ = (Ls
gψ− f )+ in the penalised problem, the inequality (4.3) is also satisfied for uε,

and since Ls
g is monotone, (4.3) is therefore satisfied weakly by u at the limit ε→ 0.

Finally, the Lq(Ω) strong convergence follows easily using the compactness result in Corollary 2.6.
�

Remark 4.3. Similar results hold for the two obstacles problem. If we assume

f , (Ls
gψ − f )+, (Ls

gϕ − f )− ∈ LĜ∗· (Ω),

then, we have
f ∧ Ls

gφ ≤ L
s
gu ≤ f ∨ Ls

gψ, a.e. in Ω. (4.7)

Indeed, the two obstacles problem follows similarly using the bounded penalised problem

uε ∈ W s,G:
0 (Ω) : 〈Ls

guε, v〉 +
∫

Ω

ζψθε(uε − ψ)v −
∫

Ω

ζϕθε(ϕ − uε)v

=

∫
Ω

( f + ζψ − ζϕ)v, ∀v ∈ W s,G:
0 (Ω),

by setting
ζψ = (Ls

gψ − f )+, ζϕ = (Ls
gϕ − f )−,

with the same θε(t) and taking limit of uε, as ε → 0, to obtain the solution u of the two obstacles
problem.

Remark 4.4. In the particular case when g(x, y, r) = |r|p−2)K(x, y) for 1 < p < ∞ and Ls
g corresponds

to the fractional p-Laplacian, by Remark 3.3, we furthermore have the estimate

[uε − u]W s,p
0 (Ω) ≤ Cpε

1/(p∨2)

for some constant Cp depending on p, ζψ, ζϕ, k∗, k∗ and f . In particular, this implies that uε converges
strongly in W s,p

0 (Ω) to u as ε→ 0 [37].

4.2. Regularity in obstacle problems

As an immediate corollary of the approximation with the bounded penalisation, based on the
regularity results for the Dirichlet problem in Section 2.2, we can extend these regularity results to
the obstacle problems. The first is the uniform boundedness results of their solutions as a corollary of
Theorems 2.9.

Theorem 4.5. Suppose F = f and f ∨ Ls
gψ ∈ Lm(Ω), with m > d

s(g∗+1) and g satisfies (1.3) with
s(g∗ + 1) < d. Then, the solution u of the one obstacle problem (3.4) is bounded, i.e., u ∈ L∞(Ω). If, in
addition, f ∧ Ls

gϕ ∈ Lm(Ω) the solution u of the two obstacles problem also satisfies u ∈ L∞(Ω).

Next, we have the Hölder regularity results for the solution to the obstacle problem.

Theorem 4.6. Let F = f ∈ L∞(Ω). Suppose either
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(a) g(x, y, r) is of the form |r|p(x,y)−2K(x, y) as in the fractional p-Laplacian Ls
p in (1.6) for 1 < p− ≤

p(x, y) ≤ p+ < ∞, and K satisfies (1.7), with p(·, ·) and K(·, ·) symmetric, such that p(x, y) is
log-Hölder continuous on the diagonal D = {(x, x) : x ∈ Ω}, i.e.,

sup
0<r≤1/2

log
(
1
r

)
sup
Br⊂Ω

sup
x2,y1,y2∈Br

|p(x1, y1) − p(x2, y2)|

 ≤ C, for some C > 0,

(b) g is isotropic, i.e., g = g(r) is independent of (x, y), with G satisfying the ∆′ condition,

(c) g is isotropic with ḡ = ḡ(r) convex in r and g∗ ≥ 1 in (1.3), or

(d) g(x, y, r) is uniformly bounded and positive as in (1.8) with symmetric anisotropy.

If f , f ∨ Ls
gψ ∈ L∞(Ω) in the one obstacle problem and also f ∧ Ls

gϕ ∈ L∞(Ω) in the two obstacles
problem, their solutions u are Hölder continuous, i.e., in cases (a) and (b), locally in Ω,

u ∈ Cα(Ω) for some 0 < α < 1.

and, in cases (c) and (d), up to the boundary,

u ∈ Cα(Ω̄) for some 0 < α < 1.

Remark 4.7. The result for (a) was previously given for the isotropic fractional p-Laplacian for ψ
Hölder continuous in Theorem 6 of [30] or Theorem 1.3 of [45].

Remark 4.8. In the case when g(x, y, r) is uniformly bounded and positive as in (1.8), if f , f ∨ Ls
gψ ∈

Lq
loc(Ω) (and f ∧ Ls

gϕ ∈ Lq
loc(Ω), resp. for the two obstacles problem) for some q > 2d

d+2 , then, the
solutions u of the obstacle problems are such that u ∈ W s+δ,2+δ

loc (Ω), for some positive 0 < δ < 1 − s, by
Theorem 1.1 of [32] as stated in Part (a) of Theorem 2.17.

5. Capacities

In this section, we make a brief introduction to the basic relation between the obstacle problem and
potential theory, extending the seminal idea of Stampacchia [53] to the fractional generalised Orlicz
framework. Other nonlinear extensions to nonlinear potential theory have been considered by [4],
for general Banach-Dirichlet spaces, by [27], for weighted Sobolev spaces for p-Laplacian operators,
and more recently by [9] in generalised Orlicz spaces for classical derivatives with a slightly different
definition of capacity.

5.1. The fractional generalised Orlicz capacity

For E ⊂ Ω, one says that u � 0 on E (or u ≥ 0 on E in the sense of W s,G:
0 (Ω)) if there exists a

sequence of Lipschitz functions with compact support in Ω uk → u in W s,G:
0 (Ω) such that uk ≥ 0 on E.

Clearly if u � 0 on E, then also u ≥ 0 a.e. on E. On the other hand if u ≥ 0 a.e. on Ω, then u � 0 on Ω

(see, for instance, Proposition 5.2 of [29]).
Let E ⊂ Ω be any compact subset. Define the nonempty closed convex set of W s,G:

0 (Ω) by

Ks
E = {v ∈ W s,G:

0 (Ω) : v � 1 on E},
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and consider the following variational inequality of obstacle type

u ∈ Ks
E : 〈Ls

gu, v − u〉 ≥ 0, ∀v ∈ Ks
E. (5.1)

This variational inequality clearly has a unique solution and consequently we can also extend to the
fractional generalised Orlicz framework the following theorem, which is due to Stampacchia [53] for
general linear second order elliptic differential operators with discontinuous coefficients.

Theorem 5.1. For any compact E ⊂ Ω, the unique solution u of (5.1), called the (s,G:)-capacitary
potential of E, is such that

u = 1 on E (in the sense of W s,G:
0 (Ω)),

µs,G: = Ls
gu ≥ 0 with supp(µs,G:) ⊂ E.

Moreover, for the non-negative Radon measure µs,G: , one has

Cg
s (E) = 〈Ls

gu, u〉 =

∫
Ω

dµs,G: = µs,G:(E) (5.2)

and this number is the (s,G:)-capacity of E with respect to the operator Ls
gu.

Proof. The proof follows a similar approach to the classical case ( [46, Theorem 8.1] or [53,
Theorem 3.9]). Taking v = u∧1 = u−(u−1)+ ∈ Ks

E in (5.1), one has, by T-monotonicity (Theorem 3.1),

0 < 〈Ls
g(u − 1), (u − 1)+〉 = 〈Ls

gu, (u − 1)+〉 ≤ 0,

since the δs is invariant for translations. Hence u ≤ 1 in Ω, which implies u � 1 in Ω. But u ∈ Ks
E, so

u � 1 on E. Therefore, the first result u = 1 on E follows.
For the second result, set v = u + ϕ ∈ Ks

E in (5.1) with an arbitrary ϕ ∈ C∞c (Ω), ϕ ≥ 0. Then, by
the Riesz-Schwartz theorem (see, for instance, [2, Theorem 1.1.3]), there exists a non-negative Radon
measure µs,G: on Ω such that

〈Ls
gu, ϕ〉 =

∫
Ω

ϕ dµs,G: , ∀ϕ ∈ C∞c (Ω).

Moreover, for x ∈ Ω\E, there is a neighbourhood O ⊂ Ω\E of x so that u + ϕ ∈ Ks
E for any ϕ ∈ C∞c (O).

Therefore,
〈Ls

gu, ϕ〉 = 0, ∀ϕ ∈ C∞c (Ω\E)

which means µs,G: = Ls
gu = 0 in Ω\E. Therefore, supp(µs,G:) ⊂ E and the third result follows

immediately. �

Remark 5.2. In fact, the (s,G:)-capacity is a capacity of E with respect to Ω and toLs
g and extends the

notion introduced by Stampacchia [53] (see also [29,46]) of capacity of a set with respect to a general
linear second order elliptic partial differential operator with discontinuous coefficients. This type of
characterisation of capacitary potentials and their relation to positive measures with finite energy
have been also considered in an abstract nonlinear framework in Banach-Dirichlet spaces, including
classical Sobolev spaces, in [4].

Mathematics in Engineering Volume 6, Issue 5, 676–704.



698

Remark 5.3. For any subset F ⊂ Ω, defining the capacity of F by taking the supremum of the capacity
for all compact sets E ⊂ F, it follows that the (s,G:)-capacity is an increasing set function and it is
expected that it is a Choquet capacity, as in other general theories of linear and nonlinear potentials.
For instance, see [54] for the case of the linear operators in (1.5), or in the case of the fractional
p-Laplacian as in (1.6), see Theorem 2.4 of [51] and Theorem 1.1 of [52], or a non-variational case
in Theorem 4.1 of [50]. However, it is out of the scope of this work to pursue the theory of generalised
Orlicz fractional capacity.

5.2. The s-capacity in the H s
0(Ω) Hilbertian nonlinear framework

We are now particularly interested in extending Stampacchia’s theory to the nonlinear Hilbertian
framework associated with Ls

g for strictly positive and bounded g satisfying (1.8).
We denote by Cs the capacity associated to the norm of H s

0(Ω), which is defined for any compact
set E ⊂ Ω by

Cs(E) = inf
{
‖v‖2Hs

0(Ω) : v ∈ H s
0(Ω), v � 1 on E

}
= 〈(−∆)sū, ū〉,

where ū is the corresponding s-capacitary potential of E.
We notice that the Cs-capacity corresponds to the capacity associated with the fractional Laplacian

(−∆)s and the s-capacitary potential of a compact set E is the solution of the obstacle problem (5.1)
when Ls

g = (−∆)s and the bilinear form (1.5) is the inner product in H s
0(Ω).

It is well-known (see, for instance, Theorem 5.1 of [36]) that for every u ∈ H s
0(Ω), there exists a

unique (up to a set of capacity 0) quasi-continuous function ū : Ω → R such that ū = u a.e. on Ω.
Thus, it makes sense to identify a function u ∈ H s

0(Ω) with the class of quasi-continuous functions that
are equivalent quasi-everywhere (q.e.). Denote the space of such equivalent classes by Qs(Ω). Then,
for every element u ∈ H s

0(Ω), there is an associated ū ∈ Qs(Ω).
Define the space L2

Cs
(Ω) by

L2
Cs

(Ω) = {φ ∈ Qs(Ω) : ∃u ∈ H s
0(Ω) : ū ≥ |φ| q.e. in Ω}

and its associated norm (see [5])∥∥∥φ∥∥∥
L2

Cs
(Ω)

= inf{‖u‖Hs
0(Ω) : u ∈ H s

0(Ω), ū ≥ |φ| q.e. in Ω}.

Then, L2
Cs

(Ω) is a Banach space and its dual space can be identified with the order dual of H s
0(Ω) (by

Theorem 5.6 of [36]), i.e.,

[L2
Cs

(Ω)]′ = H−s(Ω) ∩ M(Ω) = H−s
≺ (Ω) = [H−s(Ω)]+ − [H−s(Ω)]+,

where M(Ω) is the set of bounded measures in Ω. Furthermore, by Proposition 5.2 of [36], the injection
of H s

0(Ω) ∩Cc(Ω) ↪→ L2
Cs

(Ω) is dense.
Now we consider the special Hilbertian case of Theorem 5.1 for a nonlinear operator Ls

g when
g(x, y, r) corresponds to the nonlinear kernel under the assumptions (1.3) and (1.8), i.e., such that
0 < γ∗ ≤ g(x, y, r) ≤ γ∗ for 0 < γ∗ < 1 < γ∗. In this case, we have a simple comparison of the
capacities.

Theorem 5.4. For any subset F ⊂ Ω, γ∗Cs(F) ≤ Cg
s (F) ≤ γ∗2

γ∗
Cs(F).

Mathematics in Engineering Volume 6, Issue 5, 676–704.



699

Proof. We first show it for a compact set E ⊂ Ω. Let u be the (s,G:)-capacitary potential of E, and ū
be the s-capacitary potential of E. Since ū � 1 on E, we can choose v = ū ∈ Ks

E in (5.1) to get

Cg
s (E) = 〈Ls

gu, u〉 ≤ 〈Ls
gu, ū〉

≤ γ∗‖u‖Hs
0(Ω)‖ū‖Hs

0(Ω) ≤
γ∗
2
‖u‖2Hs

0(Ω) +
γ∗2

2γ∗
‖ū‖2Hs

0(Ω)

≤
1
2
〈Ls

gu, u〉 +
γ∗2

2γ∗
Cs(E) =

1
2

Cg
s (E) +

γ∗2

2γ∗
Cs(E)

by Cauchy-Schwarz inequality and the coercivity of g. Similarly, we can choose v = u ∈ Ks
E for (5.1)

for Cs(E), with Ls
g = (−∆)s, using again the coercivity of g, and obtain

Cs(E) =〈(−∆)sū, ū〉 ≤ 〈(−∆)sū, u〉

≤‖ū‖Hs
0(Ω)‖u‖Hs

0(Ω) ≤
1
2
‖ū‖2Hs

0(Ω) +
1
2
‖u‖2Hs

0(Ω)

≤
1
2

Cs(E) +
1

2γ∗
〈Ls

gu, u〉 =
1
2

Cs(E) +
1

2γ∗
Cg

s (E).

Finally, we can extend this result for general sets F ⊂ Ω by taking the supremum over all compact
sets E in F. �

As a simple application, we consider the corresponding nonlinear nonlocal obstacle problem in
L2

Cs
(Ω). This extends some results of [1, 53] (see also [46]). See also Propositions 4.18 and 5.1 of [4],

which gives the existence result in the local classical case of W1,p
0 (Ω).

Theorem 5.5. Let ψ be an arbitrary function in L2
Cs

(Ω). Suppose that the closed convex set K̄s is such
that

K̄s = {v ∈ H s
0(Ω) : v̄ ≥ ψ q.e. in Ω} , ∅.

Then there is a unique solution to

u ∈ K̄s : 〈Ls
gu, v − u〉 ≥ 0, ∀v ∈ K̄s, (5.3)

which is non-negative and such that

‖u‖Hs
0(Ω) ≤ (γ∗/γ∗)

∥∥∥ψ+
∥∥∥

L2
Cs

(Ω)
. (5.4)

Moreover, there is a unique measure µs,g = Ls
gu ≥ 0, concentrated on the coincidence set {u = ψ} =

{u = ψ+}, verifying

〈Ls
gu, v〉 =

∫
Ω

v̄ dµs,g, ∀v ∈ H s
0(Ω), (5.5)

and

µs,g(E) ≤

 γ∗2
γ3/2
∗

∥∥∥ψ+
∥∥∥

L2
Cs

(Ω)

[
Cg

s (E)
]1/2

, ∀E b Ω, (5.6)

in particular µs,g does not charge on sets of capacity zero.
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Proof. By the maximum principle given in Theorem 3.8, taking v = u+u−, the solution is non-negative.
Hence, the variational inequality (5.3) is equivalent to solving the variational inequality with K̄s = K̄s

ψ

replaced by K̄s
ψ+ . Since ψ+ ∈ L2

Cs
(Ω), by definition, K̄s

ψ+ , ∅ and we can apply the Stampacchia theorem
to obtain a unique non-negative solution. From (5.3) it follows

γ∗‖u‖2Hs
0(Ω) ≤ 〈L

s
gu, u〉 ≤ 〈Ls

gu, v〉 ≤ γ∗‖u‖Hs
0(Ω)‖v‖Hs

0(Ω) ,

and we have
‖u‖Hs

0(Ω) ≤ (γ∗/γ∗)‖v‖Hs
0(Ω) , ∀v ∈ K̄s

ψ+ ,

giving (5.4), by using the definition of the L2
Cs

(Ω)-norm of ψ+.
The existence of a Radon measure for (5.5) follows exactly as in Theorem 5.1. Finally, recalling

the definitions, it is sufficient to prove (5.6) for any compact subset E ⊂ Ω. But this follows from

µs,g(E) ≤
∫

Ω

v̄ dµs,g = 〈Ls
gu, v〉 ≤ γ∗‖u‖Hs

0(Ω)‖v‖Hs
0(Ω) ≤

γ∗2

γ∗

∥∥∥ψ+
∥∥∥

L2
Cs

(Ω)‖v‖Hs
0(Ω) , ∀v ∈ Ks

E.

Now, recall from Proposition 5.4 that we have

Cg
s (E) ≥ γ∗Cs(E) = γ∗ inf

v∈Ks
E

‖v‖2Hs
0(Ω)

thereby obtaining (5.6). �

Corollary 5.6. If u and û are the solutions to (5.3) with non-negative compatible obstacles ψ and ψ̂ in
L2

Cs
(Ω) respectively, then

‖u − û‖Hs
0(Ω) ≤ k‖ψ − ψ̂‖1/2

L2
Cs

(Ω)
,

where

k = (γ∗/γ∗)
[∥∥∥ψ∥∥∥

L2
Cs

(Ω)
+ ‖ψ̂‖L2

Cs
(Ω)

]1/2

.

Proof. Since supp(µs,g) ⊂ {u = ψ} and supp(µ̂s,g) ⊂ {û = ψ̂} (where µs,g = Ls
gu and µ̂s,g = Ls

gû), for an
arbitrary w ∈ K̄s

|ψ−ψ̂|
, by setting v = u − û in (5.5) for µs,g and for µ̂s,g, we have

γ∗‖u − û‖2Hs
0(Ω) ≤ 〈L

s
gu − û, u − û〉 = 〈Ls

gu, u − û〉 − 〈Ls
gû, u − û〉

=

∫
Ω

(u − û) dµs,g −

∫
Ω

(u − û) dµ̂s,g ≤

∫
Ω

(ψ − ψ̂) dµs,g −

∫
Ω

(ψ − ψ̂) dµ̂s,g

≤

∫
Ω

|ψ − ψ̂| d(µs,g + µ̂s,g) ≤
∫

Ω

w d(µs,g + µ̂s,g)

=

∫
Ω

w dµs,g +

∫
Ω

w dµ̂s,g = 〈Ls
gu,w〉 + 〈Ls

gû,w〉

≤ γ∗
[
‖u‖Hs

0(Ω) +‖û‖Hs
0(Ω)

]
‖w‖Hs

0(Ω)

≤
γ∗2

γ∗

[∥∥∥ψ∥∥∥
L2

Cs
(Ω)

+ ‖ψ̂‖L2
Cs

(Ω)

]
‖w‖Hs

0(Ω) by (5.4).

Since w is arbitrary in K̄s
|ψ−ψ̂|

, the conclusion follows by the definition of the norm of |ψ − ψ̂| in
L2

Cs
(Ω). �
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6. Conclusions

In this work, we investigated the one and two obstacle problems concerning the nonlocal nonlinear
anisotropic g-Laplacian Ls

g, establishing its strict T-monotonicity and deriving the Lewy-Stampacchia
inequalities. By approximating the solutions through semilinear problems, we proved a global L∞-
estimate, and extended the local Hölder regularity to the solutions of the obstacle problems in the
case of the fractional p(x, y)-Laplacian operator. Finally, we studied the capacities in the fractional
generalized Orlicz framework as well as the Hilbertian nonlinear case in fractional Sobolev spaces.
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11. S. S. Byun, H. Kim, J. Ok, Local Hölder continuity for fractional nonlocal equations with general
growth, Math. Ann., 387 (2023), 807–846. https://doi.org/10.1007/s00208-022-02472-y

12. M. L. M. Carvalho, E. D. Silva, J. C. de Albuquerque, S. Bahrouni, On the L∞-regularity for
fractional Orlicz problems via Moser’s iteration, Math. Meth. Appl. Sci., 46 (2023), 4688–4704.
https://doi.org/10.1002/mma.8795

13. J. Chaker, M. Kim, M. Weidner, Harnack inequality for nonlocal problems with non-standard
growth, Math. Ann., 386 (2023), 533–550. https://doi.org/10.1007/s00208-022-02405-9

14. J. Chaker, M. Kim, M. Weidner, Regularity for nonlocal problems with non-standard growth, Calc.
Var. Partial Differ. Equ., 61 (2022), 227. https://doi.org/10.1007/s00526-022-02364-8
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