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Abstract: In low-income and resource-limited countries, distinguishing COVID-19 from other 
respiratory diseases is challenging due to similar symptoms and the prevalence of comorbidities. In 
Yemen, acute comorbidities further complicate the differentiation between COVID-19 and other 
infectious diseases. We explored the use of AI-powered predictive models and classifiers to enhance 
healthcare preparedness by forecasting respiratory disease trends using COVID-19 data. We developed 
mathematical models based on autoregressive (AR), moving average (MA), ARMA, and machine and 
deep learning algorithms to predict daily confirmed deaths. Statistical models were trained on 80% of 
the data and tested on the remaining 20%, with predicted results compared to actual values. The ARMA 
model demonstrated promising performance. Additionally, eight machine learning (ML) classifiers and 
deep learning (DL) models were utilized to identify COVID-19 severity indicators. Among the ML 
classifiers, the Decision Tree (DT) achieved the highest accuracy at 74.70%, followed closely by 
Random Forest (RF) at 74.66%. DL models showed comparable accuracy scores, around 70%. In terms 
of AUC-ROC, the kernel Support Vector Machine (SVM) outperformed others, achieving 71% accuracy, 
with precision, recall, F-measure, and area under the curve values of 0.7, 0.75, 0.59, and 0.72, respectively. 
These findings underscore the potential of AI-driven health analysis to optimize resource allocation 
and enhance forecasting for respiratory diseases. 
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1. Introduction  

Due to the conflict in Yemen since 2014, and according to the World Health Organization (WHO), 
only half of hospitals and health facilities are fully accessible to Yemenis [1−3]. Only 700 beds are 
available in the intensive care unit (ICU) for the entire population [4]. The acute shortage of healthcare 
services, staff, medicines, and equipment means that Yemeni people are at greater risk than people in 
many other countries [5]. These difficulties suggest that the Yemeni population may be moving 
gradually toward herd immunity against COVID-19 [6]. Based on the epidemiological situation, the 
United Nations (UN) Humanitarian Coordinator raised concerns in April 2020 that COVID-19 could 
affect up to 16 million (55%) Yemenis [7]. In January 2022, the rate of mortality was 19.4% 
(https://covid19.who.int/region/emro/country/ye). However, the exact impact of the disease is not easy 
to measure due to the lack of testing and the weakness of the health services due to the war in the country. 

At the beginning of the pandemic, the number of confirmed cases in Yemen reached 1600. The 
mortality rate was 27%, which was five times the global average [8,9], with a testing rate of 162 tests 
per million people. Médecins Sans Frontières, which runs a COVID-19 center in Aden, reported that 
between April 30 and May 17, it had admitted 173 patients, of whom at least 68 had died [10]. The 
surging death rate in Aden at that time suggests that the virus and the number of confirmed cases spread 
much faster and further than anticipated [10]. 

The epidemiological situation was critical during the first two months before the official declaration 
of the first case on April 10, 2020, and two months after it was reported [11]. The data from 10 
governorates, representing only one-third of the population, have been analyzed. Mortality was higher 
in patients younger than 60, and most were in critical condition when they reached the health facilities. 
The surveillance system captured mainly severe cases due to limited resources and the stigma 
associated with infection, which made it difficult to interpret mortality data [11]. Furthermore, the 
presence of other diseases among patients with COVID-19, such as swine flu (H1N1), dengue fever, 
malnutrition, and the effects of khat, could contribute to the high death rate in Yemen. In the context 
of these widespread acute comorbidities, COVID-19 is barely reported, and the lack of testing facilities 
makes it difficult to distinguish it from other infectious diseases. 

The implementation of community surveillance (CBS) in the camps of internally displaced people 
(IDP) and urban settings in Yemen from mid-April to the end of September 2020 has been described 
in Baaees et al. [12]. It was found that CBS was useful for detecting suspected outbreaks in IDP camps; 
however, the system failed to detect suspected COVID-19 cases and other diseases despite the ongoing 
outbreaks reported through the Electronic Diseases Early Warning System (eDEWS). 

The spread of COVID-19 and its impact have been estimated in many studies using forecasting 
models based on machine-learning and mathematical models [13]. These studies cover many countries, 
such as Japan, India, France, China, US, Italy, and Spain [14−21]. The simple mathematical models, 
among them, produced good results in predicting the spread of COVID-19 when compared with the 
artificial intelligence (AI) models that suffer from a lack of sufficient data as well as unreliable sources 
of data [22]. 

The mathematical models concerning epidemics are categorized as follows: Statistical methods 



556 

Mathematical Biosciences and Engineering  Volume 22, Issue 3, 554–584. 

for epidemic surveillance, mechanistic state-space models, and empirical learning models [23]. Our 
work falls into the first category. Many prediction models belonging to this category have been 
introduced in the literature. A Gaussian Model (GM) is one such statistical method that detects the 
dynamic outbreak by monitoring the infected cases [24]. A Gaussian error function and a Monte Carlo 
simulation model were used to forecast the spread of COVID-19 in Italy and China and showed errors 
in the decelerating rate of positive cases and the substantial reduction in these cases that were recorded 
or reported [25,26]. The IHME COVID-19 team estimated the impact of the pandemic on hospital beds 
and the demand for ventilators in the USA [27]. Similar research was started in Germany and Europe 
to detect the exact date of the maximum number of cases during the first wave [28,29]. The 
Autoregressive Integrated Moving Average (ARIMA) model has been used to forecast the dynamics 
of COVID-19 in many countries and has shown good results [30]. Other researchers using ARIMA 
conducted studies in Italy, Spain, and Saudi Arabia, and the accuracy of the model for the prediction of 
the daily number of cases was acceptable [18,31]. 

The drawbacks of using mathematical models to forecast the spread of COVID-19 include their 
sensitivity to initial conditions, the number of parameters used, and the overfitting of the data [23]. 
The nature of a problem should be considered to identify the best-fit model. Some models are good at 
estimating the daily death and recovery rates, while others are suited to describing disease 
characteristics, and others have better descriptions of the effects of intervention measures; however, 
no single model meets all the requirements [23]. 

Other machine learning-based approaches were performed, such as in the work by Iwendi et al. [32], 
where Logistic Regressions, Decision Trees, and Random Forests algorithms were applied to the 
COVID-19 dataset of patients from Brazil and Mexico. In this study, some very promising results were 
provided. In [33], the clinical and laboratory data from 2566 COVID-19 patients were used to develop 
predictive models for hospitalization, ICU admission, and mechanical ventilation, achieving up to 88% 
accuracy. In [34], Logistic Regression and SVM models were used to predict COVID-19 mortality 
with up to 97% accuracy, identifying key predictors like age, lactate dehydrogenase, and C-reactive 
protein for early hospital resource allocation. The adaptive neuro fuzzy method is presented in 
reference [35]. Deep learning techniques were applied to the images, such as CT, X-ray, and MRI, of 
the COVID-19 patients [36]. Three examples from different locations around the globe were provided, 
including the challenges of the imaging techniques. Prinzi et al. [37] used clinical, laboratory, and 
radiomic features to train Support Vector Machine and Random Forest models for COVID-19 
prognosis, achieving an AUC of 0.819 and accuracy of 0.733. Soda et al. [38] leveraged chest X-ray 
features, including handcrafted and CNN-extracted data integrated with clinical attributes, to predict 
severe COVID-19 outcomes, demonstrating promising performance on a dataset of 820 patients from 
six Italian hospitals. Wang et al. [39] developed radiomics, clinical, and combined models to predict 
COVID-19 outcomes, demonstrating good predictive performance using receiver operating 
characteristic curves, decision curves, and Delong’s test. 

Between 2020 and 2022, there were numerous researchers who used machine learning algorithms 
to study the respiratory failure in patients with COVID-19 [40−42], and other researchers compared 
techniques [43,44]. More research has been published in the last two years where ML is applied in 
medical applications [45−48]. 

Some researchers have reported SVM analysis for the classification of viral respiratory infections. 
The researchers in [44] found that the SVM classifier achieved a classification accuracy of 86.44% in 
the classification of Middle East Respiratory Syndrome Coronavirus (MERS-CoV). This result, based 
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on healthcare personnel class and the samples used, was around one-tenth of the total samples. Jiang 
et al. [45] used respiratory sounds and inspiratory cycles as input features to the SVM classifier to 
determine irregularities in respiratory diseases. They achieved a classification accuracy of 72%. In 
another study, Rohith Reddy [46] classified 30 chest X-ray images for COVID-19 and normal subjects 
using SVM. The classification accuracy was 57.1% using gray-level co-occurrence matrices (GLCMs) 
as features. In [48], 39 features were created from multimedia texts and used to detect fake news 
regarding COVID-19 using state-of-the-art deep learning models. 

The reason for focusing on Yemen is primarily because, as reported, the high COVID-19 case-
fatality ratio in Yemen is indicative of cases under ascertainment. Thus, COVID-19 may be 
unmitigated and undetected, and the real pandemic figures could be far higher than reported, as 
suggested elsewhere [49]. The secondary objective is to assist authorities in managing their limited 
resources effectively, taking into account the various risk factors and doing their best to evaluate the 
efficacy of therapeutic strategies and short-term resources. To our knowledge, this is one of the first 
studies to predict the spread of COVID-19 using mathematical models and to use classifications in 
Yemen. In this work, autoregressive (AR), moving average (MA), and autoregressive moving average 
(ARMA) models have been used to forecast the number of new confirmed and death cases of COVID-19 
in Yemen. In this study, we employed 8 supervised ML classifiers and 3 DL models to distinguish normal 
from COVID-19 patients based on 25 characteristics, including age and other features. These 8 ML 
classifiers and 3 DL models are Random Forest (RF), Decision Tree (DT), Logistic Regression (LR), 
Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Naïve Bayes (NB), Gradient Boosting 
(GB), and AdaBoost (Ada), and the DL models being Long Short-Term Memory (LSTM), bidirectional 
being Long Short-Term Memory (BiLSTM), and Gated recurrent units (GRU). The selection of ML 
and DL models in this study was guided by their proven effectiveness in addressing similar biomedical 
and healthcare challenges. For example, Decision Trees and Random Forests were selected for their 
interpretability and robustness, especially when handling imbalanced datasets. Additionally, Logistic 
Regression and Support Vector Machine were chosen due to their well-established performance in 
binary classification tasks, while KNN was included for its effectiveness in smaller datasets. Among 
DL models, LSTM, BiLSTM, and GRU were selected for their ability to capture temporal patterns in 
sequential data, making them particularly suitable for COVID-19 symptom progression analysis. The 
objective is to specify an accurate classifier that can identify the most relevant factors that would serve 
as indicators for the severity of COVID-19. Our proposed method for forecasting the new COVID-19 
cases can be used to help the government to obtain cost-effective decision-making policies to suppress 
the spread of the pandemic. In addition, the accurate prediction of COVID-19 cases is a cost-effective 
process since it will result in low-cost medical expenditure. Moreover, our proposed method can be 
useful in predicting the direct and indirect costs and facilities required in the future. The main 
contributions of this study are as follows: 

1) Introducing a unique dataset of 35,265 suspected cases with numerous features that are being 
published for the first time.  

2) Applying statistical methods to the proposed dataset to detect COVID-19 cases based on 
common symptoms. 

3) Examining the performance of machine learning classifiers and deep learning models in 
detecting COVID-19 cases. 

4) Investigating the important features that impact the detection of COVID-19 cases.  
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The work presented in this article is organized as follows: In Section 2, we present the data 
collection and describe prediction algorithms and classifiers and the performance metrics. In Section 3, we 
present the simulation results. In Sections 4 and 5, we describe the limitation and conclusion, respectively. 

2. Materials and methods 

2.1. Data description and preprocessing 

In this work, we use patients’ data under IRB REC-124-2022. The dataset includes all COVID-19 
cases in Yemen reported by the Yemeni Ministry of Health from the first measured day in April 2020 to 
the end of August 2022. Data are collected by the ministry’s epidemiological surveillance team, 
which belongs to the electronic integrated Disease Early Warning System (eDEWS). Of the 35,265 
suspected cases, 11,925 are confirmed. The dataset provides comprehensive information about each 
subject, including demographic (such as age, gender, and governorate of residence), clinical (such as 
the presence of chronic diseases and comorbidities such as diabetes, cardiovascular disease, kidney 
disease, and asthma), and symptomatic (such as headache, chest pain, muscle and joint pain, loss of 
smell, loss of taste, and shortness of breath) features.  

Data preprocessing is a necessary step to prepare the dataset for predication and classification 
tasks and to ensure the integrity of the analyses. Irrelavent features, such as personal identifiers (e.g., 
patient names and contact information), are removed. Additionally, features with a high percentage of 
missing values ( 90%), such as travel history, are also excluded. Missing numerical values, such as 
age, are addressed using median imputation, while missing categorical features, such as symptoms, 
are imputed using the mode to ensure consistency. Other categorical features, including gender, 
symptoms, and comorbidities, are one-hot encoded to represent each unique category as binary 
variables. The target variable, representing confirmed and suspected cases, is label-encoded to assign 
binary values (Yes = 1, No = 0). For time-series analysis, date and daily new cases are used. To evaluate 
the model’s performance in forecasting the future trends, the dataset is split into training (80%) and 
testing (20%) subsets. For classification task, demographic features, clinical information, and 
symptomatic features are utilized. Numerical features, such as age, are standardized to ensure all 
features are on a similar scale. 

The distribution of the governorate centers from which these data are collected is shown in Figure 1. 
The distribution of the major comorbidities associated with COVID-19 patients is shown in Figure 2. 
Of the 11,925 confirmed cases, 17.95% had a chronic disease, 4.67% had cardiovascular disease, 10.47% 
had diabetes, 11.47% had high blood pressure, 1.84% had kidney disease, 0.03% had human 
immunodeficiency virus (HIV), and 0.67% had liver disease. Furthermore, 2.23% had asthma, 86.55% 
had a fever, 62.98% had a sore throat, 79.82% had a cough, 38.15% had nose descent, 64.21% had 
difficulty breathing, 22.31% had a headache, and 22.69% had chest pain. Furthermore, 59.82% had 
muscle and joint pain, 4.41% had diarrhea, 18.64% lost their ability to smell and taste, 1.06% had 
visited an endemic area for the last 14 days prior to their infection, 5.16% had contacted a suspected 
case, 1.53% smoked, and 2.56% had been vaccinated. 
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Figure 1. Distribution for providers of COVID-19 medical centers in Yemen. 

 

Figure 2. Comorbidities associated with COVID-19 patients. 

2.2. Description of prediction models 

We focus on using certain statistical models to forecast the spread of COVID-19 in Yemen. The 
autoregressive (AR) model of order p, known as the AR (p) model, is considered first. It is expressed 
as follows [50]: 

𝑦௧ ൌ 𝜙  𝜙ଵ𝑦ሺ௧ିଵሻ  𝜙ଶ𝑦ሺ௧ିଶሻ  𝜙ଷ𝑦ሺ௧ିଷሻ  ⋯  𝜙𝑦ሺିଵሻ  𝜀௧, (1) 

17.95

11.47

10.47

4.67

2.23

1.84

0.67

0.03

0.00 5.00 10.00 15.00 20.00

Chronic disease

Hypertension

Diabetes mellitus

Cardiovascular disease

Bronchila Asthma

Kidney disease

Liver disease

Human immunodeficiency virus (HIF)



560 

Mathematical Biosciences and Engineering  Volume 22, Issue 3, 554–584. 

where 𝜀௧ is white noise and 𝜙 is an AR coefficient at lag p. In this model, the current value (𝑦௧) 
depends only on its previous values 𝑦ሺ௧ିଵሻ, 𝑦ሺ௧ିଶሻ, 𝑦ሺ௧ିଷሻ, etc. 

The moving average (MA) model of order q, known as the MA (q) model, can be expressed as 
follows (Hyndman & Athanasopoulos, 2018): 

𝑦௧ ൌ 𝜇  𝜀௧  𝜃ଵ𝜀ሺ௧ିଵሻ  𝜃ଶ𝜀ሺ௧ିଶሻ  𝜃ଷ𝜀ሺ௧ିଷሻ  ⋯  𝜃,      (2) 

where 𝜇 is the constant mean of the process, 𝜀௧ is the error term at time t, and 𝜀ሺ௧ିଵሻ, … , 𝜀ሺ௧ିሻ are 
the errors in the past. Unlike the AR model, the current value 𝑦௧ in the MA model is expressed in 
terms of past random errors, which follow a white noise process. 

An autoregressive moving-average process of order p and q, known as the ARMA (p, q) model, 
is expressed as a combination of (1) and (2) as follows [51]: 

𝑦௧ ൌ 𝜙  𝜙ଵ𝑦ሺ௧ିଵሻ  𝜙ଶ𝑦ሺ௧ିଶሻ  𝜙ଷ𝑦ሺ௧ିଷሻ  ⋯  𝜙𝑦ሺିଵሻ  𝜇  𝜀௧  𝜃ଵ𝜀ሺ௧ିଵሻ  𝜃ଶ𝜀ሺ௧ିଶሻ 
𝜃ଷ𝜀ሺ௧ିଷሻ  ⋯  𝜃𝜀ሺ௧ିሻ,        (3) 

where the current value here depends on both p and q past values of the white noise disturbances. 
These three time-series models require stationarity. Data are stationary when their statistical 

properties, i.e., mean, variance, and covariance, are time-invariant. Non-stationary data transform to 
stationary by enabling differentiation of the data series. This is achieved by subtracting the previous 
value from the current value. The model that includes this step is known as the ARIMA model. 

This model was first introduced by Box and Jenkins in 1976 [52]. It is one of the most frequently 
used time series based on statistical models for short-term predictions of future observations. It is a 
combination of three univariate time-series models: AR, MA, and ARMA models. 

The general nonseasonal model is known as ARIMA (p, d, q), where p is the order of the 
autoregressive, d is the degree of differencing, and q is the order of the moving average. The values of 
the p and q parameters are chosen based on statistical tools such as the Autocorrelation Function (ACF) 
graph, the Partial Autocorrelation Function (PACF) graph, the Akaike Information Criterion (AIC), 
and the Bayesian Information Criterion (BIC). A common representation of an ARIMA model can be 
written as follows: 

𝜙ሺ𝐵ሻሺ1 െ 𝐵ሻௗ𝑦௧ ൌ 𝜇  𝜃ሺ𝐵ሻ𝜀௧,        (4) 

where B indicates the backward linear operator, ሺ1 െ 𝐵ሻௗ is the difference filter, and 𝑑 is the degree 
of differencing needed to make the data stationary. 

2.2.1 Estimation of parameters 

Before choosing the best parameters for the model, the data are checked to see whether they are 
stationary or not. In order to do so, two methods are employed: The Augmented Dickey–Fuller (ADF) 
and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests. The ADF test is a statistical significance test 
that is conducted with the assumption that the time-series data is non-stationary, and if this null 
hypothesis is rejected (i.e., the p-value is greater than the significance level), then the data is considered 
stationary. The KPSS is a type of unit root test that checks the stationarity of a time series around a 
deterministic trend. Its null hypothesis is the opposite to that of the ADF test, i.e., if the p-value is 
greater than the significance level, then the time series is stationary. Both methods are implemented 
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using the Python scripting language. 
To choose the best parameters for each model, both AIC and BIC are calculated for different 

values of p and q as follows: 

𝐴𝐼𝐶 ൌ െ2 logሺ𝑙ሻ  2𝑘,        (5) 

𝐵𝐼𝐶  ൌ  𝑘  𝑙𝑜𝑔ሺ𝑛ሻ െ 2𝑙,        (6) 

where 𝑙 is the likelihood of the model and N is the total number of estimated parameters in the model. 
The parameters that give the minimum AIC and BIC values are chosen for the model for future prediction. 

Additionally, the performance of each model is evaluated using three common statistical measures 
of forecast precision in univariate time series data: Root Mean Square Error (RMSE), Mean Absolute 
Error (MAE), and the coefficient of determination (𝑅ଶ). These measures are given as: 

𝑅𝑀𝑆𝐸 ൌ ටሼ1/𝑁 ∑ ሺ𝑦 െ ỹሻଶே
ୀଵ ሻ,       (7) 

𝑀𝐴𝐸 ൌ ∑ |𝑦 െ ỹ|ே
ୀଵ /𝑁,        (8) 

where 𝑦 and ỹare actual and predicted values, respectively. 
𝑅ଶ is defined as follows: 

𝑅ଶ ൌ 1 െ
భ
ಿ

∑ ሺ௭ି௭ሻమಿ
సభ

భ
ಿ

∑ ሺ௭ି௭̅ሻమಿ
సభ

,         (9) 

where 𝑧పഥ  is defined as 

𝑧̅=
ଵ

ே
∑ 𝑧

ே
ୀଵ  ,         (10) 

2.3. Classification algorithms 

Six different classification algorithms are applied in this work based on alternative concepts. The 
Logistic Regression (LR) method is a binary classification logarithmic-based technique that applies 
statistics to classify outputs out of two alternatives using the sigmoid function [53]. For an independent 
variable 𝑥 and dependent variable 𝑦, the values of 𝑦 between 0 and 1 will be predicted by finding 
the probability of 𝑥. Commonly, the maximum likelihood is applied to predict the best model that fits 
the sigmoid line using the probability of x as in (11): 

𝑙𝑛 ቀ ሺ௫ሻ

ଵିሺ௫ሻ
ቁ ൌ 𝑒బାభ ௫,        (11) 

where the predicted dependent variable is the probability of the independent variable, 𝑦ො ൌ 𝑃ሺ𝑥ሻ. 
Unlike the Logistic Regression approach, Linear Discriminant Analysis (LDA) is a statistical 

binary approach where the distribution of the data is estimated given a class. It creates new access that 
maximizes the separation of the two classes [54]. This supervised approach is commonly used to 
reduce dimensions by discovering new linear combination features. LDA commonly applies Eigen 
decomposition, which results in better efficiency, compression, and illustration. 

Naive Bayes (NB) classifiers are another linear approach based on statistics that use the 
probability of independent features to classify between categories based on the Bayes rule [54]. 
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Although the method is old, it is still common, especially because of the high dimensions 𝑝 of the feature 
space. In this approach, the model features 𝑋 are assumed independent and given a class 𝐺 ൌ 𝑗: 

𝑓ሺ𝑋ሻ ൌ ∏ 𝑓ሺ𝑋ሻ
ୀଵ ,        (12) 

where 𝑓 is the individual class-conditional marginal densities. 
The Decision Tree (DT) method is a mapping binary method that recursively splits the data set 

by applying a sequence of tests until we are left with one type of class [55]. It consists of four elements: 
Alternative branches, the two decisions or choices that stem from the main branch; Decision Node, the 
decision made out of the tree that is usually square shaped; Chance Nodes, which depict possible 
alternative outcomes in a circular shape; and End Nodes, which depict the final results as triangles. 
Usually, the Decision Tree approach can be performed in five steps as follows: 

1) Start with the idea (decision node) 
2) Create chance and decision nodes 
3) Extend the tree until the end point 
4) Calculate tree values using: 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 ሺ𝐸𝑉ሻ  ൌ  ሺ1𝑠𝑡  𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 𝑥 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑜𝑢𝑡𝑐𝑜𝑚𝑒ሻ  
 ሺ2𝑛𝑑  𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 𝑥 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑜𝑢𝑡𝑐𝑜𝑚𝑒ሻ –  𝐶𝑜𝑠𝑡,    (13) 

5) Analyze the outcomes and make optimal decisions 
The Random Forest (RF) method is an extended approach to the decision tree method where the 

data is combined into multiple trees called forests [55]. It may also be used for prediction and 
classification. The RF method can be implemented by dividing the dataset into subsets for an ensemble 
of Decision Trees, then training each of the decision tree subsets; after that, combining the decision 
tree outputs into one result; and finally, validating the approximated model. 

The SVM is a regression-based method where the optimal hyperplane is approximated, and that 
separates data into classes [56]. Kernel SVM is used in this work, where a higher-dimensional plane 
is used to classify the data. The objective function in this approach is to find the optimum hyperplane 
that maximizes the margin separation. There are also SVM techniques for prediction and classification 
with linear and nonlinear algorithms. The hyperplane for one dimension is a point, a line for two-
dimensional planes, a surface for three dimensions, and so on. In this method, the main goal is to find 
the best hyperplane that maximizes the margin, called the street, which separates the positive from the 
negative samples. Support vectors are the nearest data points to the hyperplane. Unlike most of the 
machine learning algorithms, such as neural networks, only the difficult points, or support vectors, 
have an impact on the final decision. In SVM, the output 𝑌 is predicted by finding the optimum 
weight 𝑊 with input 𝑋 that represent the feature and bias 𝑏 as follows: 

𝑌  ൌ  𝑊𝑋    𝑏 ,         (14) 

2.3.1. Performance metrics 

To assess the efficiency and performance of each classifier and measure the performance of our 
models, the accuracy, precision, recall, the F1 score, and the area under the curve (AUC) are calculated. 
Accuracy is defined as the ratio of the number of observations that are correctly classified (true 
positives and negatives) to the total number of observations. Mathematically, it is written as: 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  ൌ   ்ା்ே

்ା்ேାிାிே
,        (15) 

where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. 
Precision refers to the proportion of correctly classified positive observations among all positive 

observations. It is computed as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ   ்

்ାி
,         (16) 

Recall is the percentage of correctly classified positive observations out of the total number of 
positive observations. It is calculated as shown in (17): 

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ   ்

்ାிே
 ,         (17) 

The F1 score (also called the F measure) combines precision and recall into a single metric by 
calculating their harmonic means as follows: 

𝐹1 𝑠𝑐𝑜𝑟𝑒 ൌ   ଶൈ௦ൈ

௦ ା 
,       (18) 

The AUC of receiver operator characteristics (ROC) is a curve that visualizes the ability of a 
classification model to distinguish between two or more classes. The curve is plotted with the true 
positive rate (TPR) against the false positive rate (FPR). The TPR and FPR are defined as: 

𝑇𝑃𝑅  ൌ ்

்ାிே
,         (19) 

𝐹𝑃𝑅  ൌ ி

ிା்ே
,         (20) 

3. Results and discussion 

In this section, we describe the results of the experiments that are conducted to predict the 
confirmed or suspected cases of COVID-19 along with the experimental settings. The experiments are 
divided into two types: The first type of experimentation is done using statistical methods, ML 
classifiers; and the second type of experimentation is done using deep DL Models. 

3.1. Experiment settings  

All experiments were conducted using Google Colab with Python 3 utilizing GPU. The ML 
libraries used are SKlearn for splitting the dataset and the scaling process. The dataset is divided into 
three parts for training, validation, and testing the ML and DL models, at 70%, 10%, and 20%, 
respectively. Table 1 illustrates the ML hyperparameters and Table 2 shows the DL Experiment 
Hyperparameters. 
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Table 1. ML experiment hyperparameters. 

ML Classifiers  Values  

Random frest 
n_estimators = 100, criterion = 'gini', max_depth = None, 
min_samples_split = 2, max_features = 'auto' 

Decision tee 
Criterion = 'gini', splitter = 'best', max_depth = None, min_samples_split = 
2, max_features = None 

Logistic 
Regression 

Penalty = 'l2', C = 1.0, solver = 'lbfgs', max_iter = 100 

Support vctor 
mchine 

C = 1.0, kernel = 'rbf', degree = 3, gamma = 'scale', probability = True 

K-Nearest 
Neighbors 

n_neighbors = 5, weights = 'uniform', algorithm = 'auto', leaf_size = 30, p =
2, metric = 'minkowski' 

Naive byes var_smoothing = 1e-9 

Gradient Boosting 
n_estimators = 100, learning_rate = 0.1, max_depth = 3, subsample = 1.0, 
min_samples_split = 2, max_features = None 

AdaBoost 
n_estimators = 50, learning_rate = 1.0, algorithm = 'SAMME.R', 
base_estimator = DecisionTreeClassifier (max_depth = 1) 

Table 2. DL experiment hyperparameters. 

Hyperparameter Value 

Random sate 42 

Encoding LabelEncoder 

Scaling StandardScaler 

Dense lyer 1 uits 128 

Dense lyer 2 uits 64 (conditional on model type) 

Dropout rte 0.5 

Output lyer ativation sigmoid 

Optimizer adam 

Loss fnction binary_crossentropy 

Metrics accuracy 

Epochs 20 

Batch sze 32 

Model tpes LSTM, BiLSTM, GRU 

According to researchers, RF and GB are robust ensemble techniques that manage high-
dimensional data and lessen overfitting [57]. While LR is frequently utilized for its effectiveness and 
explainability in feature-target connections [58], DT provides interpretability and acts as a baseline for 
tree-based models [59]. KNN efficiently uses local structures, especially in smaller datasets [60], while 
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SVM is excellent at establishing non-linear decision boundaries using kernel functions [61]. NB is 
well with categorical data and is computationally efficient [62]. It is known that ensemble techniques 
like GB and AdaBoost can improve weak learners step-by-step and increase prediction accuracy [63]. 
In line with best practices in current machine learning research, this wide collection of models 
guarantees a thorough assessment of our dataset under several paradigms. 

Starting hyperparameters that are known to deliver dependable performance over a range of 
datasets are based on accepted techniques and literature. For example, SVM utilizes an RBF kernel 
because of its capacity to manage intricate and non-linear relationships, while RF and Gradient 
Boosting utilized 100 estimators to guarantee a balance between accuracy and processing cost. Values 
like var_smoothing = 1e-9 for NB and n_neighbors = 5 for KNN are also frequently suggested settings 
that work with a lot of data. Additionally, grid search and cross-validation approaches for 
hyperparameter tuning is used, which involves modifying parameters like learning rate, depth, and 
regularization, in order to guarantee optimal performance and produce the best results for ML 
classifiers. Initial domain knowledge is used to set the hyperparameters for deep learning models, and 
validation trials are used to fine-tune them. 

While LSTM, BiLSTM, and GRU models can handle temporal and sequential data, they can be 
quite useful. When it comes to COVID-19 diagnosis, prognosis, and prediction tasks, these models 
perform well at identifying patterns over time, such as shifts in a patient’ symptoms, health, or reaction 
to treatment. Long-term dependencies in patient records can be captured by LSTM, which aids in 
forecasting the course of the illness by using historical data (like the evolution of symptoms over time) [64]. 
When predicting patient outcomes, BiLSTM can be especially helpful in instances where both past 
and future data are relevant, such as comprehending the possible evolution of symptoms and treatment 
effects from both directions [65]. GRU is helpful when working with big datasets or real-time tracking 
of COVID-19 patient statuses since it is computationally efficient and can handle sequential data well 
while using fewer resources [66]. These models are useful resources for comprehending the course of 
COVID-19, forecasting patient outcomes, and seeing trends that may aid medical practitioners in 
taking appropriate action. 

3.2. Statistical methods 

We use the time series of confirmed daily COVID-19 in Yemen. In this study, the AR, MA, and 
ARMA models are utilized to predict the number of new confirmed COVID-19 cases in Yemen based 
on recorded data from April 10, 2020, when the first confirmed case was reported, to August 30, 2022. 
The models are trained on 80% of the data and tested on the remaining 20%. Figure 3 shows the 
confirmed daily and cumulative COVID-19 cases reported in Yemen during that period. The total 
number of confirmed cases was less than 50 until May 10, 2020; later, it increased and exceeded 100 
cases within five days. Four waves are observed: One in 2020, two in 2021, and one in 2022. The total 
number of confirmed cases until the end of August 2022 was 11,925. 

Figure 4 illustrates the daily death rate among COVID-19 patients, which shows a direct 
relationship with the number of new confirmed cases. The number of deaths per day was less than 10 
in the last few weeks, and it exceeded 50 within a few days in July 2020, with a maximum of 
approximately 60 deaths per day in February 2022. 
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Figure 3. New (blue) and cumulative (black) confirmed COVID-19 cases daily. 

 

Figure 4. New (blue) and cumulative (black) death cases daily. 

 

Figure 5. Estimates of the reproduction rate in Yemen from January 2020 to September 
2022. The red line indicates 𝑅 = 1. 

The reasons for the higher percentage of death cases compared to confirmed cases are not only 
due to the lack of testing but also to the absence of precautionary measures, open borders with 
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neighboring countries, and low turnout for vaccination among people and healthcare workers [67]. A 
previous study in Aden, where more than a million people live, showed that 33% of the people were 
already infected in April 2021 (the second wave). Perhaps this explains what caused the reduction in 
confirmed cases during the next period that followed the first: Antibodies. 

The reproduction rate, 𝑅, is an important factor that shows the speed of the spread of the disease. 
If the value is less than one, that means the epidemic has abated, whereas, if the value of 𝑅 is greater 
than one, it means every COVID-19 patient infects more than one person. Figure 5 shows the 
reproduction rate in Yemen for the period from January 2020 to September 2022. The value of R 
fluctuates from zero at the minimum to more than 1.8 at the maximum. The estimated R was above 1 
at the onset of the epidemic in Yemen, then fell below 1 rapidly from July to November 2020. However, 
from November 2020 to late March 2021, the estimated R drifted up toward 1 and reached its peak at 1.78. 
Since then, the estimated R has gone down substantially to around 0.735. Between April 2021 and 
February 2022, the pattern observed is similar to the previous months, where the estimated R exceeded 1 
twice. After that, the estimated R dropped below 1, which indicates the effectiveness of the stringent 
health measures implemented in Yemen. 

Based on the results of the ADF test (Augmented Dickey–Fuller) in Table 3, the p-value is less 
than 0.05, so the null hypothesis is rejected, which means the time-series data is stationary. 
Furthermore, the KPSS (Kwiatkowski–Phillips–Schmidt–Shin) test suggests that the data are 
stationary since p > 0.05. Hence, taking the difference is not necessary (d = 0). 

Table 4 shows the AIC and BIC values for different p and q orders. The values of the p and q 
parameters range from 0 to 5. The best values for p and q that give the smallest AIC and BIC values 
are 5; based on this result, the AR (5), MA (5), and ARMA (5,5) models are considered the best-fit 
models for confirmed cases of COVID-19 in Yemen. In order to select the best model, a comparison 
is also conducted to investigate which model would best estimate the expected daily number of cases 
of COVID-19 in Yemen. 

Table 3. Augmented Dickey–Fuller (ADF) and Kwiatkowski–Phillips–Schmidt–Shin 
(KPSS) test results when the difference d = 0. 

Test ADF or KPSS 
Statistics 

p-value 1% Critical 
vlue 

5% Critical 
vlue 

10% Critical 
vlue 

ADF -4.383 0.0003 -3.437 -2.865 -2.568 
KPSS 0.255 0.1 0.739 0.463 0.347 

After choosing the best parameters for the models, they are employed to forecast the number 
of confirmed cases. A total of 80% of trained data (blue), the actual (orange) of the last of 20% 
confirmed COVID-19 cases, and the predicted (green) are presented in Figure 6. Prediction accuracy 
metrics (RMSE, MAE, and 𝑅ଶ values) for each model are illustrated in Figure 7. Overall, the most 
accurate and close estimate is achieved using an ARMA model, with an RMSE value of 21.51 and an 
MAE value of 6.06. The other two models have acceptable estimates and performances in the 
testing set, with an RMSE value of 23.74 and an MAE value of 7.01 for the AR model and an 
RMSE value of 24.06 and an MAE value of 9.79 for the MA model. Moreover, the results from the 
𝑅ଶ  show that ARMA has a 77% score, which means that most of the dependent variables can be 
explained by the independent variables. The 𝑅ଶ of the AR and MA are 55% and 46%, respectively. 
The prediction for the total number of cases for the next few months can be provided to the authorities 
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in Yemen to help them use their limited resources efficiently. 

Table 4. AIC and BIC values for different p and q. 

 0 1 2 3 4 5 
0 (9063, 

9073) 
(8753, 
8768) 

(8649, 
8669) 

(8520, 
8545) 

(8480, 
8509) 

(8463, 
8497) 

1 (8508, 
8523) 

(8201, 
8220) 

(8202, 
8227) 

(8200, 
8229) 

(8202, 
8236) 

(8182, 
8221) 

2 (8373, 
8393) 

(8202, 
8227) 

(8191, 
8220) 

(8191, 
8225) 

(8192, 
8231) 

(8147, 
8191) 

3 (8282, 
8306) 

(8201, 
8230) 

(8191, 
8225) 

(8144, 
8183) 

(8144, 
8188) 

(8149, 
8198) 

4 (8267, 
8297) 

(8203, 
8237) 

(8192, 
8231) 

(8144, 
8188) 

(8161, 
8209) 

(8151, 
8204) 

5 (8241, 
8275) 

(8193, 
8232) 

(8151, 
8195) 

(8151, 
8200) 

(8141, 
8195) 

(8133, 
8180) 

To study if there is a statistically significant association between COVID-19 infection and 25 
variables, a t-test and the Chi-square test are performed, and the results are shown in Figure 8 and 
Table 5. Since age is a numerical variable, the t-test is used to analyze the association between it and 
COVID-19 infection, while the Chi-square test is conducted on the other variables shown in Table 5 
since they are categorical variables. The study population includes 23,075 cases (mean age: 46.4 ± 19.5 
(SD) and 61.75% male) with 33.9% confirmed cases (35.8% > 50 years). Figure 8 shows that there is a 
strong association between age and COVID-19 infection (p < 0.0001). We conclude that older age 
increases susceptibility to infection. 

The results of the Chi-square test shown in Table 5 reveal that there is no statistically significant 
difference between HIV, asthma, visiting an endemic area, smoking, and COVID-19 infection (p > 0.05). 
Since the Chi-square statistic is sensitive to sample size [67], in light of our results, we anticipate that 
a possible explanation for the non-significant difference might be attributed to the low reported cases 
(with HIV, asthma, visiting an endemic area, and smoking) due to the current Yemeni crisis and need 
to be confirmed by larger study samples. Additionally, due to cultural reasons, most patients hide such 
information. However, according to published reports, the association between asthma and COVID-19 
severity and/or outcomes is controversial and continues to emerge [68]. Moreover, there is a 
statistically significant correlation between the other study variables and COVID-19 infection (p 
< 0.05) in Yemen. 
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Figure 6. Prediction results from models. AR model (top), MA model (middle), and 
ARMA model (bottom). 
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Figure 7. RMSE, MAE, and Rଶ values for different time series models. 

 

Figure 8. Box-plot illustrating the association between age and COVID-19. 𝑝 ൏ 0.0001. 
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Table 5. Chi-square test results between COVID-19 and various variables. 

Variable χ²-statistics p-value 
Gender 77.99 < 0.0001 
Chronic disease 6.27 0.01 
Cardiovascular disease 62.15 < 0.0001 
Diabetes 7.36 0.01 
Blood pressure 5.62 0.02 
Kidney disease 13.78 0.0002 
HIV 0.035 0.85 
Liver disease 5.58 0.02 
Asthma 1.30 0.25 
Visiting an endemic area 0.05 0.82 
Fever 408.32 < 0.0001 
Sore throat 598.75 < 0.0001 
Cough 274.16 < 0.0001 
Descent from nose 290.72 < 0.0001 
Difficulty breathing 21.73 < 0.0001 
Headache 991.46 < 0.0001 
Chest pain 187.77 < 0.0001 
Muscle and joint pain 1192.29 < 0.0001 
Diarrhea 199.82 < 0.0001 
Loss of smell 604.60 < 0.0001 
Loss of taste 608.06 < 0.0001 
Contact a suspected 19.76 < 0.0001 
Smoking 0.67 0.41 
Vaccination 170.42 < 0.0001 

3.3. Experiment of ML classifiers  

In this experiment, 8 ML classifiers are chosen, which include RF, DT, LR, SVM, KNN, NB, GB, 
and Ada. These ML classifiers are then put under experimentation to measure how well they can predict 
each patient getting COVID-19 based on the symptoms each person reported to have. This is measured 
under four distinct factors; Precision, Recall, F1-Score, and Accuracy [69], which can be seen from 
Table 6. Features used in the ML classifiers are selected based on their statistical significance, as 
determined by t-tests and Chi-square analyses. Variables with p-values < 0.05 are included in the feature 
set, ensuring that the models are built on predictors with proven associations to COVID-19 infection. 

Generally, the ML classifier that is the best at predicting which patients would end up having 
COVID-19 based on their symptoms in terms of accuracy is DT. DT has an accuracy score of 74.70%, 
which is the highest in comparison to the other 8 ML classifiers. The RF classifier attains a score 
of 74.66%, which means it falls closely behind the DT classifier with a minor difference in accuracy 
of only 00.04%, which can be perceived from Table 6. This further proves that these two classifiers (DT 
and RF) can predict which patient is infected with COVID-19 based on their symptoms, understanding the 
importance of each symptom, and how this can lead to COVID-19. This demonstrates that these 
classifiers effectively predict COVID-19 based on symptoms. However, a classifier that struggles in 
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predicting COVID-19 for patients is NB, attaining an accuracy score of only 59.22%. Similarly, 
another classifier that did not perform too well in this experiment is LR, which has an accuracy higher 
than the NB classifier, at 67.01%. These results demonstrate that the DT and RF classifiers are well-
equipped in predicting certain illnesses a person may end up having based on their symptoms; in this 
case, COVID-19. This can be further shown by relating to the confusion matrix and AUC-ROC metrics 
[70] for the ML classifiers in Figures 9 and 10. On the other hand, some other ML classifiers such as 
NB and LR may struggle significantly in predictions and in understanding the correlations between 
the features (symptoms), which can be viewed in Figure 11. Additionally, Figure 12 illustrates the 
relative importance of the features used in classification. From Figure 12, it can be clearly seen that 
symptoms such as muscle and joint pain, headache, and sore throat are the most influential predictors 
of COVID-19 severity. Furthermore, the accuracy ratings, as shown in Figure 10, are enhanced by the 
AUC values, which offer further information about the classifiers’ capacity to discriminate positive 
and negative situations. Strong AUC ratings, for example, demonstrate the DT and RF classifiers’ 
robustness in differentiating COVID-19 positive and negative patients, despite their greatest accuracy 
at 74.70% and 74.66%, respectively. Classifiers like NB and LR, on the other hand, demonstrate 
weaker AUC performance and lower accuracy ratings at 59.22% and 67.01%, respectively, indicating 
that they have difficulty in efficiently differentiating the two classes. The addition of AUC analysis 
and feature importance will give a better picture of the classifiers’ prediction skills and aid to clarify 
how well they perform across thresholds. 

Table 6. Comparison of ML classifiers using Precision, Recall, F1-Score, and Accuracy 
for the first experiment of all features (with 95% confidence intervals). 

Classifier Precision (%) Recall (%) F1-Score (%) Accuracy (%) 
RF 70.96 ± 1.57 56.35 ± 2.23 62.82 ± 1.23 74.66 ± 1.06 
DT 71.13 ± 1.78 56.20 ± 2.09 62.79 ± 2.01 74.70 ± 1.13 
LR 59.34 ± 1.93 41.77 ± 1.99 49.03 ± 1.22 67.01 ± 1.56 
SVM 66.53 ± 2.55 52.27 ± 2.17 58.54 ± 1.33 71.88 ± 1.63 
KNN 59.98 ± 1.78 58.56 ± 2.34 59.26 ± 1.17 69.42 ± 1.89 
NB 47.63 ± 1.33 73.86 ± 2.89 57.92 ± 1.29 59.22 ± 1.03 
GB 62.07 ± 2.01 47.08 ± 1.89 53.54 ± 1.54 68.97 ± 1.69 
Ada 58.86 ± 1.67 42.68 ± 2.22 49.48 ± 1.76 66.90 ± 1.77 
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Figure 9. Confusion matrix for the ML classifiers. 

Figure 10. AUC-ROC of ML classifiers. 
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Figure 11. Correlation between the features (symptoms). 

 

Figure 12. The importance of various features in predicting the severity of COVID-19 cases. 
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3.4. Experiments of deep learning models 

This is the second type of experiment conducted to know the model’s performance in predicting 
the affected cases based on the features (symptoms). In the DL experiments, three models are utilized, 
which are LSTM, BiLSTM, and GRU. The comparisons between precision, recall, F1, and accuracy 
are shown in Table 7. 

Table 7. Comparison between precision, recall, F1, and accuracy using DL experiments 
(with 95% confidence intervals). 

DL Models Precision Recall F1 Accuracy 
LSTM 67.57 ± 2.14% 46.84 ± 2.89% 55.32 ± 1.97% 71.27 ± 1.75%
BiLSTM 71.57 ± 2.09% 40.99 ± 2.77% 52.13 ± 2.15% 71.40 ± 1.83%
GRU 69.74 ± 2.33% 42.27 ± 3.01% 52.64 ± 2.21% 71.10 ± 1.80%

In this experiment, three DL models are used, which are LSTM, BiLSTM, and GRU. These 
models are picked to be experimented on to show how well they can predict COVID-19 for each person 
based on the symptoms each person is reported to have. This is measured based on precision, recall, F1, 
and accuracy. These three models all have similar performance in terms of precision, recall, and F1, 
but most notably in accuracy, since they all attain scores of around 70% in accuracy, for predicting 
cases of COVID-19 among people. We note that although the performance of the models is very similar, 
the best performing model is BiLSTM, attaining an accuracy score of 71.40%, followed closely behind 
LSTM, which attained a 71.27% accuracy score, and last by GRU, which reached an accuracy rate 
of 71.10% for predicting COVID-19 among patients. The confusion matrix, along with the accuracy 
and validation for the three aforementioned models, can be viewed in Figures 13 and 14.  

Table 8 presents a comparative analysis of studies conducted in settings with characteristics 
similar to Yemen, including resource-constrained environments, limited healthcare infrastructure, and 
vulnerable populations. By examining studies from Ethiopia, Brazil, and India, this table highlights 
key aspects such as study objectives, datasets, models used, features analyzed, performance 
metrics, and challenges, situating our findings within the context of existing literature to 
underscore their significance. 
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Figure 13. Confusion Matrix of the LSTM, BiLSM, and GRU. 

 

Figure 14. Accuracy of training and validation for LSTM, BiLSTM, and GRU. 
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Table 8. Comparison between this work and similar studies from literature. 

Reference Dataset characteristics Models used Key findings 
[71] 696 hospitalized patients  

J48 Decision 
Tree, RF, 
KNN, MLP, 
XGBoost, 
Logistic 
Regression, 
Naïve Bayes 

KNN 
outperformed 
other models; 
top predictors 
were gender, 
ICU 
admission, and 
alcohol 
consumption 

[72] 8443 patients Logistic 
Regression 
(LR), 
LDA, 
KNN, 
Decision 
Trees (DT), 
XGBoost 
(XGB), 
SVM, 
Naïve 
Bayes 
(NB) 

High recall in 
identifying 
severe cases 
but lower 
precision due 
to false 
positives; LDA 
and SVM were 
most consistent

[73] 

 

5434 rows, 21 variables from Kaggle 
dataset: demographics, symptoms, and 
epidemiological factors 

Random 
Forest, 
Logistic 
Regression, 
KNN 

Random Forest 
demonstrated 
the highest 
accuracy and 
interpretability; 
validated 
model suitable 
for decision 
support 

This study 35,265 suspected cases, 11,925 confirmed AR, MA, 
ARMA, 
Decision 
Tree, 
Random 
Forest, 
SVM, 
LSTM 

ARMA and DT 
models 
performed 
best; 
significant 
predictors 
include age 
and symptoms 
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4. Limitations 

We acknowledge that this study has some limitations. The main limitation lies in the 
underrepresentation of certain subgroups within the dataset, such as individuals with rare comorbidities 
(e.g., HIV, liver disease). The small sample sizes for these subgroups may limit the ability of statistical 
tests to detect meaningful associations, potentially affecting the generalizability of our findings to these 
populations. Some of the features used to train the models are not measured for some patients, and 
hence the dataset is imbalanced, which may limit the performance of the model. To address this, we 
apply the Synthetic Minority Over-sampling Technique (SMOTE) to balance the dataset, which 
improves the reliability of the results. In future work, a large volume of datasets with more accurate 
and measurable features is recommended to be used to train the proposed models. Another limitation 
of this study is that we do not consider the impact of interventions imposed by administrations, 
healthcare system policies, and economic and sociodemographic situations, which may affect the 
predictive performance of our model. Though the data were reported and collected by the ministry’s 
epidemiological surveillance team from thirteen governorates,  the data from the other governorate 
were not available due to the conflict. 

5. Conclusions 

In this work, mathematical models based on time series approaches are applied to classify and 
predict the number of new cases and deaths in Yemen. Three predictive models are investigated to get 
the best mathematical models for forecasting new cases and deaths in Yemen. This helps the health 
authorities take the necessary precautions and manage their limited resources. The ARMA model 
shows more accurate results compared to the AR and MA models, which still showed acceptable results. 
Validation tests are carried out, including testing multiple assessment tools such as the RMSE, MAE, 
and the coefficient of determination (R2). The ARMA model reveals an RMSE value of 21.51, an MAE 
value of 6.06, and a coefficient of determination R2 score of 77%. Eight ML classifiers and three DL 
models are employed to identify indicators of COVID-19 severity. The DT classifier achieves the 
highest accuracy of 74.70%, followed by RF with 74.66%. The DL models show similar accuracy 
scores, approximately 70%. The kernel Support Vector Machine (SVM) outperform others in terms of 
AUC-ROC, with a classification accuracy of 71% and precision, recall, F measure, and area under the 
curve values of 0.7, 0.75, 0.59, and 0.72, respectively. The results suggest that the implementation of 
ML algorithms and time series analysis shows their significance in forecasting and diagnosing 
COVID-19 cases. Perhaps it can assist decision-makers in making efficient decisions for the early 
detection of viral respiratory tract infections, thereby significantly enhancing management and control. 
We provide an advanced level of analysis, which may be helpful in controlling the pandemic. In future 
work, we can apply more advanced techniques as well as algorithms for developing the model, which 
will improve and forecast more precisely. 

In future work, we plan to integrate explainable AI (XAI) mechanisms to enhance model 
transparency and trust by aligning findings with clinical literature, addressing ethical considerations, 
and fostering acceptance among healthcare professionals and patients, thereby ensuring the clinical 
applicability of our models. 
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