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Abstract: Precise segmentation of liver tumors from computed tomography (CT) scans is a 
prerequisite step in various clinical applications. Multi-phase CT imaging enhances tumor 
characterization, thereby assisting radiologists in accurate identification. However, existing automatic 
liver tumor segmentation models did not fully exploit multi-phase information and lacked the 
capability to capture global information. In this study, we developed a pioneering multi-phase feature 
interaction Transformer network (MI-TransSeg) for accurate liver tumor segmentation and a 
subsequent microvascular invasion (MVI) assessment in contrast-enhanced CT images. In the 
proposed network, an efficient multi-phase features interaction module was introduced to enable bi-
directional feature interaction among multiple phases, thus maximally exploiting the available multi-
phase information. To enhance the model’s capability to extract global information, a hierarchical 
transformer-based encoder and decoder architecture was designed. Importantly, we devised a multi-
resolution scales feature aggregation strategy (MSFA) to optimize the parameters and performance of 
the proposed model. Subsequent to segmentation, the liver tumor masks generated by MI-TransSeg 
were applied to extract radiomic features for the clinical applications of the MVI assessment. With 
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Institutional Review Board (IRB) approval, a clinical multi-phase contrast-enhanced CT abdominal 
dataset was collected that included 164 patients with liver tumors. The experimental results 
demonstrated that the proposed MI-TransSeg was superior to various state-of-the-art methods. 
Additionally, we found that the tumor mask predicted by our method showed promising potential in 
the assessment of microvascular invasion. In conclusion, MI-TransSeg presents an innovative 
paradigm for the segmentation of complex liver tumors, thus underscoring the significance of multi-
phase CT data exploitation. The proposed MI-TransSeg network has the potential to assist radiologists 
in diagnosing liver tumors and assessing microvascular invasion. 
 
Keywords: liver tumor segmentation; multi-phase; contrast-enhanced CT; transformer 
 

1. Introduction 

Primary liver cancer, encompassing hepatocellular carcinoma and intrahepatic bile duct cancer, 
remains a critical global health challenge, ranked as a leading cause of cancer-related mortality. In 2020, 
more than 900,000 new cases of liver cancer were detected, and nearly 830,000 patients were killed 
by liver cancer [1]. The impact of liver cancer is still increasing, with an estimated over 1 million 
people to be affected by liver cancer in 2025 [2]. Early detection of liver cancer is crucial for 
successful treatments and can significantly improve the survival rate of patients [3,4]. Computed 
Tomography (CT) is one of the most widely used medical imaging modalities for liver cancer 
detection and diagnosis [5–7]. Studies have demonstrated that CT is a reliable method to detect early-
stage liver cancer [8]. 

Accurate liver tumor segmentation in CT is a prerequisite step in various clinical applications, 
such as liver cancer diagnosis, microvascular invasion assessment [9,10], and preoperative planning 
for tumor resection and minimally invasive procedures [11,12]. However, conventional liver tumor 
segmentation approaches involve manual processes that are time-consuming, prone to human error, 
and susceptible to subjective personal experience. To tackle these issues, computer-aided diagnosis 
(CAD) technology has been developed to assist radiologists and oncologists to accurately interpret liver 
CT images. Initial approaches for the automatic delineation of tumors in medical imaging using CAD 
were anchored in rule-based algorithms, which utilized a set of predefined heuristics to distinguish 
between liver and tumor [13]. These methods encompass threshold-based methods [14–16], region-
based methods [17], active contour-based methods [18], and clustering-based methods [19,20]. 
Despite their rapid execution and straightforward implementation, these techniques often fall short in 
accommodating the heterogeneity inherent to tumor presentations, thus consequently impeding their 
diagnostic efficacy. 

In recent years, deep learning methods have demonstrated their superiority in solving various 
tasks in medical image analyses [21–24] and a variety of deep learning methods have been applied to 
the segmentation of the liver and liver tumors. Relatively early liver and liver tumors segmentation 
deep learning methods can be roughly classified into two categories. 

In the first category, the methods used fully convolutional networks (FCN) as a backbone 
structure with various refinement strategies. For instance, Christ et al. [25] proposed a cascaded FCN 
to segment liver and liver tumors in CT images. This method fed segmented liver regions of interest 
(ROIs) into a second FCN to solely segment the liver tumors and then applied dense 3D conditional 
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random fields (CRFs) to refine the segmentation results. Chlebus et al. [26] developed a 2D FCN with 
object-based post-processing to automatically segment liver tumors. 

The second category encompasses the methods based on U-Net. U-Net was introduced by 
Ronneberger et al. [27], which was an updated FCN that extracted semantic or contextual information 
by contracting a path and used a symmetric expanding path to achieve accurate localization. Due to its 
straightforward structure and promising performance, various U-Net-like methods have emerged for 
liver and liver tumor segmentation. For instance, Li et al. [28] applied U-Net++ architecture with an 
attention-aware mechanism to segment the liver from CT images. Similarly, Huang et al. [29] applied 
the U-Net 3+ architecture for liver segmentation. Seo et al. [30] proposed a modified U-Net that 
incorporated a residual path into the skip connection of U-Net to improve the performance of liver 
tumor segmentation. Kushnure et al. [31] proposed a multi-scale liver tumor segmentation U-Net with 
a Res2Net module and a squeeze-and-excitation (SE) network to enhance the receptive field. 

Despite the promising results achieved by these deep learning methods in automatic liver and liver 
tumor segmentation, most current liver tumor segmentation methods rely on single-phase CT images. 
This kind of approach may lead to unsatisfactory segmentation performance due to its inability to capture 
the complete morphology of the tumor, particularly under fuzzy tumor boundaries. 

 

Figure 1. The portal venous phase (first column), delayed phase (second column) and their 
corresponding tumor labels (third column) from three patients. The red contour represents 
the radiologist’s hand outline of tumor boundary. PV and D represent portal venous phase 
and delayed phase. 

In contrast, multi-phase images typically offer richer information about tumors [32], with distinct 
tumor regions differing from other tissues in either morphology or grayscale. A standard multi-phase 
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CT scanning protocol typically includes four phases: non-enhanced (NC), arterial (ART), portal vein 
(PV), and delayed (D) phases [33]. Generally, for liver CT scans, the maximum contrast between the 
liver tumor and the surrounding tissue appears in the PV phase (Figure 1(a)), which is the preferred 
phase for single-phase liver tumor segmentation [34]. However, the usage of the PV phase for tumor 
segmentation may not be appropriate in all cases. As shown in Figure 1(b),(c), the tumor boundaries 
appear fuzzy in the PV phase, while it has better contrast in the D phase. In clinical practice, radiologists 
simultaneously typically use multi-phase images to help them accurately identify the liver tumor 
boundary and diagnose liver cancer [35]. Therefore, liver tumor segmentation necessitates the use of 
multi-phase images to achieve precise and comprehensive results. 

Several recent studies have attempted to improve the performance of automatic segmentation 
methods by combining the information from multi-phase images. Generally, multi-phase liver tumor 
segmentation methods utilize information from multi-phase images in the following three strategies: 1) 
the input-level fusion method (ILF) [36], which concatenated different phase images into a multi-
dimensional map and used it as the input to the network; 2) the decision-level fusion method (DLF) [36,37], 
which independently processed each phase and then merged the output maps to obtain the final 
segmentation; and 3) the feature-level fusion method (FLF) [34,38,39], which combined features 
extracted from different phases and then decoded the combined multi-phases features to obtain the 
final segmentation result. While the first two strategies achieved better results than single-phase based 
methods, the third FLF strategy had the potential to make better use of multi-phase information; 
therefore, more research works exist. For example, Wu et al. [38] proposed a Modality Weighted U-
Net (MW-UNet), which employed a phase-weighted sum rule to fuse features from multi-phase images 
at the decoder of the U-Net. Xu et al. [34] proposed a phase attention residual network (PA-ResSeg), 
which utilized a phase attention mechanism to exploit the features of the ART phase to improve the 
segmentation of PV phase. 

While existing multi-phase based methods have demonstrated more accurate results than single-
phase based methods, they predominantly relied on simplistic feature combination techniques such as 
concatenation and addition. This may hinder the full exploitation of cross-phase information, thus 
underscoring the necessity for an efficient cross-phase interaction mechanism. Moreover, the current 
paradigm of multi-phase based tumor segmentation predominantly revolves around Convolutional 
Neural Networks (CNNs), which mainly focus on extracting local information. However, the fixed 
receptive fields of CNNs constrain their ability to capture global contextual information crucial for 
distinguishing tumors from surrounding tissues. 

Recognizing the inherent limitations of conventional approaches, we are motivated to explore the 
transformative potential of Transformer-based architectures in the realm of medical imaging. 
Originally devised for natural language processing tasks [40], the Transformer has garnered significant 
attention in medical imaging for its prowess in integrating global contextual information and modeling 
long-range dependencies. Several studies have underscored the superior performance of Transformer-
based models in segmentation tasks compared to conventional approaches [41–43]. The self-attention 
mechanism lies at the heart of the Transformer, which is a fundamental feature that intricately 
associates different positions within a data sequence by harnessing query-key correlations. This unique 
characteristic proves particularly advantageous in managing cross-phase information and leveraging 
the global context of the segmentation. 

The rising popularity of Transformer-based architectures can be attributed to their to more 
efficiently and effectively address the complex challenges of medical imaging [44–46]. He et al. [47] 
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combined Transformer and CNNs to enhance the capability of the model to extract global and local 
features. Hatamizadeh et al. [48] proposed Swin UNEt Transformers (Swin UNETR) for brain tumor 
segmentation, thus achieving top performance in related challenges. Zhu et al. [49] proposed a brain 
tumor segmentation method featuring a Swin Transformer-based semantic segmentation module, an 
edge detection module, and a feature fusion module, demonstrating great performance in brain tumor 
segmentation. Some methods such as X-Net [50] and Medical Transformer (MedT) [51] further 
emphasize the growing preference and effectiveness for Transformers in the field of medical imaging. 

In particular, SegFormer introduces a hierarchically structured Transformer encoder and a 
lightweight MLP decoder, optimizing the architecture for semantic segmentation by unifying the 
generation of coarse and fine features without the need for positional encoding [52]. Consequently, 
employing a Transformer-based architecture not only offers significant promise in addressing the 
challenges associated with the efficient utilization of cross-phase information but also global contextual 
insights for liver tumor segmentation, thus addressing the sophisticated demands of the field. 

In this study, we proposed a novel deep learning method, named the multi-phase feature 
interaction transformer segmentation network (MI-TransSeg), specifically designed for accurate liver 
tumor segmentation in contrast-enhanced CT images. The proposed method leveraged the D phase 
information to improve the segmentation performance in PV phase images. Comparative analyses with 
contemporary methodologies revealed that MI-TransSeg surpassed existing techniques in segmenting 
liver tumors. The salient contributions of this research are enumerated as follows: 

 To fully utilize the available multi-phase information, we developed an efficient multi-phase 
features interaction module, thereby enabling bi-directional feature interaction among 
multiple phases. 

 To effectively leverage global contextual information, we incorporated a hierarchical 
transformer-based encoder and decoder within the model, thus departing from the limitations 
of limited receptive fields in convolution blocks. 

 We devised a multi-resolution scales feature aggregation strategy (MSFA) to optimize the 
parameters and performance of the proposed model. 

 We applied the proposed segmentation model to the clinical application of the microvascular 
invasion (MVI) assessment. The results showed the promising potential of our method for 
clinical application. 

 We performed a cross-center evaluation experiment to verify the generalizability of the 
proposed model. 

2. Methods 

The proposed multi-phase liver tumor segmentation method is comprised of three components, 
as illustrated in Figure 2. The first component is the Hierarchical Transformer Encoder, which takes 
two different phases of images as the input to generate high-resolution coarse features and low-
resolution fine features for both phases. The second component is the Multi-phase Features Interaction, 
which enables the interaction of features among phases and produces Feature Tokens containing 
information from multiple phases. Finally, the Transformer Up-sampling Decoder receives the Feature 
Tokens from the Multi-phase Features Interaction module, along with an initially blank PV Feature 
Token. The decoder progressively up-samples the Feature Tokens while leveraging information from the 
Hierarchical Transformer Encoder and the tumor-related information from the learnable PV Feature 
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Token, ultimately predicting the final tumor segmentation results. 
In the context of multi-phase liver tumor segmentation, the data and associated annotations can 

be categorized into two sets based on the image phase: 𝒫 𝑋 ∈ ℝ , 𝑌 ∈ ℝ , 𝒟
𝑋 ∈ ℝ  , where 𝑋   and 𝑋   represent the CT image in the PV phase and the D phase, 

respectively, with a resolution of 𝐻 𝑊  and 𝐶  number of channels. As the liver tumor was 
annotated in the PV phase, the ground truth segmentation mask 𝑌  is available with a resolution of 
𝐻 𝑊. 

 

Figure 2. Schematic diagram of the proposed MI-TransSeg method. 

2.1. Hierarchical transformer encoder 

We designed the Hierarchical Transformer Encoder, wherein we employed the pretrained 
SegFormer [52] model (mit-b4) as our backbone. The designed encoder aims to efficiently extract 
high-resolution coarse features and low-resolution fine features. Specifically, the Hierarchical 
Transformer Encoder is able to generate four resolution scale features that can bring more effective 
information for later multi-phase feature interaction and tumor prediction. 

The designed encoder consists of three steps, following the flowchart depicted in Figure 2. The 
initial step in our encoder is the Split & Flatten process, which involves converting the input image 
into tokens. Next, the tokens are fed into the Feature Extraction Module to extract features. Note that 
the Mix-Feed Forward Network (Mix-FFN) is a component operation within the Feature Extraction 
Module. Finally, the extracted features are processed by the Token Down-sample Process to generate 
the next level of feature tokens. The details of the designed encoder are provided below and organized 
into two distinct modules: multi-resolution feature representation and the feature extraction module. 
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Figure 3. Four main processes in Hierarchical Transformer Encoder. (a) Illustration of 
Spilt & Flatten process, which converts the input images to tokens. (b) Illustration of 
Token Down-sample Process. 𝐿 is the length of the tokens, 𝑘 is the patch size, 𝑠 is 
the stride, and 𝑝  is zero padding sizes. (c) The Feature Extraction Module, which 
extracts the feature of the input tokens. (d) Mix-FNN in the Feature Extraction Module. 
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2.1.1. Multi-resolution feature representation 

In contrast to the traditional Vision Transformer (ViT) [53] that was constrained to single-
resolution feature maps, our enhanced module aims to produce multi-resolution features. Leveraging 
the hierarchical design, it extracts rich, CNN-like multi-resolution features from multiphase images, 
such as PV and D phase images, thus significantly improving the granularity and accuracy of liver 
tumor segmentation. In this Hierarchical Transformer Encoder, we generate four resolution features 
under the PV phase (𝑇 , 𝑇 , 𝑇  , and 𝑇  ) and four resolution features under the D phase 
(𝑇 , 𝑇 , 𝑇 , and 𝑇 ), respectively, as shown in Figure 2. 

For the input PV phase 𝑋  or D phase images 𝑋 , we begin by converting these input images 
into tokens, which allows for the extraction of features using a self-attention mechanism. The process 
involves a Split & Flatten operation, illustrated in Figure 3(a). This operation divides the image into 
multiple patches with a resolution of 𝑘 𝑘 𝐶 and a stride of 𝑠. Zero-padding is also utilized to pad 
the image boundaries. Then, each patch is flattened into a token. Subsequently, all tokens are embedded 
together using a multi-layer perceptron (MLP) to generate the tokens 𝑇  and 𝑇 ∈ ℝ , where 

𝑙 , 𝑑 is embedding size. 

To gradually down-sample the tokens and generate the remaining three resolution scales features 
of the PV and D phases (𝑇 ,  𝑇 , 𝑇 , 𝑇 ,  𝑇  and 𝑇 ), the Token Down-sample Process (shown 
in Figure 3(b)) is designed and performed three times. 

First, the Token Down-sample Process reshapes the tokens 𝑇 ∈ ℝ  into a square token map. 
Then, this reshaped token map is divided into smaller patches with a resolution of 𝑘 𝑘 𝑑 and a 
stride of 𝑠. Zero-padding is also utilized in this case. Subsequently, each smaller patch is flattened into 

a new token, generating new token features 𝑇 ∈ ℝ . 
In this study, for the four resolution scales, the patch sizes are set to 𝑘  [7, 3, 3, 3], the strides 

are set to 𝑠  [4, 2, 2, 2], and the zero padding sizes are set to 𝑝  [3, 1, 1, 1]. Through these 
operations, we obtain four resolution scales features of the PV and D phases, donated as 𝑇 ∈
ℝ  , 𝑇 ∈ ℝ  , 𝑇 ∈ ℝ  , and 𝑇 ∈ ℝ  , where 𝑝ℎ𝑎𝑠𝑒 𝑃𝑉 𝑜𝑟 𝐷, 𝑙

, 𝑙 , 𝑙 , 𝑙  and 𝑑 is the embedding size. 

2.1.2. Feature extraction module 

To extract the tumor-related global contextual information at each resolution scale, we implement 
the self-attention mechanism following the Spilt & Flatten process and the Token Down-sample 
Process, as shown in Figure 2. Since the convention multi heads self-attention is extremely 
computational and complex when facing tokens with large resolutions, we adopt a sub-module called 
efficient self-attention in this study to reduce the computational complexity. 

Figure 3(c) illustrates the Feature Extraction Module with an efficient self-attention mechanism, 
which incorporates a sequence reduction process initially introduced in [52,53] to reduce the number 
of the tokens so as to reduce the computational complexity. First, we reshape the 𝑇 ∈ ℝ  to 𝑇 ∈

ℝ ∙ , where 𝑅 is the reduction ratio. Then, the tokens 𝑇  is multiplied with the weighted matrices 
to generate three kinds of matrices; the K (key), Q (query), and V (value). These matrices are used to 
calculate the scaled-dot product attention score [40]. Following this, we reshape the scaled-dot product 
attention score and feed it into the Mix-Feed Forward Network (Mix-FFN), which accounts for zero 
padding’s impact on the leak location information and incorporates a 3 × 3 Conv [52]. Placed after the 



5743 

Mathematical Biosciences and Engineering  Volume 21, Issue 4, 5735–5761. 

self-attention, the Mix-FFN further locally processes information for each token. The flowchart of the 

Mix-FFN is illustrated in Figure 3(d). Finally, we use a linear layer to reshape the tokens 𝑇 ∈ ℝ ∙  
back to tokens 𝑇 ∈ ℝ . 

For given tokens 𝑇 ∈ ℝ  , the computational complexity can be represented as 𝑂 𝑙  . By 
introducing the sequence reduction process with the reduction ratio 𝑅 , we are able to reduce the 

computational complexity of self-attention from 𝑂 𝑙  to 𝑂 . In our method, we set the reduction 

ratio 𝑅 as [8, 4, 2, 1] from the first resolution scale to the fourth resolution scale. 

2.2. Multi-phase features interaction 

 

Figure 4. (a) Illustration of our proposed multi-phase interaction module for liver tumor 
segmentation. Features-PV, Features-D, and Features-M are the features of PV phase, D 
phase, and multi-phase features after cross-phase interaction. (b) Illustration of our 
proposed multi-resolution scales feature aggregation (MSFA) strategy, where MSFA-2, 
MSFA-3, MSFA-4 represent utilizing the features of two, three, and four resolution 
scales respectively. 
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Motivated by the feature-level fusion methods that facilitate bi-directional information 
exchange [22,54], we modify the self-attention mechanism [40] to achieve a bi-directional cross-
phase information interaction, thus proposing a Multi-phase Features Interaction Module, as shown 
in Figure 4(a). Importantly, leveraging the efficiency of our Hierarchical Transformer Encoder to 
extract the liver tumor features across four resolution scales, we aim to fully harness the tumor features 
from the PV and D phases at multiple resolutions. Thus, we introduce a multi-resolution scales feature 
aggregation (MSFA) strategy, depicted in Figure 4(b), which aggregates features at two or more 
resolution levels. Different from the traditional single-resolution strategies [34,38,39] that only fuse 
the features at the lowest resolution level, the proposed strategy aims to improve the segmentation 
performance of liver tumors by aggregating features at multiple resolution scales. 

2.2.1. Multi-phase features interaction module 

Our proposed Multi-phase Features Interaction Module is modified from a self-attention 
mechanism, and it implements cross-phase communication by cross-stream manner. As illustrated in 
Figure 4(a), the proposed module achieves multi-phase bi-directional communication by computing 
the relationship between two phases. The calculated cross-phase relationships are subsequently 
aggregated to generate multi-phase feature tokens. The details of the Multi-phase Features Interaction 
Module are provided as follows. 

Given the input features 𝐹  and 𝐹 , we embed them into queries 𝑄 ∈ ℝ , 𝑄 ∈ ℝ , 
keys 𝐾 ∈ ℝ , 𝐾 ∈ ℝ , and values 𝑉 ∈ ℝ , 𝑉 ∈ ℝ , respectively, by multiplying the 
weight matrices. Then, the queries, keys, and values of the two phases are projected ℎ times with 
different, learned linear projections to 𝑑 , 𝑑 , and 𝑑  dimensions, respectively [40]. The 𝑄 , 𝐾 , 
and 𝑉  are inputted into the Scaled Dot-Production Attention to calculate the long-range dependence 
values between the PV and D features. Accordingly, 𝑄 , 𝐾 , and 𝑉  are also inputted to another 
Scaled Dot-Production Attention to calculate the long-range dependence value in the reverse direction. 
Finally, these calculated values are concatenated and projected to yield multi-phase feature tokens. 

2.2.2. Multi-resolution scales feature aggregation strategy 

The proposed Multi-resolution Scales Feature Aggregation Strategy (MSFA) aims to enhance the 
performance of segmentation by aggregating the tumor features in multi-resolution levels extracted by 
the Hierarchical Transformer Encoder. As shown in Figure 4(b), given the features from two phases at 
four resolution scales, aggregating features from two resolution scales (MSFA-2) involves up-

sampling and concatenating features from the fourth resolution level ( ) to the third resolution 

level ( ) for each phase. Then, the aggregated features from each phase are input to the Multi-

phase Features Interaction Module to obtain the multi-phase feature tokens. The Up-sample process in 
MSFA strategy can be viewed as a linear projection. First, it reshapes tokens into an image first, then 
applies a linear projection to up-sample the image to the desired resolution. Last, we split the image 
into tokens again. After the Up-sample process, all tokens are projected to the same embedding size, 
which makes sure they can be concatenated. 

To determine the optimal model for liver tumor segmentation, we compare the models using 
MSFA with a different number of resolution scales. When using features at three resolution scales 
(MSFA-3), we need to up-sample the features at the fourth and third resolution scales to the second 
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resolution ( ), and then input them into the Multi-phase Features Interaction Module to obtain the 

multi-phase feature tokens. In the case of using four resolution levels (MSFA-4), we need to up-sample 

the features at the fourth, third, and second resolution scales to the first resolution scale ( ) and input 

them into the Multi-phase Features Interaction Module to obtain the multi-phase features. 
In summary, to implement each Multi-resolution Scales Feature Aggregation Strategy, we follow 

a structured process. First, we up-sample the features of all phases associated with the strategy to the 
highest resolution. Next, we concatenate these features from resolution levels within each phase. 
Finally, the concatenated features are inputted into the Multi-phase Features Interaction Module. The 

highest resolution levels corresponding to MSFA-2, MSFA-3, and MSFA-4 are ( ), ( ), and 

( ), respectively. 

2.3. Transformer up-sample decoder 

For the liver tumor segmentation task, achieving finer tumor boundaries is crucial for accurate 
tumor diagnoses and subsequent applications. However, directly up-sampling low-resolution tokens to 
predict segmentation results often fails to produce high-quality outcomes due to the insufficient 
information contained within these tokens [43]. To address this challenge, we propose a Transformer 
Up-sample Decoder equipped with a hierarchical feature recovery module and introduce a PV feature 
token to refine the liver tumor predictions. As shown in Figure 2, the Transformer Up-sample Decoder 
is mainly composed of Hierarchical Feature Recovery (Token Up-sample Process and skip connection) 
and the Feature Refinement Module, and the following will introduce how the Transformer Up-sample 
Decoder achieves our goal. 

 

Figure 5. Illustration of Token Upsample Process. 𝐿 is the length of the tokens, 𝑘 is the 
patch size, 𝑠 is the overlapping strike, and 𝑝 is zero padding sizes. 

2.3.1. Hierarchical feature recovery 

The hierarchical feature recovery design gradually up-samples tokens to enhance the tumor 
feature recovery, consisting of a Token Up-sample Process and a Skip connection, as illustrated in 
Figure 2. In the MSFA-2 strategy, given multi-phase feature tokens 𝑇   output from Multi-phase 
Features Interaction Module, we use the Token Up-sample Process to up-sample the tokens 𝑇  to 
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tokens 𝑇  , corresponding to the second resolution scale. Subsequently, the tokens 𝑇   are 
concatenated with the low-level tokens 𝑇  from the Hierarchical Transformer Encoder. We repeat 
the Token Up-sample Process and skip connection to progressively up-sample the feature tokens to the 

first resolution scale ( ). Finally, the up-sampled feature tokens are input to the Prediction process 

for predicting the final liver tumor mask. The Prediction process also contains a Token Up-sample 
Process for up-sampling tokens to the full resolution level (𝐻 𝑊) and then the tokens are reshaped 
into an image to obtain the final liver tumor mask. 

The Token Up-sample Process, which can be considered as an inverse Token Down-sample 
Process, is depicted in Figure 5. Given a sequence of multi-phase feature tokens 𝑇 ∈ ℝ ,  we 
first project the input tokens 𝑇  to expand their embedding dimension from 𝑐 to 𝑐𝑘 . Next, each 
token is seen as a 𝑘 𝑘 patch. Then, we fold these patches into an image, keeping the 𝑠 stride and 
𝑝 zero-padding with the neighboring patches. The dimension of the image is 𝑠√𝐿 𝑠√𝐿 𝑐, where 
𝑐 64. Finally, the image is reshaped to new tokens 𝑇 ∈ ℝ . Among the three Token Up-
sample Processes, the patch size is set to 𝑘  [3,3,7], 𝑠  [2,2,4], and 𝑝  [1,1,3]. 

2.3.2. Feature refinement module with PV feature token 

The Feature Refinement Module is modified from the Feature Extraction Module defined in 
Section 2.1.2. In this module, a learnable task-related token, called PV Feature Token, is incorporated 
to refine the Feature Tokens produced by the Multi-phase Features Interaction module. The design of 
the PV Feature Token is inspired by the existing Transformer methods, which utilize either a learnable 
token [53,55] or a task-related token [56] to improve the prediction accuracy. 

The Feature Refinement Module enables the interaction between the PV Feature Token and the 
Feature Tokens. During the interaction between the PV Feature Token and the Feature Tokens, the PV 
Feature Token can learn tumor-related embedding, which can be used to further refine the Feature 
Tokens during the interaction in the next Feature Refinement Module. The feature refinement module 
is placed before each Token Up-sample Process, as shown in Figure 2. 

In detail, within the Feature Refinement Module, the Feature Tokens 𝑇 ∈ ℝ   are initially 
combined with the PV feature token 𝑇 ∈ ℝ . These concatenated tokens 𝑇 ∈ ℝ , 𝐿 𝑙 1 
then undergo processing through Efficient Self-attention and Mix-FNN mechanisms. Subsequently, 
the processed tokens are separated back into Feature Tokens and a PV Feature Token. The Feature 
Tokens undergo further processing via the Token Up-sample Process, while the PV Feature Token 
inputs the Feature Refinement Module in the next resolution into scale. 

3. Experiments and results 

3.1. Dataset and preprocessing 

The clinical multi-phase contrast-enhanced CT abdominal dataset, which included 164 patients 
with liver tumor, was collected from Sun Yat-Sen University’s Third Affiliated Hospital, Guangzhou, 
China (108 patients), and Sun Yat-Sen University’s Fifth Affiliated Hospital, Zhuhai, China (56 
patients). Each patient in the dataset contained multi-phase CT images, including non-enhanced phase 
(NC), arterial phase (ART), portal vein phase (PV) and delayed phase (D). Each phase has 34 to 679 
axial slices with thickness from 2 to 5 mm and pixel spacing from 0.63 to 0.87 mm. This multi-center 
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dataset has obtained ethics approval and consent from the Medical Ethics Committee of the Fifth 
Affiliated Hospital of Sun Yat-sen University for retrospective usage (Approval No: No. [2023] K20-1). 
All participants’ consent were waived by the Medical Ethics Committee of the Fifth Affiliated Hospital 
of Sun Yat-sen University and Third Affiliated Hospital of Sun Yat-sen University. 

An experienced radiologist drew the liver tumor masks for all the patients in the PV phase by 
simultaneously observing multi-phase CT images. In this study, the hand segmented liver tumor 
masks were verified by two other experienced radiologists and then used as a reference standard. 
In addition, in order to evaluate the performance of the MVI assessment, histopathology 
examination results for all the patients were collected, which contain information about the MVI 
category of the patients. 

All models were validated under a cross validation scheme. Concretely, we randomly split the 
dataset into 70% (114 patients) and 30% (50 patients) for training and testing, respectively. In the 
training process, 80% patients were randomly selected to train the model, while the remaining 20% 
patients were used to validate the model. 

For data pre-processing, we truncated the image intensity values of all scans of [-80, 220] HU and 
performed the normalization on these scans to enhance the contrast in the liver and tumor region. To 
prevent potential overfitting problems and improve the robustness of the model, the data was augmented 
by commonly used augmentation methods, including randomly shifting, rotating, and scaling. 

3.2. Experiment setup 

The proposed MI-TransSeg was achieved based on Python 3.8 and PyTorch 1.8.2 [57]. We trained 
our model on an NVIDIA GeForce RTX 2080 Ti with 11-GB VRAM. On the model training, the initial 
learning rate was set as 0.0001, and the Adam [58] gradient descend with momentum was used to 
optimize the model. The decaying learning rate strategy was applied in this study, which reduces the 
learning rate by a factor of 10 when the training loss value stops falling for 10 epochs. The total loss is the 
sum of the cross-entropy loss of the masks at the four resolution levels, and the cross-entropy loss at each 
resolution level is multiplied by a weight (𝜆 ). The weights are 1, 0.8, 0.8, 0.5 from the first resolution 
level to the fourth, respectively. The overall training configuration is shown in Table 1. 

Table 1. Training configuration details. 

Parameter Value 
Learning rate 1 10  

Decay factor 10 

Optimizer Adam 

Epochs 150 

Loss function ℒ 𝜆 ℒ 𝜆 ℒ 𝜆 ℒ 𝜆 ℒ  

3.3. Evaluation metric 

We evaluated the segmentation performance of the network by comparing the ground truth with 
the segmentation result using evaluation metrics including the Dice similarity coefficient (DSC), 
sensitivity, the absolute relative volume difference (ARVD), and the average symmetric surface 
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distance (ASSD). The DSC, sensitivity, and ARVD are volumetric size similarity metrics, while ASSD 
is the surface distance metric. 

1) Dice similarity coefficient (DSC) 
The DSC is used to measure the overlap between the prediction and the ground truth, and is 

expressed as follows Eq (1): 

𝐷𝑆𝐶 𝐺, 𝑃
2|𝐺 ∩ 𝑃|
|𝐺| |𝑃|

 100%, 1  

where 𝐺 denotes the ground truth and 𝑃 represents the prediction result. 
2) Sensitivity 
The sensitivity, also known as the True Positive Rate, reflects the proportion of the correctly 

predicted pixels to the true tumor pixels. The Sensitivity is calculated by Eq (2). 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
𝑇𝑃

𝑇𝑃 𝐹𝑁
100%, 2  

where 𝑇𝑁 is a true positive and 𝐹𝑁 is a false negative. 
3) The absolute relative volume difference (ARVD) 
The ARVD represents the relative difference between the ground truth and the predicted volumes 

of a segmented structure, which is normalized by the ground truth volume, as shown in Eq (3). 

𝐴𝑅𝑉𝐷
|𝑃| |𝐺|

|𝐺|
100%, 3  

where 𝐺 is the ground truth and 𝑃 is the predicted results. 
4) The average symmetric surface distance (ASSD) 
The ASSD measures the average distance between the surfaces of the ground truth and the 

predicted result. Equation (4) calculates the shortest distance of a random voxel 𝑣  to the surface 
voxels of the ground truth 𝑆 , which is calculated by Eq (5). 

𝑑 𝑣, 𝑆  min
∈

∥ 𝑣 𝑣 ∥ , 4  

𝐴𝑆𝑆𝐷
1

𝑁 𝐺 𝑁 𝑃
𝑑 𝑣, 𝑆 𝑑 𝑣, 𝑆

 ∈  ∈ 

, 5  

where 𝑆   represents the surface voxels of the predicted result, and 𝑁 𝐺  ,  𝑁 𝑃   represent the 
number of voxels of the ground truth and the predicted result, respectively. 

The DSC, Sensitivity, and ARVD are expressed as percentages, while the ASSD is measured in 
millimeters (mm). A segmentation score of 100% is considered the best for the DSC and sensitivity, 
while 0% is the best score for the ARVD. For the ASSD, the best score is 0 mm. 

3.4. Comparison with the state-of-the-arts 

To validate the superiority of our proposed MI-TransSeg, five state-of-the-art models are 
considered as baseline methods in our comparison study. The baseline methods can be classified into 
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two categories:  
1) Typical single-phase medical image segmentation methods (U-Net, TransUnet and SegFormer) 
2) Feature-level fusion multi-phase segmentation methods (MW-Unet, PA-ResSeg) 
The results for different methods are summarized in Table 2 and Figure 6. It is obvious that multi-

phase-based methods (MW-Unet, PA-ResSeg, and our proposed method) outperformed single-phase 
methods (U-Net, TransUnet and SegFormer), demonstrating that the FLF segmentation methods 
utilizing multi-phase information were able to produce more precise results. Meanwhile, our 
proposed MI-TransSeg achieved the best performance among the competing models, having the 
highest DSC (P < 0.05) and Sensitivity and the lowest ARVD scores (P < 0.05) and ASSD. It improves 
the DSC, Sensitivity, ARVD, and ASSD to 91.36%, 94.06%, 5.96%, and 2.95%, respectively. 
Furthermore, the shapes and sizes of our method-predicted liver tumors were the most accurate 
compared to the ground truth, as shown in Figure 6(a). 

For further verification of whether our Transformer based method has an improved global 
information extraction capability, we visualized the effective acceptance field (ERF) of the six methods 
according to the method mentioned in this article [59], the results of which are shown in Figure 6(b). 
We observed that the ERFs of U-Net, TransUNet, MW-Unet, and PA-ResSeg are relatively 
concentrated. SegFormer generated local attention while was also capable of capturing certain global 
information. MI-TransSeg demonstrated stronger local attention as well as a wider global attention 
since the ERF of MI-TransSeg had the widest range and the strongest intensity. Thus, our novel 
proposed MI-TransSeg method delivered the best performance. 

Table 2. The results of different methods (𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑢𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛) on the 
multi-phase contrast-enhanced liver tumor CT dataset. 

Methods DSC (%) Sensitivity (%) ARVD (%) ASSD (mm)

Single-phase   

U-Net 86.63  1.64 93.23 1.36 7.41  1.55 5.06  1.90 

TransUnet 87.23  1.96 92.16  1.42 7.01  1.53 5.53  3.10 

SegFormer 89.23  1.59 92.54  1.43 7.90  1.58 3.87  1.37 

Multi-phase   

MW-UNet 89.58  1.83 91.55  1.73 8.92  1.81 4.52  2.35 

PA-ResSeg 89.78  1.67 93.58  1.45 6.85  1.54 4.05 1.60 

Ours 91.36  1.30 94.06  1.23 5.96  1.14 2.95  1.01 

Note: *T-test was used to examine the difference in performance between the state-of-the-art methods and our 

method(Ours vs U-Net, Ours vs TransUnet, Ours vs SegFormer, Ours vs MW-UNet, Ours vs PA-ResSeg). P-values 

of DSC are all P < 0.05; P-values of Sensitivity are P = 0.07, P < 0.05, P < 0.05, P < 0.05, and P = 0.28; P-values of 

ARVD are all P < 0.05; P-values of ASSD are P < 0.05, P < 0.05, P = 0.11, P < 0.05, and P < 0.05. 
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Figure 6. Visual examples of the performance of different methods in four different sizes 
of tumors. (a) segmentation results of different methods. The details of segmentation 
results are zoomed for better comparison. (b) the Effective Receptive Field (ERF) of 
different methods on the liver tumor dataset (calculated at 100 images). 

3.5. Ablation study 

We conducted an ablation study to analyze the influence of different designs and components in 
our proposed MI-TransSeg. 

3.5.1. The effectiveness of multi-resolution scales feature aggregation strategy (MSFA) 

As previously mentioned, we proposed a multi-phase feature interaction approach to effectively 
aggregate complementary information from multi-phase images, thereby enhancing finer segmentation 
details. The purpose of this ablation experiment is to assess the impact of different complementary 
information utilization strategies on the segmentation results using different numbers of resolution 
scales. Four models have been compared: MSFA-1, MSFA-2, MSFA-3, and MSFA-4. 

1) MSFA-1: Using only the features of a single-resolution scale ( ); 

2) MSFA-2: Aggregating the features of two resolution scales ( ) ( ); 
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3) MSFA-3: Aggregating the features of three resolution scales ( ) ( ) ( ); 

4) MSFA-4: Aggregating the features of four resolution scales ( ) ( ) ( ) ( ). 

Table 3 shows the results of the models using different numbers of resolution scales. In our liver 
tumor task segmentation, the MSFA strategies with the more desirable results aggregate features at two 
resolution scales (MSFA-2) and aggregate features at three resolution scales (MSFA-3), which improve 
the segmentation performance and increase the DSC from 90.07% to 91.36% and 91.40%. MSFA-2 
and MSFA-3 achieved similar performances, though aggregating a greater number of scales resulted 
in a higher computational cost; therefore, MSFA-2 was used in this study. These results demonstrated 
the superiority of our proposed multi-resolution scales feature merging strategy. 

Table 3. Performance of the models with different multi-resolution scales feature aggregation 
strategy (MSFA). The segmentation performance (𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑢𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛) is 
tested on the multiphase contrast-enhanced liver tumor CT dataset. 

Methods DSC (%) Sensitivity (%) ARVD (%) ASSD (mm)

MSFA-1 90.07  1.30 94.00  1.25 6.35  1.37 4.55  2.06 

MSFA-2 (MI-TransSeg) 91.36  1.30 94.06  1.23 5.96  1.14 2.95  1.01 

MSFA-3 91.40  1.40 93.66  1.36 5.89  1.21 3.15  0.94 

MSFA-4 89.90  1.55 93.16  1.25 6.30  1.24 3.76  1.42 

3.5.2. The effectiveness of each important component in the proposed MI-TransSeg 

To validate the efficacy of each crucial component in our proposed method, namely the 
transformer up-sample decoder (TUD), PV feature token (PVFT), and Multi-phase features interaction 
module (MI), we conducted ablation studies on our clinical multi-phase contrast-enhanced CT liver 
tumor dataset. The ablation study consisted of four experiments:  

1) Baseline: We removed the TUD, PVFT, and MI from our MI-TransSeg to establish a baseline. 
Specifically, we extracted the PV phase feature tokens and the D phase feature tokens at 1/32, 
1/16, 1/8, and 1/4 resolution scales using the hierarchical transformer encoder. Then, the 
features were directly concatenated to predict the tumor segmentation results using MLP. 

2) “+TUD”: We deployed the TUD after the hierarchical transformer encoder to validate the 
effectiveness of our proposed transformer up-sample decoder. 

3) “+TUD + PVFT”: We further applied PVFT to the TUD to verify the effectiveness of the PV 
feature token. 

4) “+TUD + PVFT + MI”: To verify the effectiveness of the multi-phase feature interaction module, 
we substituted MI for the concatenation method after the hierarchical transformer encoder. 

The results of these four experiments are presented in Table 4, demonstrating that all three 
components have a positive contribution to the performance improvement of MI-TransSeg. 
Compared to directly using low-resolution features to predict tumors (Baseline), our proposed 
transformer up-sample decoder demonstrated an improved performance, with the DSC increasing 
from 83.23% to 86.24%. Additionally, these results indicated that leveraging both low-resolution and 
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high-resolution features to gradually recover full-resolution features could result in finer tumor 
segmentation results, thus improving the ASSD from 9.21 to 5.50 mm. With the inclusion of the PV 
feature token, the DSC and sensitivity increased from 86.24 and 89.22% to 90.19% and 93.77%, and 
the ARVD and ASSD decreased from 9.71% and 5.50 mm to 7.16% and 3.54 mm, respectively, 
demonstrating that the PV feature token can enhance the segmentation performance by interacting with 
the main feature token to learn the image-related task embedding. Moreover, the performance of the 
model further improved after applying the multi-phase feature interaction module, with the DSC and 
sensitivity both increasing to 91.36% and 94.06%, respectively, and the ARVD and ASSD both 
decreasing to 5.96% and 2.95 mm. These results suggested that the multi-phase feature interaction 
module can more effectively utilize multi-phase complementary information compared to directly 
concatenating multi-phase features. 

Table 4. The effectiveness of each component in our proposed method (MeanValue
StandardDeviation). “TUD” denotes transformer upsample decoder. “PVFT” represents 
PV feature token, and “MI” stands for multi-phase feature interaction module. 

Methods DSC (%) Sensitivity (%) ARVD (%) ASSD (mm) 

Baseline 83.23  2.10 90.41  1.84 8.72  2.25 9.21  2.00 

+TUD  86.24  1.93 89.22  2.02 9.74  1.97 5.50  2.16 

+TUD + PVFT 90.19  1.57 93.77  1.31 7.16  1.46 3.54  0.96 

+TUD + PVFT+ MI 91.36  1.30 94.06  1.23 5.96  1.14 2.95  1.01 

3.5.3. The effectiveness of multi-phase strategy 

To examine the impact of multi-phases on the model performance, we conducted the following 
experiments: 1) TransSeg (PV), where we removed the MI from our MI-TransSeg and used the PV 
phase as input; 2) MI-TransSeg (PV&D), where we employed complementary information from the D 
phase to aid liver tumor segmentation in the PV phase images; and 3) MI-TransSeg (PV&D&ART), 
where we employed complementary information from the D phase and ART phase to aid liver tumor 
segmentation in PV phase images. 

Table 5. Performance comparison between models using single-phase (PV) and multi-
phase (PV&D and PV&D&ART) (𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑢𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 ). PV, D, and 
ART represent arterial phase, delayed phase, and arterial phase. 

Methods DSC (%) Sensitivity (%) ARVD (%) ASSD (mm) 

TransSeg (PV) 89.51 ± 1.82 94.05 ± 1.32 6.28 ± 1.47 4.38 ± 1.75 

MI-TransSeg (PV&D) 91.36 ± 1.30 94.06 ± 1.23 5.96 ± 1.14 2.95 ± 1.01 

MI-TransSeg (PV&D&ART) 90.41 ± 1.55 94.78 ± 1.15 5.33 ± 1.33 3.75 ± 1.47 
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Table 5 presents the segmentation results derived from single-phase (PV) and multi-phase (PV&D 
and PV&D&ART) images. The results suggest that the use of multi-phase images substantially 
enhances the results of tumor segmentation, surpassing those achieved through the use of single-phase 
images. In addition, we find that using three-phase images does not effectively improve the 
performance of segmentation, but instead reduces the DSC from 91.36% to 90.41%. Therefore, we 
believe that two-phase images are sufficient to provide adequate information for the segmentation of 
liver tumors. 

3.6. Cross-center evaluation 

To verify the generalizability of the proposed model and explore the effectiveness of the proposed 
method in data from different sources, we performed additional cross-center evaluation. Specifically, 
we split the collected data into two datasets based on their respective data sources. For training, we 
utilized a multi-phase contrast-enhanced CT dataset obtained from Sun Yat-Sen University’s Third 
Affiliated Hospital (108 patients). In contrast, for testing, we employed a dataset from a distinct center, 
Sun Yat-Sen University’s Fifth Affiliated Hospital (56 patients). Table 6 presents a detailed comparison 
of the segmentation performance between our method and the current state-of-the-art approach. We 
observed that the multi-phase methods achieved an improved performance compared to the single-phase 
methods. Our method has the best DSC (83.64%), Sensitivity (93.45%), ARVD (7.87%), and ASSD 
(5.19 mm) compared to the state-of-the-art methods. 

Table 6. Performance comparison ( 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑢𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 ) of different 
models on the cross-center dataset (Sun Yat-Sen University’s Third Affiliated Hospital 
and Sun Yat-Sen University’s Fifth Affiliated Hospital). 

Methods DSC (%) Sensitivity (%) ARVD (%) ASSD (mm) 

Single-phase     

U-Net 76.61  6.28 89.20  5.54 8.24  2.61 6.51  2.37 

TransUnet 80.60  5.97 91.73  5.41 8.24  3.09 5.67  1.76 

SegFormer 81.79  5.82 92.30  5.07 8.05  2.98 5.07  1.66 

Multi-phase     

MW-UNet 81.92  6.06 92.75  4.86 8.22  3.07 5.58  1.88 

PA-ResSeg 82.14  6.06 92.84  4.86 8.22  3.06 5.51  1.87 

Ours 83.64  6.16 93.45  4.93 7.87  2.58 5.19  1.98 

Note: *T-test was used to examine the differences in performance between the state-of-the-art methods and our 

method (Ours vs U-Net, Ours vs TransUnet, Ours vs SegFormer, Ours vs MW-UNet, Ours vs PA-ResSeg). P-values 

of DSC are all P < 0.05; P-values of Sensitivity are all P < 0.05; P-values of ARVD are P = 0.26, P < 0.05, P < 0.05, 

P < 0.05, and P < 0.05; P-values of ASSD are P = 0.10, P = 0.18, P = 0.46, P < 0.05, and P < 0.05. 
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3.7. Application in MVI prediction 

In this investigation, we evaluated MI-TransSeg’s clinical applicability by leveraging tumor 
masks obtained via various multi-phase segmentation methods to assess the microvascular invasion 
(MVI) in hepatocellular carcinoma (HCC). Supporting evidence from radiomics research 
demonstrated that the predictive performance of deep learning models in MVI prediction, 
particularly when utilizing radiomic features from high-quality segmentation, was effective in 
predicting MVI [60,61]. The utility of specific radiomic signatures in forecasting MVI has been 
documented, with potential applications in developing both predictive and prognostic models [62]. 
Central to this endeavor is the accuracy of tumor segmentation, as it directly affects the integrity of 
radiomic features, and consequently, the predictive validity of MVI models [63]. This interrelation 
prompted us to meticulously extract radiomic features to classify the MVI, adhering to a rigorously 
defined protocol. 

First, we utilized an open-source Python package (Pyradiomics) [64] to extract the radiomic 
features of the liver tumor, which were delineated by different liver segmentation methods. In this 
step, 107 radiomic features were obtained from 14 shape features, 18 first-order features, 24 gray level 
co-occurrence matrix (GLCM) features, 16 gray level run-length matrix (GLRLM) features, 16 gray 
level size region matrix (GLSZM) features, 14 gray level dependence matrix (GLDM) features, and 5 
neighborhood gray-tone difference matrix (NGTDM) features. The more accurate the tumor 
segmentation, the more precise radiomic features we can obtain. Next, we applied two fully connected 
layers and nonlinear activation functions to predict the results of the MVI. 

The MVI prediction accuracy using different tumors masks obtained by different segmentation 
methods was evaluated by a receiver operating characteristic (ROC) curve and the area under the curve 
(AUC), as shown in Figure 7. It can be seen that our proposed MI-TransSeg had the best AUC among 
the methods, which indicates that the liver tumor mask segmented by our method has a greater potential 
to be applied for clinical application of MVI prediction. 

 

Figure 7. Receiver operating characteristic curves (ROCs) of three methods (MW-Unet, 
PA-ResSeg and MI-TransSeg) and their corresponding AUC values. 
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4. Discussion 

The successful automated segmentation of liver tumors is vital for clinical decision-making and 
the treatment of liver-related conditions. The segmentation of liver tumors poses significant challenges 
for automation due to the unclear borders between nearby organs and a minimal contrast in intensity. 
To address this challenge, our research proposed an innovative technique to segment liver tumors 
across multiple phases. Results from our extensive experimentation on clinical multi-phase contrast-
enhanced CT liver tumor datasets showed that our method is superior to others. 

Our MI-TransSeg network architecture offers several distinctive advantages for liver tumor 
segmentation tasks. It incorporates multi-resolution scales feature aggregation strategy, thus enhancing 
the utility of multi-phase data, which we have found to be particularly effective when aggregating 
features across two resolution scales. The hierarchical design of our network capitalizes on both low- 
and high-resolution features, thus culminating in superior segmentation outcomes. Furthermore, the 
integration of the Transformer’s self-attention mechanism broadens the network’s receptive field, thus 
enriching its feature representation capabilities. Additionally, the introduction of a PV feature token 
within the decoder has been instrumental in refining the tumor boundary delineation. Crucially, our 
network’s multi-phase feature interaction module optimizes the synergy of phase-specific information, 
which minimizes false positives and improves the accuracy of segmentation. We believe that these 
findings will catalyze further exploration into machine learning methodologies for multi-phase CT 
analyses in liver tumors, potentially revolutionizing the assessment of microvascular invasion and aiding 
in the preoperative strategizing of surgical interventions. 

For the choice of the number of aggregated resolution scales, the choice will vary under different 
tasks. For tasks that need to obtain more refined features, such as the segmentation of liver tumors, we 
need to aggregate features at multiple resolution scales to utilize more useful information. However, 
aggregating features at more resolution levels, such as MSFA-4, cannot further improve the 
performance of tumor segmentation, as too much information may lead to problems such as blurred 
tumor boundaries. For other tasks, aggregating features at four resolution scales may be effective to 
improve the accuracy of segmentation. 

As to the choice of the number of phases to use, it also needs to be decided according to the actual 
task. For the task of multi-phase liver tumors segmentation, we observed that the use of two phases is 
already sufficient to provide adequate information for liver tumor segmentation, while the use of more 
phases cannot effectively improve the accuracy of tumor segmentation. 

While our method offers numerous advantages, it is important to acknowledge certain limitations. 
One such limitation pertains to clinical multi-phase CT data, where in relatively rare cases, the 
parameters of the scan protocol may be adjusted for contrast-enhanced phases for better observation 
in clinic. Such adjustments may result in relatively significant changes in the alignment of the start 
slice and end slice positions among different phases, ultimately impacting the accuracy of multi-phase 
liver tumor segmentation methods. Another limitation is the relatively limited training data available 
from two hospitals. To bolster the reliability and applicability of our model, we are committed to 
expanding our dataset. Future research endeavors will involve the inclusion of data from additional 
hospitals, thereby enhancing the generalizability of our model and ensuring its effectiveness across 
diverse healthcare settings. 
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5. Conclusions 

In conclusion, our Transformer-based multi-phase liver tumor segmentation network shows a 
superior segmentation performance, with the potential to enhance current segmentation techniques. 
Our network incorporates a multi-phase feature aggregator strategy, hierarchical structure, and PV 
feature token, which collectively enable the network to effectively reduce the occurrence of false 
segmentation and generate highly refined and well-profiled segmentation results. Our study 
demonstrates the significant benefits of utilizing multi-phase images, which provides rich and valuable 
information for tumor segmentation and greatly enhances the segmentation accuracy. Overall, the 
proposed network represents a significant step forward in the field of medical image segmentation and 
holds great potential for future clinical applications. 
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