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Abstract: The epidemiology of pandemics is classically viewed using geographical and political bor-
ders; however, these artificial divisions can result in a misunderstanding of the current epidemiological
state within a given region. To improve upon current methods, we propose a clustering algorithm
which is capable of recasting regions into well-mixed clusters such that they have a high level of in-
terconnection while minimizing the external flow of the population towards other clusters. Moreover,
we analyze and identify so-called core clusters, clusters that retain their features over time (temporally
stable) and independent of the presence or absence of policy measures. In order to demonstrate the
capabilities of this algorithm, we use USA county-level cellular mobility data to divide the country
into such clusters. Herein, we show a more granular spread of SARS-CoV-2 throughout the first weeks
of the pandemic. Moreover, we are able to identify areas (groups of counties) that were experiencing
above average levels of transmission within a state, as well as pan-state areas (clusters overlapping
more than one state) with very similar disease spread. Therefore, our method enables policymakers
to make more informed decisions on the use of public health interventions within their jurisdiction, as
well as guide collaboration with surrounding regions to benefit the general population in controlling
the spread of communicable diseases.
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1. Introduction and background overview

Pandemics caused by infectious diseases are becoming a constant threat in our globalized society.
There are seasonal diseases like influenza, but also new diseases, often of zoonotic origin, like the
recent case of COVID-19, cause by the coronavirus SARS-CoV-2. COVID-19 has become a pandemic
starting in 2020 and it has left an important legacy in the form of extensive data covering various as-
pects relevant for the diffusion of the infection. During the COVID-19 pandemic, traditional compart-
mental modeling of infections, based on ordinary differential equations (ODEs), has been employed
very successfully in describing the evolution of the incidence of infections. More advanced versions
of the traditional models have been proposed and tested, taking advantage of the unprecedented data
availability. Data on people’s mobility and behavior, on the adoption of public measures, on economic
restrictions and public policy, were also fundamental in trying to make sense of the pandemic as it hap-
pened. As a hindsight exercise, one of the major questions currently on the topic of infectious disease
spread is how best to use the available data in transmission models in such a way that new insights
can be uncovered and new lessons/conclusions can be drawn from our common recent COVID-19
experience, should we be again faced with similar situations.

Compartmental models are based on pioneering work in the early 20th century [1]. The first mod-
els where based on three compartments: susceptible (S), infectious (I) and removed (R), leading to
the famous SIR model. More recently, the compartment of exposed (E) has been added to take into
account the latency of the disease, leading to SEIR models. Such models are flexible enough to allow
for interactions among separate geographical regions or age stratification. In the former case, each
region has its own set of SEIR-type ODEs with connecting terms to reflect importation of cases from
other regions. From the administrative point of view, the regional division of population (for example
counties in the USA, or public health regions in the province of Ontario, Canada) is based on various
socio-demographic criteria, history, etc. Established literature in disease transmission has looked at
regions as cities, with commuter traffic and/or regular travel between them [2—4].

In general, SEIR-type models work well for large well-mixed and isolated populations within which
the infections can easily spread [5]. This requirement is often not respected by administrative regional
divisions. For instance, in the USA, counties are often sparsely populated or strongly connected to
nearby counties by commuting population; states, instead, may encompass disconnected local areas
or feature important cross-state commuting population. The main goal of our work is to recast small
geographical units, like counties, in new well-mixed and isolated regions by use of available data on
people’s mobility. The new regions are defined by the following criteria: minimizing mobility between
the new regions while creating well-mixed sub-populations in each such new region. Moreover, we
introduce a notion of temporal stability of our clusters and use it to analyze the results throughout
a 6 months time window. Clustering of populations is not a novel concept; researchers have studied
clustering populations in order to improve government legislation, re-imagine municipal infrastructure,
and observe the environmental impacts of carbon emissions [6, 7]. This work is broadly focused on
using individual mobility data along with other features to cluster populations based on similarity of
those features [8,9]. Additional research has been done to discover high traffic areas within cities in
order to understand traffic dynamics within regional populations [10]. Research into clustering regions
based on interconnected mobility is less represented in the literature, to our knowledge.

Nevertheless, mobility networks have been used in conjunction with SEIR-type models in order
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to capture epidemiological dynamics of COVID-19 in urban populations [11-13]. Some of the re-
search was focused on individual city dynamics in order to capture the spread within these smaller
regions [11], while others have looked at quantifying the effect of mobility restrictions on the disease
spread in Canada [12] and in other countries around the world [13]. At larger scales, mobility can be
used to understand the spread of the disease across continents: for instance, the case of the second wave
in 2020 in Europe has been studied in [14] while the spread in the USA has been modeled at the census
division level [15]. Many other cases have been studied in the literature that cannot be briefly summa-
rized, in all cases struggling with the need of finding appropriate sub-population characterization.

For our purpose, we will employ a simple machine learning approach to define the new regions,
based on the criteria and datasets mentioned above. There are three general approaches to classifica-
tion problems: supervised, semi-supervised, and unsupervised [16,17]. For the purposes of this article,
we will focus on unsupervised classification, herein referred to as clustering [17]. In clustering, there is
no information known regarding the true classification of data, unlike supervised and semi-supervised
learning, wherein some or all of the information about the true classification is known [17]. Clustering
assigns classes to objects in a dataset [17]. Many different clustering algorithms exist and have a broad
scope of applications, although no one clustering method is superior in all situations [17]. Clustering
algorithms vary in methodology and applications as described elsewhere [16—18]. For the purposes
of this research, our methodology most resembles a type of fuzzy clustering, with distinct differences.
Fuzzy Theory clustering algorithms look to apply a probability to an object belonging to a cluster [18].
In applying a probability to the clustering, the membership of a data point is shared among all clus-
ters and thus the boundaries of the clusters become fuzzy [16]. In general, these approaches aim to
minimize a cost-function and achieve some local-minima [16]. Our algorithm looks to minimize over
some cost-function and define the membership to each cluster as a probability. The difference is that
our algorithm uses the maximum probability to define clusters after training.

The structure of the paper is as follows: In Section 2 we introduce the clustering algorithm adopted
in this work; in Section 3 we apply the algorithm to the USA counties in early 2020, focusing on the
stability over the adoption of uneven measures; additionally in Section 3 we discuss the epidemio-
logical implication of the adoption of the novel sub-populations; we finally offer our conclusions in
Section 4.

1.1. Present mobility data used

Part of the data that support these findings (USA COVID surveillance) are publicly available through
New York Times [19]. The other part of the data (USA contact rates) are available from data vendor
Cuebiq but restrictions apply to the availability of these data, which were used under license for the
current study, and so are not publicly available. Data are however available from the authors upon
reasonable request and with permission of Cuebiq. The mobility data from Cuebiq was provided as a
weekly snapshot from January—June 2020. Several counties had missing mobility data, a list of these
counties can be found in the supplementary material in Table Al. The Google mobility data and the
Mobility Census data from Ontario are publicly available [20,21].
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2. Clustering algorithm

Gradient descent learning was first proposed by Louis-Augustin Cauchy in 1847 [22] as an opti-
mization algorithm suited to solving systems of coupled differential equations. Gradient descent algo-
rithms minimize some objective function with respect to its variables [23]. This is done by calculating
the gradient of the objective function and taking a small step in the opposite (decreasing) direction of
the gradient. The step size is controlled by a learning rate, which is, in general, rather small. Recently,
these algorithms have been used to optimize neural networks [23].

Here, we apply this class of algorithm to a network formed by small geographical units (i.e., coun-
ties) that are connected by people’s mobility among them. The main goal is to define a set of macro-
regions formed by clusters of the network nodes, which are maximally connected inside each cluster
and minimally connected to other clusters.

2.1. Basic strategy of the clustering algorithm

We first define an arbitrary number of clusters, denoted by N jsers, under the assumption that this
number is much smaller than the number of nodes in the network, Ngusiers < Nnodes- Clusters can
be initalized randomly or using some intuitive initalization. The main outcome of the algorithm will
therefore yield the reorganization of the nodes into the desired number of clusters using spacial mobility
data over a given time horizon. The clusters have no fixed size. Cluster size can range from including
no nodes to including all nodes. In application, clusters never contain a large portion of the total
number of nodes. We define a matrix of probabilities

P € RNnodesXNclusters s (2.1)

where each element P,. € [0, 1] denotes the probability that the node i belongs to cluster ¢. Each row
is bounded by conservation of probabilities to respect the following sum-rule:

Nelusters
Z P.=1. (2.2)

c=1

The clustering algorithm must find the optimal probability matrix P following a loss function, which
is defined based on the desired properties of the clusters.

By using continuous probabilities instead of Boolean assignments, we can define a differentiable
objective function that can be optimized with gradient descent: successive small improvements can
be made to the algorithm assignments, rather than having abrupt changes when nodes are reassigned.
We then deterministically assign each node to its maximum-probability cluster to get the best node-to-
cluster assignment solution. Using Batch Gradient descent, convergence is guaranteed in both convex
and non-convex surfaces [23].

2.2. Loss functions

The optimization of the node-to-cluster assignment is based on a loss function that depends on the
probability matrix P. It measures how accurately any value of P matches the required features of the
clusters. This loss function should evaluate to a large value when we have an inaccurate solution, but
close to zero when we have an accurate node-to-cluster assignment solution.
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To fulfill our purposes, the loss function must have two parts, as we need to regulate two important
measures: low mobility interactions among clusters and low population difference among clusters.
Henceforth, we define the loss function as a convex combination of two terms:

LoSStotal = e LOSSIne + @pop LOSSpop , (2.3)

where the constants ay, apop € R* control the relative strength of the two requirements. Once the
convex weights are fixed, we employ a gradient descent method to minimize the loss function and find
the optimal probability matrix P. The optimal ayy,, ap,, Were calculated by performing an analysis on
the effects of clustering results based on a range of possible values of iy, @pop € R™ and ay +apep = 1.
This work can be seen in Appendix.

The low mobility interaction Lossy, takes into account the interactions between clusters, measured
in terms of the population mobility among the nodes of the network. Hence, this measure relies on
mobility data, expressed in terms of an interaction matrix, Interaction;;, whose elements are propor-
tional to people’s flow from node i to node j. The loss function sums the interactions among all nodes
belonging to different clusters, and it is defined as follows:

Nnodes
Lossyy := Z Interaction;; Pgifrerent (7, J), 2.4)
ij=1
with Pgigerent(Z, j) being the probability of node i to be in a different cluster than node j. By the definition
of the probability matrix P, we have

Pifrerent (7, ]) =1- [PPT]ij 5 (25)
hence the loss function can be written in terms of matrix operations as:
Lossy, = Tr(Interaction(1 — PPT)), (2.6)

with 1 being defined as a matrix of ones.

The low population difference Lossp,, forces the solution to contain clusters of approximately equal
population. The main purpose of this term is to force the algorithm away from a trivial solution where
all nodes are joined in a single giant cluster while the other clusters are left empty, which trivially
minimizes the inter-cluster interactions. Due to this trivial solution we require the additional loss
function term defined in Eq (2.7). We define the loss function as follows:

Ncluslers
Losspep := Z (Ep[Population of cluster c] —

c=1

TotalPop )2 27

clusters

where Ep denotes the population of cluster ¢ based on the node assignment given by the probabilities
P;. and TotalPop is the total population in the network. Defining a vector of the node populations Pop;,

we have
Nhodes

Ep[Population of cluster c¢] = Z P;. Pop; = (PTPop)C. (2.8)
i=1
Hence, the loss function can be written in terms of matrix operations as:

TotalPop |*

P"Pop —

Losspep = (2.9)

clusters
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2.3. Gradient descend algorithm

There is a subtle aspect in the implementation of a gradient descent algorithm to our problem. In
fact, as the variables P must respect P;. € [0, 1] and Z?’jf“e“ P;. = 1, the gradient descent is not ideal as
it would be applied to a constrained optimization problem with both box and linear constraints. Hence,
to simplify the implementation, we apply the algorithm to a parametric matrix X € RNwdesXNewser /ywhere
each entry X;. € [—o0, 00] is unconstrained. In order to obtain P from X, the real-valued vectors must
be converted into probabilities. A common approach in neural networks and deep learning is to use the
softmax function [24,25]. Each row of the matrix P can be redefined as the following:

Xic
Po=—o (2.10)

Zi\jciulsters eXic’

This is a common implementation artifact used in machine learning. To find a good cluster assign-
ment configuration, the parameters at every step were updated using automatic differentiation in the
grad package from the Jax library in Python using the following loss function:

Xiew = Xoia — StepSizeVyLoss(X) . 2.11)

2.4. Implementation details for USA data

We apply the clustering algorithm to a network made of 3102 counties and county equivalents,
located within the 50 states and the District of Columbia (DC). In total, there exist 3144 counties and
county equivalents within the USA, however 42 counties were missing from the Cuebiq dataset, and
they are not included within our network. These missing counties will appear in white on the maps of
the USA, as seen for instance in Figure 1.

The mobility data was provided from Cuebiq and it contains the number of users of their proprietary
app traveling from county i to county j normalized by the number of users seen in county i. For each
county, the data includes the 15 largest flows to other counties on a weekly timescale, hence the entries
are largely dominated by commuter travelers among nearby counties. Airborne travelers, while not
explicitly excluded, are numerically smaller than commuter and ground based ones and often do not
make it above the cut or remain subleading. We consider the data from Cuebiq users as a good proxy of
the total population of each county, as confirmed by the provider. Using this data from Cuebiq we were
able to construct the 3102 by 3102 flow matrix used in Eq (2.4), where the matrix entries represented
the flow from county i to county j normalized by the population of the county of origins [26].

2.5. Initialization

In order to speed up the convergence of the algorithm, the variable X matrix was initialized using
physical proximity among counties. To do this, we generated N s “initialization central points”
(ICPs) spread across the USA, and then initialized the X-values in the algorithm for the N oupies NOdes
proportionally to the distances from these points. The distances are computed from the geographical
center of each county i and the ICPs. Specifically, we set:

X = —0.1distance(Center of County i, ICP ¢), (2.12)

where 1 <7 < Nounges 1S the county index and 1 < ¢ < Ngjuger 1S the cluster index.
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In this way, at initialization, the algorithm assigns the highest probability of belonging to the cluster
of the nearest ICP. In practice, the ICPs are defined as a rectangular grid of equally spaced points cov-
ering the USA (including Alaska and Hawaii), see Figure 1(a) for an example with N jsers = 100.
During the initialization process only a subset of clusters are populated, the remaining are later popu-
lated by the algorithm. For instance, the clusterings in Figure 1(b),(c) were obtained for two different
loss function combinations and after 50, 000 gradient descent steps.

Cluster number
100

(b)

Figure 1. Initialization based on geographic vicinity for 100 clusters (a). The outcome of the
clustering algorithm after 50,000 gradient descent steps is shown for: (b) am = apy, = 0.5
and (¢) am = 0.99, apyp, = 0.01. These clusters where formed using mobility data from the
week of January 6th, 2020. The color gradient has no meaning other than the identification
of each cluster.

As it can be seen in Figure 1(b), sizable values of ap,, force the clusters to have similar population,
however creating heterogeneity in the their geographical extension and discontinuities. This is due to
the very heterogeneous distribution of the population, which leads to densely populated counties and
very sparsely populated ones. As a result, the clustering in Figure 1(a) results in clusters consisting
of a handful of counties near cities, in contrast to very extended and discontinuous ones in more ru-
ral areas. To adjust the outcome, we reduced the impact of the population requirement by choosing
apop = 0.1 and ay, = 0.99. This resulted in the clustering in Figure 1(b), leading to more comparable
and geographically continuous clusters. We then tested the algorithm with various numbers of clusters,
obtaining comparable results.

In the remainder of this work we will focus on N g ers = 49, which provides a number of clusters
closely comparable to the number of states (50 + DC). Hence, we obtained the 49 clusters with pre-
pandemic mobility levels, where the data was taken from the first week of January 2020. As a working
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point, we used skewed weights ay, = 0.99 and ap,, = 0.01 to minimize cluster-to-cluster mobility
flows. The obtained clusters are visualized in Figure 2(a). To test the residual level of mobility inter-
cluster, we computed the following matrix at the end of the algorithm run

_vT
Minter-cluster =X

out

InteractionXy; , (2.13)

where X, is the final value of the variable matrix X used to define the cluster probabilities via Eq (2.9).
The entries of this matrix are visualized in Figure 2(b).

Clusters (b)

0 10 20 30 40 g4
45 0%
40 10 . 8
35 .
., 6
Izo 20 .,
25 o
4
20 30 ""-..7
"
15 0 ., 2
I1o
< 0

Figure 2. Outcome of the clustering for pre-pandemic mobility data (first week of Jan-
uary 2020). The 49 clusters are shown in (a), while the mobility levels among clusters are
represented in the heat map in (b). Diagonal entries show the mobility among counties inside
the same cluster, while off-diagonal entries indicate the level of mobility inter-cluster.

The vast majority of the activity is detected on the diagonal, which represent the mobility among
counties belonging to the same clusters. Instead, off-diagonal entries feature very small values, in-
dicating very limited mobility among clusters belonging to different clusters. This result, therefore,
validates the effectiveness of the clustering algorithm.

3. Main results and discussion

In this section we review the results obtained from our model, exploring the stable clusters that were
extracted from the mobility data obtained in the first 6 months of 2020. Using these “core clusters”,
we were able to show the temporal spread of COVID-19 from its origin to the entire USA in the first
few weeks of 2020. It is clear to see that:

e The initial spread of the disease is due to case importation via flights, first appearing on the West
Coast, then clearly mapped to spread via flights from some of the largest flight hubs in USA.

e In comparing the geographic clusters structure obtained from our algorithm with the USA States
(census-based) structure, we highlight regions that had a disproportionately high number of
COVID-19 cases. Some of these regions are large portions of a given census state, while oth-
ers encompass two or more adjacent census states. This reveals that epidemiological data studied
at state level is not always illuminating, and can be late in signaling cases rising at state level,
while portions of a state could be already experiencing high transmission. Moreover, highlight-
ing disease spread based on how people interact with their communities indicates that allocating
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public health resources to those areas could have a beneficial impact on the spread of future com-
municable disease outbreaks.

e Last but not least, we note the ability of this model to be applied to other regions beyond the USA
using different (mobility, population, disease) data: As an example, we propose application to
Ontario, Canada, where data on commuters and google mobility data are publicly available.

3.1. Cluster stability over time during January—June 2020 - core clusters

Over the course of a pandemic, people’s mobility continually changes as different regions are im-
posed various non-pharmaceutical measures in order to contrast the spread of the disease. During the
early phases of COVID19 we have seen some states/regions being placed in lockdown, while oth-
ers had lighter restrictions. In principle, such changes could affect how counties are clustered by our
algorithm via changes in the interaction matrix.

To test the stability of the algorithm results, we considered the first six months of 2020, which saw
the first diffusion of the infections and the most severe travel and local mobility restrictions. During
this period the majority of restrictions put in place by the USA government were to limit mobility [27].
Hence, we constructed six different clusterings using the mobility data from the first week of each
month from January to June, 2020. We then use the output probability matrices P,, where « labels the
month, to check the stability of the output.

To do so, we first define a product matrix M, which traces over the clusters:

M, = P,P". (3.1)

Each entry M;; = Zlcvjl“s‘m P;.P;. measures how likely the county i belongs to the same cluster as the
county j, as the product of the two probability rows is maximized if the two coincide. To express this
similarity measure more objectively, we normalize the entries of the matrix in Eq (3.1) as follows:

_ M;; .
M;; = N—z, for i € [1, Nyodes] - (3.2)
nodes
2 M
The similarity measures are expressed by the diagonal entries of the product matrix
Sap = Mo Mj . (3.3)

In fact, for @ = B, the diagonal entries are all equal to 1 thanks to Eq (3.2). For @ # S, closeness to
unity for the diagonal entries measures how similar the two clusterings « and § are to each other. We
then construct the similarity matrix S for clusterings stemming from consecutive months from January
to June, 2020. The distribution of the diagonal entries for the five cases are shown in Figure 3.
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Figure 3. County interaction across all six clusterings from: January to February, February
to March, March to April, April to May, May to June of 2020.

These results show that the majority of counties remain in the same cluster over the 6-month period,
as the majority of the entries remain very close to 1. This fact allows us to distinguish counties that
consistently belong to the same cluster, and counties that flip between different counties (at least once).
The pruning of unstable counties can be performed by keeping only clusters whose diagonal S -entries
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remain above a given threshold over the 6-month period under study. We show in Figure 4 the result
for three values of the threshold: 0.1, 0.2 and 0.5. The maps clearly show that inconsistent clusters
tend to be located within less populated areas, while densely populated areas remain stable.

Clusters

45
40
35
30
25
20

15

I10

5

Figure 4. Pruned unstable clusters in white for a threshold of: (a) 0.1, (b) 0.25 and (c) 0.5.
The remaining counties are associated to their most likely cluster over the 6-month period.
Only 43 core clusters remain populated, while 6 are empty.

As an interesting highlight, pruning with threshold of 0.5 seems to agree quite well with the rural-
urban map of the USA which we include in Figure 5(b), as presented in [28]:

(b) Rural-Urban Gradient Classes
Cluster number

‘ 45
< 8 40
2 35

30
25
20

i 0 (2)
fajor Met Suburb (1)
Major Matro Core (0)

Figure 5. Core Clusters of the USA with an interaction threshold of 0.75 (a) and Rural-
urban map of USA (b). We see that a threshold of 0.5 in our core cluster definition regains
the population density divide of rural vs. urban areas very well - both (a) and (b) figures
depict rural areas in lightest shades.

We find a good compromise to define stable clusters after pruning counties with a threshold of 0.25,
as shown in Figure 4(b), because we are not looking to exclude all rural counties from our analysis.
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Hence, a pruning with a threshold of 0.25 allows us to define 43 core clusters to be used for further
analyses in the following section (6 clusters being emptied). We also note that we can check the effect
of the population constraints we imposed in the clustering algorithm. In Figure 6 we compare the dis-
tribution of population in the 50 + DC states and in the 43 core clusters remaining from above pruning.
One can see that several core clusters have a population around 8 millions, while state populations
are concentrated around smaller values with a few very populous exceptions. This shows that small
weights such as ap,, = 0.1 should be sufficient to obtain clusters with fairly balanced populations.

(a) (b)

Core clusters States+DC
25 25

204 20

o]
"

=

Humber of Clusters
5

Humber of Clusters

0 0 , . I B
o 2 4 6 8 10 12 [¥] 5 10 15 20 25 30 35 40
Population (in millions} Population (in millions)

Figure 6. Population distribution for Core Clusters (a) and States + DC (b). In (a), the results
of the clustering have improved the distribution of populations relative to state-level analysis
and reduced the difference of population size between regions.

COVID-19 incidence data is available at the county level in the USA. However, the small popula-
tions of many counties provide statistically poor data, which do not allow to clearly identify growing
patterns. Hence, it is important to aggregate the data into larger geographical units. By applying the
clustering algorithm we aimed at identifying well-mixed regional sub-populations. Having achieved
our goal mathematically, we now focus our attention on the analysis of the epidemiological data in the
newly formed sub-populations in the core clusters. As compared to a state-level analysis, our approach
permits a new view on the initial COVID-19 spread, highlighting indirectly the importance of flights
and case importations. As a consequence, our results call for more localized preventive measures in
large states (such as California), and the need for coordination/cooperation among neighboring states
in staving off disease spread.

3.2. Core cluster spread of COVID-19 in the USA January—June 2020

The algorithmic definition of core clusters also provides a new view on the initial geographical
spread of COVID-19 cases within the USA. In particular, it allows to see how the disease spreads
geographically to the most populated areas, which are also served by airport hubs, which have been
shown to play a crucial role for the diffusion of airborne diseases in many regions of the world (see
for instance [15,29]). To illustrate this, we plot a timeline of the initial spread of COVID-19 starting
from February 24 until March 16, 2020, hence over a 4-week period. In each geographical unit,
we identify the time of transition from a disease-free state to the initial exponential increase in the
incidence numbers. In Figure 7 we show the progression of the disease within core clusters (left panels)
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and states (right panels): each geographical unit is colored in red on the week when the exponential
increase is first detected, then it turns green from the week after.

Core clusters: States:

Figure 7. Weekly time-lapse of the initial spread of COVID-19 from February 24 until
the March 15, 2020. The left panels depict the initial spread in 43 core clusters, while the
right panels depict the initial spread in census states. Zones are red during the week they
transition from disease-free to the first exponential growth in cases. Zones are green when
above transition has already occurred. White indicates counties pruned from core clusters
(al)—(a4) or absent in the dataset (b1)—(b4).

The difference between the two columns is telling. In the core cluster analysis, we see that the
disease started in two clusters located in northern California and western Nevada. During the second
week, there was a spread to nearby clusters in the west (Oregon, Seattle-area and Iowa) as well as to
major airport hubs in the central and eastern part of the USA. We can easily identify isolated red clus-
ters around Boston, New York, Washington, Chicago, Atlanta, Houston and Los Angeles in panel of
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Figure 7(a2). During the third week, the disease reaches the remainder of the territory, except for areas
in Washington/Montana states and Alaska, which run red during the fourth week. The corresponding
state-level analysis, shown in the right panels, features a similar overall pattern, however important
details are missing or diluted. In particular, the importance of airports, which are indirectly highlighted
in the core cluster analysis, is missing. Instead, the core cluster analysis confirms the results obtained,
for instance, in [15], where evidence was collected that airborne traffic was the principal culprit for the
spread of COVID-19 from California to the rest of the country with an analysis of data aggregated at
census division level.

Furthermore, the use of the clustering algorithm allows to see specific features about the disease
spread in local areas within some large states and also spanning across states. For instance, one can
see that the disease starts effectively spreading in Texas near Houston and at the southern tip during
the second week, while at state level one would conclude that Texas was one of the first affected
states. These specific differences could inform policy, and could give decision makers and public
health officials more tools to act on preventive measures very early on, rather than being guided by
state-level views.

For visual confirmation of our results showing the importance of case importation by air, we plot
the side-by-side panel of Figure 7(a2) and the enplanements map at the top 50 airports in the USA,
courtesy of the USA Bureau of Transportation Statistics in Figure 8 below [30]. In the upper panel
we see the red spots corresponding to airline hubs, while in the panel below we see the flight density
(represented by the size of each bubble) around the top 50 airports in USA.

Figure 8. To highlight the flight hubs in the red areas of (a) (i.e., those with positive cases on
the week of March 1st, 2020), we marked the airports in those areas on (b). There are some
of the busiest (large bubbles correspond to high density of enplanements) in the USA.
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3.3. Core cluster vs. state epidemiology

In this section we highlight the fact that looking at the transmission quantifiers in the core cluster
geography vs. census-based geography may lead to interesting highlights: For instance, the case is
clearly made below that state-level incidence reporting may be late in signaling state-transmission,
when state level data overlooks hot transmission zones in a state, due to its adjacency with a differ-
ent state. Moreover, core clusters overlapping two or more states give rise to identification of high
transmission areas that may need policy and resource allocating coordination.
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Figure 9. Initial growth factor in USA determined from the steepest positive slope (in blue)
in the initial phases of disease incidence.

Starting from incidence data provided by the New York Times at the county level, we aggregated
the data both at state and core cluster level. Our aim is to study the growth of the number of infections
and compare different regions. We assumed that, at the beginning of a wave of infections, the incidence
number inc(?) is given by an exponential curve of the type:

inc(r) = inc(0) ¢ . (3.4)

This behavior would signal the phase of exponential growth in the infections and the start of an
epidemiological wave. Hence, we can compute a time-series of the exponential growth factor:
inc(t + 1
2D it ine) # 0. (3.5)
inc(?)

The growth factor p is computed from the initial phase of nearly exponential growth in the neigh-
borhood of the disease-free equilibrium state, corresponding to a phase of linear growth in log(inc)
with slope p. Using the growth factor estimates as above and the closed form formula for the initial
reproduction number R, based on p (see for details the work of [31]*) We identify the initial fastest
phase of nearly unchecked growth in any given region with the help of a piecewise linear fit to the

“In a typical SEIR model, where o is the susceptible to exposed rate and v is the recovery rate, then Ry = %(yp”) where p is the

exponential growth factor.
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log of the incidence. We utilize the R function dpseg(), which is a part of the dpseg package [32].
This function uses a dynamic programming algorithm to generate an optimal piecewise linear fit to a
time series, which balances goodness of fit against an (adjustable) penalty for each additional segment.
We then identified the earliest segment with the steepest positive slope (largest p) as corresponding to
the initial near-unchecked exponential growth phase. We introduced this computation earlier in our
paper [33], where we deduce the exponential growth regime for the USA in early 2020 as shown in
Figure 9.

3.3.1. Core cluster distribution of the initial reproduction number R in the USA January—June 2020

We visualize the values of R, obtained at state level in Figure 10(a) and by use of the core clusters
in Figure 10(b). Here, the initial reproduction number Ry is computed over weeks 9 to 14 of 2020, that
is the period from February 24th to March 16th, 2020. The results are fairly compatible, however a
visual comparison of the two maps show that some counties are characterized by very different values.

R,

Figure 10. R, values across the USA counties computed via State-level aggregation (a)
and core cluster aggregation (b). We see that there are some differences in R, values on
the clustering level, specifically in the North-East part of the USA. (c) shows the difference
between core cluster-level and state-level R, values across the USA counties belonging to
core clusters. Areas in yellow highlight where a core-bases analysis would provide a much
larger R than a state-level analysis would suggest. The most prominent cases are counties in
West Virgina, Vermont and Oregon. The white counties are either missing from the dataset
or do not belong to any core cluster.

To better visualize the difference between the two approaches - state vs. core clusters - for each
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county we computed the difference in the local R, obtained by the two different aggregations:
ARy = Ry(core cluster) — Ry(state), (3.6)

and show the values in Figure 10(c), where the color gradient corresponds to the size of the difference.
We see that areas in yellow highlight the biggest differences, meaning that the R, values in those
clusters were higher than the state-case data R, indicated. The darker blue areas indicate that the state-
case data gave a higher value of R, than the clustering data. From a policy perspective, the yellow
areas are the important ones, as their presence means that, looking strictly at the geographic state level,
policymakers may feel optimistic about their state-wide R, values when, in effect, due to people’s
mobility, the initial force of infection is much higher in many of their counties (see Figure 10(c)).
The core cluster analysis, therefore, provides more reliable results for local communities living in a
fraction of a state counties, where localized measures could be implemented to limit the incidence of
the disease.

3.3.2. Core cluster vs. state transmission differences and policy implications

In order to capture the state-level versus the core cluster based view of the population and the
concurrent disease spread, we extracted a few sample states with their corresponding clusters. We
observed three possible situations: i) a state is essentially its own cluster without interactions with other
clusters (e.g., Alaska and Maine); ii) a state contains several clusters (e.g., California and Florida), and
111) a cluster overlaps more than one state land mass. Case 1) illustrates a trivial equivalence between
the two methods, hence in this section we focus the analysis on examples of Cases ii) and iii) above.

State and Core Cluster Cases ; )
(a) Cluster 18 (b) California core clusters
0.00200
—— Cluster 39
0.00175 1 —— Cluster 41
—— Cluster 42
0.00150 1 — California
£ 000125
S Cluster 41
$ 0.00100
4
é 0.00075
Cluster 18
0.00050
Cluster 42 —
0.00025 N
0.00000 /
0 50 100 150 200 250 300 350 Cluster 39

Days 2020

Figure 11. Smoothed daily COVID-19 cases per capita for 2020 for California as com-
pared to the core clusters (a). In the right panel (b) we show the counties comprised in each
core cluster.

California is a clear example of Case ii), see Figure 11(b), as the majority of its population and
territory is comprised within 4 core clusters: 41, 42, 39 and 18 (note that 18 also includes one county
from Arizona). In Figure 11(a) we show the cases per capita, per day, smoothed via a 7 day rolling
average, for California (in black) as compared to its four core clusters. Notably, not all the state cases
are included, as some counties are removed from core clusters or are contained in out-of-state clusters.
Thanks to the core cluster analysis, we can identify areas within California where the disease activity
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seems higher than elsewhere. For instance, clusters 18 and 42 had higher than state average cases per
capita, thus it stands to reason to localize non-pharmaceutical interventions or preventive treatments in
those zones. In Table 1 we list the counties comprised within clusters 18 and 42 and their population.
Cluster 42 corresponds to the urban area of Los Angeles, and it saw an early rise of cases compared to
the counties in nearby cluster 42. Instead, cluster 18 shows a larger incidence number at later stages
in the pandemic: this makes sense, as the LA area has a much higher population density (so spread
is very likely at rapid pace), and it was first detected as case positive by our analysis in Figure 7 very
early, Week of March 1st 2020. Cluster 18 has a population density is a 10th of the LA-area and the
initial spread happened a week later. It contains 3 Californian congressional districts (San Bernardino,
Riverside and Imperial), with the first two districts known to be going back and forth from republican
to democrat political representation. Yuma county, in Arizona, is similarly republican in presidential
voting, with some democratic local representatives. Based on known correlations between willingness
to adopt NPI measures and political leaning of USA individuals (see [34]), in a speculative way, our
analysis seems to highlight the same argument: the higher than average incidence in cluster 18, though
a lot sparser populated than 42, may be due to individual behaviour, i.e., due to a higher presence of
individuals disinclined to adopt NPI measures.

Table 1. List of counties with their population enclosed within core clusters 18 and 42. The
last row reports the average population density in the two clusters.

Cluster 18 counties Population Cluster 42 counties Population
Yuma County 207,829 Los Angeles County 10,098,052
Imperial County 180,216 Ventura County 848,112
Riverside County 2,383,286

San Bernardino County 2,135,413

Population density 132.77/sq mi Population density 1854.96/sq mi
(a) Cluster 2 e ane Core Cstercoses (b) Florida core clusters

0.0007 Cluster 31
—— Flordia
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0.0005
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Figure 12. Smoothed daily COVID-19 cases per capita for 2020 for Florida as compared
to the core clusters (a). In the right panel (b) we show the counties comprised in each
core cluster.

We performed a similar analysis for the state of Florida, which comprises two enclosed clusters,
as shown in Figure 12 (while counties in the north are joined with the neighboring states). From

Figure 12(a), we see that cluster 31 is disproportionately responsible for the spread during the 3 waves
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that Florida experienced in 2020, as compared to cluster 2. This effect could be explained by the
higher population density in cluster 31, given by 780 people per square mile, as it also encloses Miami.
Instead, cluster 2 has an average density of 318 people per square mile. Most likely, cluster 31 contains
the counties of Monroe, Miami-Dade and Broward, the top 3 most tourist intensive and some of the
nicest weather, thus providing ample opportunities for individuals to lower their risk perception of
getting infected with COVID-19 [35].

To illustrate Case iii) in this section, we took the example of the state of New Mexico: It is almost
entirely covered by the much larger core cluster 38, which also includes a sizable part of Texas and
a few counties in Colorado, as shown in Figure 13(b). In analogy to the analysis for Case ii) before,
in Figure 13(a) we show the cases per capita in the part of cluster 38 that overlaps with the states
of New Mexico and Texas, versus the cases per capita in the whole cluster (in green). Interestingly,
we see a rather different behavior in the two state portions of the cluster, due to the very different
policies applied in the two states. Nevertheless, the interconnection among counties within the cluster,
highlighted by our clustering algorithm, implies that disease could propagate from one side to the other
far more easily that it could be expected by simply looking at the state boundaries. Here the analysis
implies that some coordination and collaboration on non-pharmaceutical interventions and preventive
policies against the spread of disease would be beneficial to New Mexico, and it would help the state
of Texas as well. Since Texas has had very little control over its disease spread during the pandemic,
its policy had directly negatively influenced New Mexico.

State and Core Cluster Cases
(a) — Cluster 38 (b) Cluster 38 state coverage

0.0012 1 —— Texas Contribution
—— New Mexico

0.0010 New Mexico

0.0008

0.0006

Texas
<

e

Figure 13. Smoothed daily COVID-19 cases per capita for 2020 for core cluster 38 as com-
pared to its counties from New Mexico and Texas (a). In the right panel (b) we show the
cluster is subdivided among three states, New Mexico, Texas and Colorado.
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3.4. Analysis for Ontario, Canada

Our algorithm is built generically, all that is required are regions that can be subdivided into N sub-
regions (such as counties or public health regions) and mobility data among sub-regions. To illustrate
its versatility, we implemented it to other regions of the world, reporting here the case of the Ontario
province in Canada. For the mobility information, in the case of Ontario, we switched from proprietary
data to publicly available data. We used a 2016 work mobility survey as baseline for worker mobility
and then adjusted it based on Google mobility index changes from baseline to obtain an interaction
matrix. Moreover, we looked at Ontario as a collection of 34 public health regions, which are well-
defined geographically.
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To achieve a daily contact rate between health units in the province of Ontario across 23 months
(from February 2020 to December 2021), we combined data from two sources: mobility reports by
Google [20] and commuting flow data by the Government of Canada [21]. Both data sources are
publicly available. Commuter flow data reveals 25.16% of the employed population in Ontario works
outside the census division where they live. This data source highlights that 11 census divisions out
of 49 have more than 40% of their workforce commuting daily outside the census division where they
reside [21]. By combining this data set with the Google Mobility reports, we can estimate the daily
contact rates among the network nodes in Ontario.

During the COVID-19 pandemic, Google Mobility reports captured changes in movement over time
compared to baseline (pre-lockdown) activity in different categories, such as retail/recreation, transit
stations, and workplaces [20]. Google’s index data have been used in previous analyses [13, 36, 37].
Since Google split the mobility data into 51 regions in Ontario, corresponding to local municipalities,
we had to combine several regions along their borders to obtain mobility data for 34 health units in this
work (see [38] for more details). The same borders were considered to calculate the commuter rate
for health units, as commuter data was reported at the census division level. Assume m;;’s represent
entries of the commuter flow matrix between health units in Ontario, where i is the place of residence
(POR) and j is the place of work (POW). Thus, the contact rate between the health unit i/, POR, and
the health unit j, POW, on day ¢ is calculated as:

m. .
contact;; = ﬁg?(t), where m = Work,
i

where Emp, is the employed population size of health unit i and g"(#) represents the fluctuation per-
centage in the Google Work Index on day  compared to the baseline Google Index.

Ontario Clustering
Alpha Pop = 0.01, Alpha Mobility = 0.99, and k = 9
2020-03-01

Cluster Number

EED0O0O0O@
ERE LRI

Health Unit
ode

Figure 14. Clustering of Ontario’s health units with ap,, = 0.01 and g, = 0.99.
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The result of the clustering algorithm is shown in Figure 14, where we particularly focus on the
southern region of Ontario, where most of the population is concentrated. This part is subdivided
into 6 clusters (while two more are found in the northern part). Interestingly, the cluster structure
roughly coincides with the administrative division of health units, where 5 regions are implemented:
East, Central East, Central West, South West and Toronto [39]. While East matches with the defini-
tion of cluster 1 (blue), which comprises Ottawa, the other regions are rearranged by our algorithm.
Noticeably, Toronto is merged with Central East and part of Central West, following the intense com-
muter flow to the main city of the province from nearby regions. The other clusters clearly center over
Niagara (8), Waterloo (4) and Windsor (5). Hence, our cluster definition seems to better represent the
demographic character of the province of Ontario as compared to the administrative division.

4. Further applications, discussion and conclusions

In this paper we formulated and studied a novel clustering algorithm based on mobility data among
small geographical units, like counties. We applied it to the case of the counties in the USA across
the first 6 months of the 2020 pandemic COVID-19, and we introduced the notion of core clusters.
They are defined by counties that remain consistently into the same cluster over a long period, hence
being insensitive to changes in mobility due to the implementation of local non-pharmaceutical mea-
sures. The core clusters provide comparable geographical units characterized by a sub-population that
is well-mixed by internal people’s mobility. Hence, they offer an ideal basis to study the diffusion of an
infectious disease within a large region. This new approach allowed us to capture the spatio-temporal
spread of COVID-19 across USA and highlight features that are washed-out in a state-basis analysis.
For instance, we found that the initial spread of COVID-19 in 2020 started from the north of Califor-
nia to a series of hot-zones that feature an airport hub. This result further confirms the relevance of
airborne passenger transportation, as first highlighted in an earlier study using the nine census division
as geographical units [15]. Furthermore, an analysis of the incidence number in core clusters showed
that some states would need a higher granularity of localized measures to dampen disease spread while
others showed the need for cooperation in dampening measures between neighboring states. The core
clusters we identified in the USA could also be used as an eflicient basis to predict the spread of an
infectious disease across the country by use of a diffusion model, like for instance the eRG [40].

The work that was done to cluster Ontario was a simple example of the capabilities of our algorithm.
Given any geographical area, the population distribution, and a form of mobility data, the algorithm is
able to cluster virtually any region in order to discover well-connected sub-regions. This paper focuses
on the usefulness of this algorithm on the COVID-19 pandemic, however no aspect of the algorithm
is limited to the COVID-19 pandemic. As such, this algorithm is capable of being applied to a variety
of problems that rely on population mobility. The fact that the algorithm is modular allows a user to
be able to add additional terms onto the loss function. This allows for individuals to specifically tailor
this algorithm to their problem.

From a policy perspective, the versatility of applying our algorithm at any granularity level in a
given large geographic area is of interest for governing bodies, who are concerned about differing sub-
populations living and working there, and their connections with their neighbors. In the last section we
pointed out specific regions with a disproportionate number of cases per capita relative to other regions,
all within the same geographical/census area. Utilizing this information, areas which have experienced
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higher than state case numbers per capita during the pandemic can be extrapolated to have a higher
probability of transmission of a pathogen such as SARS-COV-2, due to their internal well-mixing.
Thus, they can be a target of resource allocation deployment, in order to reduce the impacts of a future
pandemic/epidemic: For instance, identifying regions where two or more states could coordinate their
public policy (such is the case with New Mexico and Texas), can also translate in a resource allocation
marker, such as deployment of PPE/medical equipment, lab and test supplies, data analysis expertise
and capacity, and later vaccine supplies. On the other hand, cooperation in regional public policy would
equally help, where two adjacent states, with well-mixing interstate populations, could try to deeply
resources and preventive measures in a more coordinated fashion. Last but not least, we exemplify
here several ways and uses of our study, however each aspect of our analyses can be developed more
in-depth, depending on user needs.
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Appendix

Al. Comparison with existing clustering methods

In order to address the problem of assessing how well the algorithm is clustering, a variation on
the stochastic block model (SBM) is used. The SBM provides an ideal basis to ensure the accuracy
of clustering algorithms [35]. An SBM forms a graph using the assumption that each node within
a network belongs to a community and connects to other nodes within its own community with a
probability p, and connects to other nodes not within its own community with probability g [35].
Once this graph is formed, the goal is to be able to recover the communities based on the connections
between nodes in a process called community detection [35]. Several types of recovery are possible
based on the values of p and g; exact recovery, partial recovery, and no recovery [35].

In order to achieve exact recovery using an SBM, the following inequality must hold [35]:

(n(p = q))* > 2(n(p + q)), (AL)

where 7 is the number of nodes in the graph, and p and ¢ are as defined previously.

In order to use the SBM to test the algorithm, an example model was created such that the algo-
rithm could be rigorously tested for performance. In order to create this test graph, three variables
needed to be defined, p, g and n. The definition of these variables remains the same as previously men-
tioned, but these variables will change throughout testing in order to better understand the algorithm’s
capabilities [35].

This investigation is aiding in establishing optimal ranges for the weights of the loss function in
Eq (2.3). In order to determine the optimal values for @iy and ap,, a grid search was performed.
From the grid search, heat maps were created in order to view the performance of the algorithm.

The performance in this case is defined by how close g can be to p, such that the algorithm still
performs exact recovery. Arbitrarily, the cluster number chosen was 5 and the number of nodes in the
graph was 500; however, a range of values was being analyzed in order to understand the impact of
manipulating each value. The initial test was done by looking over all possible @,opiiry and ap,p,, where
@pop + Umopitiry = 1 With a step size 0.1. Each combination was tested on a set of p and g values, such
that p + g = 1 and p > ¢. The initial test is visualized in Figure Al.
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Figure Al. Heat map for changing ap,, and a,u.piiry values, where the colour bar denotes the
value of q, the number of communities k = 5, and the number of nodes n = 500.

In Figure Al(a), as the @qpiiry Value increases, the closer g and p are able to become before the
algorithm is unable to exactly extract the communities. Continuing this process and reducing the step
size allowed for a “zoomed-in” grid search for the region of best-fitting parameters. As well, the step
size between the p and ¢ values needed to shrink in order to find the boundary where the algorithm
was unable to reconstruct the clusters for certain combinations of a’s.

We continually saw an improvement of the boundary as @iy approaches 1. The heat map for the
final test run was used to determine the optimal value of the a’s which can be seen in Figure Al(b).

This results in an optimal range for a,piiry € [0.97,0.99] and ap,, € [0.03,0.01], which contains
the estimated range that was assumed to provide the most accurate clusterization of the USA during
previous testing.

Another interesting revelation that arose during this testing was the capability of this algorithm to
be able to cluster past the bound of the Stochastic Block Model, SBM. Since the number of nodes
was 500, the bound can be written as:

(500(p - ¢))* > 2(500(1)). (A2)

Since n = 500, and p + g = 1, rearranging and solving for p generates the bound p > 0.06 + g or
p > 0.53. However, to obtain the results in Figure 5, the p-value is 0.501. This initially was a cause
for concern; however, this is acceptable because of the additional information that is being provided to
the system based on the population. This additional information is enough to allow the algorithm to
detect communities past the theoretical bound. Since the number of nodes and the number of clusters
were both arbitrarily chosen, the effects of altering these values on the algorithm’s ability to extract the
exact communities was examined.

First, the effect of changing the number of clusters was investigated, and initially, it was expected
that minimal effects would be seen by adjusting the number of communities. While in terms of
the most accurate values for the « terms, this is true, the most accurate ap,, € [0.05,0.01] and
Umobitiy € [0.95,0.99]. However, there is effect on the accuracy of clustering when the number of
communities increases.
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Next, the effect of changing the number of nodes while keeping the number of communities constant
was analyzed, followed by the effect of both the number of communities and the number of nodes
growing. This resulted once again in no change in terms of the optimal alpha values, as is demonstrated
in Figure A2.
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Figure A2. Heat map for changing ap,, and @,piiiry Values as @opiiry approaches 1, where
the colour bar denotes the value of g, the number of communities k = 5, and the number of
nodes n = 3000.

One may also note that even for the optimal « parameters, the closest that p and q can become until
exact clustering is unable to be achieved is 0.7 and 0.3, respectively. A range of node values were
analyzed up to n = 3500, but all resulted in a similar trend. The reason for stopping at n = 3500 was
due to the forseen applications of this algorithm. It is our goal to ensure that this algorithm is able to
cluster the USA accurately, and the USA contains approximately, 3100 counties.

We also attempted to analyze the results of increasing both the number of communities and the
number of nodes to be analogous with the problem that is trying to be solved in the USA. However,
this yielded no notable results.

The reason that some of these experiments yielded no notable results was because in increasing the
number of communities and the number of nodes, the complexity of the problem increased. In order to
understand the increase in complexity, it is critical to view what is being tested is whether a node has
been placed in the correct community or if the node has been placed in the wrong community. This
binary point of view allows the problem to be approached in a slightly different way. The number of
connections between nodes in the same community grows by the following formula:

p(;). (A3)

For n representing the number of nodes, k representing the number of communities, and p repre-
senting the probability a connection exists between two nodes with the same community. The number

Mathematical Biosciences and Engineering Volume 21, Issue 4, 5604-5633.



5631

of connections between nodes outside its own community grows by the following formula:
qg(n —n/k)n. (A4)

Wherein n and & represent the same as in Eq (A3) and g represents the probability that a node exists
between two nodes that are not in the same community.

Thus, as the number of nodes n and the number of communities k grows, there is a decrease in the
performance of the algorithm. However, this decrease in performance is not seen in the clustering for
the real-world application of the USA. The reason for this is due to the nature of human interaction
within our collected data. The human interaction within our collected data causes a geological com-
ponent to be introduced to the algorithm, as the flow metric that is being recorded is the actual travel
between regions. This travel between regions is based on the geological location of each node, as for
the most part, nodes that are very distant geographically have minimal to no travel between them. This
in turn causes no large increase in the complexity of the problem, thus preventing the algorithm from
failing. Importantly, this is only a hypothesis based on the properties of the real-world data versus
the theoretical data that is generated from the SBM. This represents a topic that will require further
research. An approach to this will likely involve similar techniques to that of the SBM, but a grid will
be used in order to define distance within the network. Using this distance, it will be possible to only
connect nodes that are in a neighbourhood around one another. Ideally, this distance metric will be
capable to more closely capture the dynamics that are seen in real-world data.

A2. Accuracy

Determining the accuracy of the model was done similarly to determining the best « values. Using
the fixed a values ap,, = 0.01 and @,nopisiry = 0.99, we ran the clustering algorithm on a set of p and ¢
values in order to determine how well the algorithm clusters as it approaches the theoretical boundary
Due to previous experiments to determine the optimal « values, it was assumed that for k and n values
k = 5 and n = 1000 the algorithm would be able to cluster the nodes perfectly even well past the
theoretical boundary. This is demonstrated in Figure A3.
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Figure A3. Accuracy testing, for nodes = 1000 and k clusters = 5.

The blue line in Figure A3 represents the accuracy of clustering and shows that the algorithm is able
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to cluster the nodes into the correct communities past the theoretical boundary, which is represented
by the orange horizontal line.

By increasing the number of nodes, the number of communities, or both, the problem becomes
more difficult and a drop in accuracy is expected. By increasing the number of communities to k = 10,
this effect is shown in Figure A4.
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Figure A4. Accuracy testing, for nodes = 1000 and k clusters = 10.

Figure A4 shows that, when clustering for a larger number of communities, the algorithm is no
longer able to cluster past or even up to the theoretical boundary, as the problem has become too
challenging. It is likely the accuracy of the algorithm would be affected less if a form of distance was
introduced, as mentioned previously. Attempting to increase the number of nodes while keeping the
number of communities constant had no notable effect on the accuracy of the algorithm, and thus it
behaved very similarly to that of Figure A3.
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Table A1. Counties with missing mobility data.

County fip code County name

2060 Bristol Bay Borough

2164 Lake and Peninsula Borough
2231 Skagway- Yakutat-Angoon Census Area
2232 Skagway-Hoonah-Angoon Census Area
2280 Wrangell-Petersburg Census Area
2282 Yakutat Borough

2290 Yukon-Koyukuk Census Area
6003 Alpine County

8005 Arapahoe County

12025 Dade County

13137 Habersham County

15005 Kalawao County

28117 Prentiss County

29137 Monroe County

30113 Yellowstone National Park
34027 Morris County

38045 LaMoure County

39139 Richland County

45045 Georgetown County

46113 Shannon County

48027 Bell County

48189 Hale County

51019 Bedford County

51081 Greensville County

51095 James City County

51515 Bedford city

51530 Buena Vista city

51540 Charlottesville city

51560 Clifton Forge city

51580 Covington city

51595 Emporia city

51600 Fairfax city

51660 Harrisonburg city

51678 Lexington city

51683 Manassas city

51685 Manassas Park city

51690 Martinsville city

51720 Norton city

51770 Roanoke city

51775 Salem city

51780 South Boston city

51790 Staunton city

51820 Waynesboro city

51840 Winchester city
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