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Abstract: Mosquito-borne diseases are threatening half of the world’s population. To prevent the spread
of malaria, dengue fever, or other mosquito-borne diseases, a new disease control strategy is to reduce
or eradicate the wild mosquito population by releasing sterile mosquitoes. To study the effects of sterile
insect technique on mosquito populations, we developed a mathematical model of constant release
of sterile Aedes aegypti mosquitoes with strong and weak Allee effect and considered interspecific
competition with Anopheles mosquitoes. We calculated multiple release thresholds and investigated the
dynamical behavior of this model. In order to get closer to reality, an impulsive differential equation
model was also introduced to study mosquito suppression dynamics under the strategy of releasing
c sterile male mosquitoes at each interval time T . Finally, the relationship between the releasing
amount or the waiting period and the number of days required to suppress mosquitoes was illustrated by
numerical simulations.

Keywords: sterile mosquitoes; weak Allee effect; strong Allee effect; mosquito population suppression;
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1. Introduction

Dengue fever, malaria, Zika, and epidemic B encephalitis are all diseases transmitted by mosquitoes,
which we call mosquito-borne diseases. Nowadays, mosquito-borne diseases are becoming more and
more widespread and dangerous to human health. The prevention and control of these diseases has
attracted the attention of the World Health Organization and others. It is the fifth leading cause of
death from infectious diseases worldwide (after respiratory infections, HIV/AIDS, diarrhoeal diseases, and
tuberculosis) and the second leading cause of death from infectious diseases in Africa after HIV/AIDS.
Today, malaria is a public health problem in 109 countries, covering territories inhabited by some 3.3 billion
people, and about half of the world’s population is at risk of malaria, especially in low-income countries [1].
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There is also dengue fever, which was first recorded in Southeast Asia in the middle of the last century.
Since then, dengue fever has become a widespread mosquito-borne disease in humans [2]. As there is no
safe and available vaccine, the control of mosquito densities is an effective way to prevent and control
mosquito-borne diseases. However, traditional mosquito control methods (e.g., removing mosquito
breeding sites, spraying insecticides, etc.) are effective in removing mosquitoes from areas in the
short term, but they have the disadvantages of being “environmentally polluting”, “poorly specific”,
and “unsustainable” [3]. Indoor and outdoor insecticide spraying has been applied for many years
for controlling mosquito populations. Despite some mosquito-borne diseases having been successfully
controlled in many regions through vector-targeted intervention such as insecticide-treated bed nets (ITNs)
and indoor residual sprays (IRS), massive and long time spraying of adulticide is not recommended [4].
The new approaches to mosquito-borne disease prevention and control are urgently needed.

The sterile insect technology (SIT) is used to reduce wild mosquito populations [5, 6]. SIT is an
environmentally friendly alternative strategy that is gaining renewed interest for the control of mosquito
populations. It uses chemical, physical, radiation, or genetic modification techniques to enable male
mosquitoes to mate but not reproduce [7]. Utilizing radical or other chemical or physical methods,
male mosquitoes are genetically modified to be sterile so that they are incapable of producing offspring
despite being sexually active. These sterile male mosquitoes are released into the natural environment
and mate with wild females, which either do not produce fertilized eggs or the eggs they do produce
do not hatch. Repeatedly releasing large numbers of sterile male mosquitoes into a given environment
will result in a significant reduction or even extinction of mosquitoes in that area [8]. Mathematical
models have been developed to control mosquito populations using SIT, particularly for the study of
interaction dynamics in mosquito populations or mosquito control [9, 10]. Esteva et al. [11] proposed
a mathematical model to assess the effects of irradiated (or transgenic) male insects introduction into
previously infested areas. Flores [12] considered a mathematical model of eradication by competition
between wild and sterile species in the presence of immigrants. Li [13] presented two discrete-time
models for interacting populations of wild and genetically altered mosquitoes, and reference [14] studied
continuous-time models for interacting wild and transgenic mosquito populations. Yu [15] studied
the existence and stability of two periodic orbits of the interaction of wild and the released sterile
mosquitoes model. Li et al. [16] formulated stage-structured continuous-time mathematical models for
the interactive dynamics of the wild and sterile mosquitoes. Additionally, Li [5, 17–19] and Yu [20–22]
have done a lot of outstanding work. Many dynamical models had also been developed for the control
of infectious diseases [23–27]. In addition, there are many national and international scholars [28, 29]
who have conducted related studies on sterile mosquitoes, which have greatly assisted in the completion
of this paper.

Building on previous studies, we consider the Allee effect [30] on mosquito populations. Low
population densities are most likely to occur when mosquitoes move into new territories, which may
produce a mate-finding Allee effect. Although the study of the Allee effect has a long history in
mathematical biology, most people consider the strong Allee effect to be the Allee effect, thus ignoring
the weak Allee effect [31]. In fact, there are strong and weak Allee effects. The wild mosquito
populations display strong or weak Allee effect [32, 33]. If the average growth rate of low population
densities is lower than the growth rate of high densities, but still positive, there is a weak Allee effect.
On the contrary, it can become very low, becoming negative below a certain value, which is called the
Allee threshold, when it is a strong Allee effect. If the number of populations affected by the strong
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Allee effect drops below this threshold, then the population growth rate will become negative and the
population will decrease until it approaches zero or becomes extinct. In this paper, the strong Allee
effect and weak Allee effect of Aedes aegypti are considered successively.

However, previous models have focused on one type of mosquito in one area and less on multiple
types of mosquitoes in one area [19,21,28]. Previous researches have focused on changes in the number
of single mosquito populations after releasing sterile mosquitoes, with less attention paid to changes
in the number of mosquito competitors. In this paper, we mainly improve on the model of [5] by
introducing a competitive relationship, and we focus on the changes in the number of Aedes and their
competitors after the release of sterile mosquitoes as the release value changes. Different species of
mosquitoes transmit different diseases, for example, Aedes aegypti transmits dengue fever and Anopheles
transmits malaria. It is assumed that there are two types of mosquitoes (Anopheles and Aedes) in an area
where dengue fever is a serious problem. We also assume that mosquito populations are homogeneous
and do not distinguish between their sexes. To control the spread of dengue fever, sterile Aedes are
released into the area. To simplify the model, only the Allee effect of Aedes is considered. The existence
and stability of the equilibrium under different conditions are analyzed, and numerical simulations are
carried out to observe the changes in the numbers of Anopheles and Aedes.

The paper is organized as follows. In Section 2, we consider the strong Allee effect on Aedes
populations. In Section 3, we consider the weak Allee effect on Aedes populations. In Section 4, we
give the two models for the impulsive releases of sterile Aedes and perform numerical simulations. In
Section 5, we finally give a brief discussion on our findings.

2. Constant release rate and strong Allee effect

Based on [5], we assume that mosquitoes obey logistic growth while considering interspecific
competition. The population of Aedes is denoted as w and the population of Anopheles mosquitoes is
denoted as z. Since the two species of mosquitoes compete with each other, a decrease in one leads to a
decrease in competition for food in the water by the other, which leads to an increase in the population
of the other species. We consider Aedes populations with the strong Allee effect. The competition model
for the two types of mosquitoes is as follows,


dw
dt
= aC(w)(w − m)

(
1 −

w
K

)
w − µw − ξ1wz,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz,

where C(w) is the number of matings per individual, per unit of time; a is the number of wild offspring
produced per mate; ξ1 indicates the effect of Anopheles on Aedes; ξ2 indicates the effect of Aedes on
Anopheles; µ is the natural mortality rate of Aedes; r is the intrinsic growth rate by Anopheles; m is the
parameter that responds to the strength of the Allee effect, where it is assumed that 0 < m ≪ K; and K
is the maximum capacity of the external environment.

The population of sterile Aedes is denoted as g. Sterile mosquitoes are released in the adult stage, so
competition with Anopheles mosquitoes is not considered. We also assume that C(w) = c is constant

Mathematical Biosciences and Engineering Volume 21, Issue 4, 5227–5249.



5230

and merge c and a to write it as a. The competition model after constant release of sterile mosquitoes is

dw
dt
=

aw
w + g

(w − m)
(
1 −

w
K

)
w − µw − ξ1wz,

dg
dt
= b − µg,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz,

where b is the releasing amount of the sterile Aedes mosquitoes and is constant.

Assuming that the loss of released males is compensated by new releasing, that is, g =
b
µ

, the

following limit system can be obtained,
dw
dt
=

aw
w + b

µ

(w − m)
(
1 −

w
K

)
w − µw − ξ1wz,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz.

(2.1)

2.1. Existence of equilibria

To begin, let ρ1 = am + aK, ρ2 = amK + µK, and the system (2.1) has two equilibria: O(0, 0),
B1(0,K). Next, we will prove the existence of the boundary equilibria on the w-axis.

In fact, define
P(w) := aw3 − ρ1w2 + ρ2w + bK = 0.

We have
P′(w) = 3aw2 − 2ρ1w + ρ2.

Let
α =

3µK
K2 + m2 − mK

.

If a ≤ α, then P′(w) ≥ 0; thus, it is known that P(w) is a monotonically increasing function:

P(0) > 0 and lim
w→∞

P(w) = ∞.

Therefore, the boundary equilibrium does not exist in this condition. When a > α, there exists
0 < w1 < w2 such that P′(w1) = P′(w2) = 0, where

w1,2 =
ρ1 ∓

√
ρ2

1 − 3aρ2

3a
,

w1 and w2 are the local minimum and local maximum value points of P(w), respectively. Define

b1 :=

(
−aw2

2 + ρ1w2 − ρ2

)
w2

K
. (2.2)

When P(w2) > 0 (i.e., b > b1), the system (2.1) does not have the boundary equilibria on the
w-axis; when P(w2) = 0 (i.e., b = b1), the system (2.1) only has a boundary equilibrium B2(w2, 0);
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when P(w2) < 0 (i.e., b < b1), the system (2.1) has two boundary equilibria B3(w1, 0) and B4(w2, 0)
(w1 < w2 < w2).

Finally, we show the existence of positive equilibria E(w∗, (1 − ξ2w∗/r)K). It is obvious that
1 − ξ2w∗/r > 0 is a necessary condition for the existence of positive equilibria.

Let

Q(w) := −aw3 +

(
ρ1 +

ξ1ξ2K2

r

)
w2 −

(
ρ2 + ξ1K2 − ξ1ξ2

b
µr

K2
)

w − bK − ξ1
b
µ

K2,

then we obtain

Q′(w) = −3aw2 + 2
(
ρ1 +

ξ1ξ2K2

r

)
w − ρ2 − ξ1K2 + ξ1ξ2

b
µr

K2.

Its discriminant is

∆ =4
(
K2 − mK + m2

)
a2 +

(
−12ξ1K2 − 12µK + 12

b
µr
ξ1ξ2K2 +

8mξ1ξ2K2

r
+

8ξ1ξ2K3

r

)
a

+
4ξ2

1ξ
2
2K4

r2

�Aa2 + Ba +C.

If ∆ ≤ 0
(
i.e., a ≤ −B+

√
B2−4AC
2A

)
, by definition, we have

Q(0) = −bK − ξ1
b
µ

K2 < 0 and lim
w→∞

Q(w) = −∞.

Therefore, the system (2.1) doesn’t have positive equilibrium in this condition.
If ∆ > 0

(
i.e., a > −B+

√
B2−4AC
2A

)
, there exists 0 < w∗1 < w∗2, such that Q′(w∗1) = Q′(w∗2) = 0, where

w∗1 =
ρ1 +

ξ1ξ2K2

r −

√(
ρ1 +

ξ1ξ2K2

r

)2
− 3a

(
ρ2 + ξ1K2 −

bξ1ξ2K2

µr

)
3a

,

and

w∗2 =
ρ1 +

ξ1ξ2K2

r +

√(
ρ1 +

ξ1ξ2K2

r

)2
− 3a

(
ρ2 + ξ1K2 −

bξ1ξ2K2

µr

)
3a

.

w∗1 and w∗2 are the local minimum and local maximum value points of Q(w), respectively. Define

b2 :=
aµw∗32 −

(
µρ1 +

µξ1ξ2K2

r

)
w∗22 +

(
µρ2 + µξ1K2

)
w∗2

ξ1ξ2K2

r w∗2 − µK − ξ1K2
. (2.3)

When Q(w∗2) < 0 (i.e., b > b2), the system (2.1) does not have the positive equilibria; when
Q(w∗2) = 0 (i.e., b = b2), the system (2.1) only has a positive equilibrium E1

(
w∗2,

(
1 − ξ2w∗2/r

)
K
)
; when

Q(w∗2) > 0 (i.e., b < b2), the system (2.1) has two positive equilibria E2,3(w∗1,2, (1 − ξ2w∗1,2/r)K), where
w∗1 < w∗2 < w∗2.

Therefore, we can summarize our findings with the following theorems.

Theorem 2.1. There exist equilibria O(0, 0) and B1(0,K) for system (2.1).
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(i) If b1 < b2, then when 0 < b < b1, the system (2.1) has two positive equilibria E2, E3 and two
boundary equilibria B3, B4; when b = b1, the system (2.1) has two positive equilibria E2, E3 and a
boundary equilibrium B2; when b1 < b < b2, the system (2.1) has two positive equilibria E2, E3

and does not have the boundary equilibria on the w-axis; when b = b2, the system (2.1) has a
positive equilibrium E1 and does not have the boundary equilibria on the w-axis; when b > b2, the
system (2.1) does not have the positive equilibria and the boundary equilibria on the w-axis.

(ii) If b1 = b2, then when b > b1, the system (2.1) does not have the boundary equilibria on the w-axis
and the positive equilibria; when b = b1, the system (2.1) only has a positive equilibrium E1 and a
boundary equilibrium B2; when b < b1, the system (2.1) has two positive equilibria E2, E3 and
two boundary equilibria B3, B4.

(iii) If b1 > b2, when 0 < b < b2, the system (2.1) has two positive equilibria E2, E3 and two boundary
equilibria B3, B4; when b = b2, the system (2.1) has a positive equilibrium E1 and has two
boundary equilibria B3, B4; when b2 < b < b1, the system (2.1) does not have the positive
equilibria and has two boundary equilibria B3, B4; when b = b1, the system (2.1) does not have
the positive equilibria and has a boundary equilibrium B2; when b > b1, the system (2.1) does not
have the positive equilibria and the boundary equilibria on the w-axis.

2.2. Stability of equilibria

From the linearization of system (2.1), it is trivial to show that the equilibrium O(0, 0) is a saddle
point and the equilibrium B1(0,K) is a locally asymptotically stable node.

We then investigate the stability of the boundary equilibria. The Jacobian matrix of system (2.1) at
the boundary equilibria has the following form,

JB =

(
D −ξ1w
0 r − ξ2w

)
,

where

D =
b
µ
(−4aw3 + 3aKw2 + 3amw2 − 2amKw) − 3aw4 + 2aKw3 + 2amw3 − amKw2

K
(
w + b

µ

)2 − µ.

After calculations, we have

det (JB)

=

b
µ
(ξ2w − r)

(
4aw3 − 3a(m + K)w2 + 2amKw

)
+ (ξ2w − r)

(
3aw4 − 2a(m + K)w3 + amKw2

)
K

(
w + b

µ

)2

+ µ(ξ2w − r)

=
1

K
(
w + b

µ

)2

[
2µKw(ξ2w − r)

b
µ
+ µK(ξ2w − r)

(
b
µ

)2

+
b
µ

(ξ2w − r)
(
4aw3 − 3a(m + K)w2 + 2amKw

)
+ (ξ2w − r)w2

(
3aw2 − 2a(m + K)w + am + µK

) ]
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5233

=
1

K
(
w + b

µ

)2

[
µK(ξ2w − r)

(
b
µ

)2

+
b
µ

(ξ2w − r)
(
4aw3 − 3a(m + K)w2 + 2amKw + 2µKw

)
+ (ξ2w − r)w2P′(w)

]
=

1

K
(
w + b

µ

)2

[b
µ

(ξ2w − r)
(
aw3 − a(m + K)w2 + (amK + µK) w + bK

)
+

(
(ξ2w − r)w2

+
b
µ

(ξ2w − r)w
)
P′(w)

]
=

1

K
(
w + b

µ

)2

[
b
µ

(ξ2w − r)P(w) +
(
(ξ2w − r)w2 +

b
µ

(ξ2w − r)w
)

P′(w)
]
.

If r − ξ2w < 0, since P(w1) = 0, P′(w1) < 0, then det(JB3) < 0; thus, the equilibrium B3(w1, 0) is
a saddle point. Since P(w2) = 0, P′(w2) > 0, then det(JB4) > 0; thus, D < 0, tr(JB4) < 0, and the
equilibrium B4(w2, 0) is a locally asymptotically stable node.

If r − ξ2w > 0, since P(w1) = 0, P′(w1) < 0, then det(JB3) > 0; thus, D > 0, tr(JB3) > 0, and the
equilibrium B3(w1, 0) is a saddle point. Since P(w2) = 0, P′(w2) > 0, then det(JB4) < 0; thus, the
equilibrium B4(w2, 0) is a saddle point.

We finally investigate the stability of the positive equilibria. The Jacobian matrix of system (2.1) at
the positive equilibria has the following form,

JE =

 F −ξ1w

−ξ2z −
rz
K

 ,
where

F =
b
µ
(−4aw3 + 3aKw2 + 3amw2 − 2amKw) − 3aw4 + 2aKw3 + 2amw3 − amKw2

K
(
w + b

µ

)2 − µ − ξ1z.

After calculations, we obtain

det(JE)

=

b
µ
(r − ξ2w)

(
4aw3 − 3a(m + K)w2 + 2amKw

)
+ (r − ξ2w)

(
3aw4 − 2a(m + K)w3 + amKw2

)
K

(
w + b

µ

)2

+ µr(1 − ξ2w) + ξ1rK(1 − ξ2w)2 − rξ1ξ2wK(1 − ξ2w)

=

b
µ
r(1 − ξ2w)

(
4aw3 − 3a(m + K)w2 + 2amKw

)
+ r(1 − ξ2w)

(
3aw4 − 2a(m + K)w3 + amKw2

)
K

(
w + b

µ

)2

+ (1 − ξ2w)(µr + rξ1K)

=


rb
µ

P(w) + r
(
w2 + b

µ
w
)

P′(w)

K
(
w + b

µ

)2 + rξ1K − 2ξ1ξ2Kw

 (1 − ξ2w
r

)
.
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Suppose
rb
µ

P(w∗) + r
(
w∗2 + b

µ
w∗

)
P′(w)

K
(
w∗ + b

µ

)2 + rξ1K − 2ξ1ξ2Kw∗ > 0, (2.4)

then det (JE) > 0. Thus, F < 0, tr(JE) < 0, and the positive equilibrium is a locally asymptotically
stable node.

On the other hand, suppose

rb
µ

P(w∗) + r
(
w∗2 + b

µ
w∗

)
P′(w∗)

K
(
w∗ + b

µ

)2 + rξ1K − 2ξ1ξ2Kw∗ < 0, (2.5)

then det(JE) < 0, and the positive equilibrium is a saddle point.
Thus, we can summarize our proven results with the following theorem.

Theorem 2.2. The equilibrium O(0, 0) is a saddle point and B1(0,K) is a locally asymptotically
stable node.

(i) If 1 − ξ2w < 0, then the equilibrium B2(w∗1, 0) is a saddle point and the equilibrium B3(w∗2, 0) is a
locally asymptotically stable node. The system (2.1) does not have the positive equilibria.

(ii) If 1 − ξ2w > 0, then the equilibria B2(w∗1, 0) and B3(w∗2, 0) are saddle points. When (2.4) holds, the
positive equilibrium is a saddle point, and when (2.5) holds, the positive equilibrium is a locally
asymptotically stable node.

2.3. Numerical simulations

2.3.1. Example 1

For clarity, in this chapter we fix the system parameters in our simulations as follows,

a = 1, r = 0.473 7, µ = 0.5, m = 1, ξ1 = 0.037 64, ξ2 = 0.014 14, K = 10. (2.6)

For simplicity of calculation, we omit the order of magnitude of K.
We note that K is mainly determined by the environmental conditions in the study area and is

proportional to the area size. Our simulations show that a different value of K yields different mosquito
abundance but hopefully does not change the dynamics considerably, which allows us to take K = 10
as a representative example. Substituting these values into (2.2) and (2.1), we obtain the threshold
release values,

b1 = 9.267 1, b2 = 4.539 4.

When the release parameter is b = 4.5 < b2, B1(0, 10) is a locally asymptotically stable node.
1 − ξ2w∗/r = 0.796 3 > 0, therefore, there exist two positive equilibria, E2(6.225, 8.142), which is a
locally asymptotically stable node, and E3(6.762, 7.982), which is a saddle point. Trajectories may
approach either B1 or E2, depending on their initial conditions. Solutions with different initial values
approach either B1 or E2, as shown in the lower left and right figures in Figure 1, respectively. That is,
Aedes may be wiped out, or the two types of mosquitoes may coexist, depending on the initial sizes
of the Aedes and Anopheles.We give the following numerical examples to illustrate the dynamics of
system (2.1).
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Figure 1. The parameters are given in (2.6). The system (2.1) exist two positive equilibria,
E2 = (6.225, 8.142), which is a saddle point, and E3 = (6.762, 7.982), which is a locally
asymptotically stable node. The origin is also a saddle point. The phase plane is shown in
the upper figure. Solutions approach either the B1 or E2 depending on their initial values, as
shown in the lower left and right figures, respectively.

We show in the following examples the effect of different thresholds on the positive and boundary
equilibria, in order to confirm the results in (iii) of Theorem 2.1.

2.3.2. Example 2

When the release parameter is b = 4.6 > b2, B1(0, 10) is also a locally asymptotically stable node.
The system doesn’t have the positive equilibria, and solutions approach B1 as shown in the left and right
figures in Figure 2. This means that the Aedes mosquito will become extinct in the wild, so threshold b2
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has guiding significance for releasing sterile Aedes mosquitoes. As long as release parameter is greater
than b2, wild Aedes mosquitoes will become extinct regardless of the initial value.
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Figure 2. The parameters are given in (2.6). The system (2.1) doesn’t have the positive
equilibria. The origin is also a saddle point. The phase plane is shown in the left figure. All
solutions approach B1 as shown in the figures.
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Figure 3. The parameters are given in (2.6). As shown in the left figure, when b < b1, the
system (2.1) has two boundary equilibria B3(6.291, 0) and B4(6.846, 0). As shown in the right
figure, the system (2.1) doesn’t have equilibria point located on the w-axis.

2.3.3. Example 3

The cases when b is greater than b2 and b is slightly less than b1 and have been simulated numerically
in the case above. Next, the cases for when b = 9.2 < b1 and b = 9.3 > b1 will be simulated in the left
and right figures of Figure 3, respectively. Numerical simulations show the conditions for the existence
of boundary equilibria.
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3. Constant release rate and weak Allee effect

In cases where a small mosquito population size may make finding a mate difficult, we assume the
existence of the weak Allee effect such that the mating rate is C(w+ g) = c0(w+ g)/(1+w+ g), where c0

is the maximum mating rate. Under these assumptions, which are still written as a after we have merged
c0 into the birth rate, the dynamics of mosquito interactions are governed by the following system,

dw
dt
=

aw
1 + w + g

(
1 −

w
K

)
w − µw − ξ1wz,

dg
dt
= b − µg,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz.

Similarly, let g =
b
µ

, and the following limit system can be obtained,


dw
dt
=

aw
1 + w + b

µ

(
1 −

w
K

)
w − µw − ξ1wz,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz.

(3.1)

3.1. Existence of equilibria

To begin, the system (3.1) has the origin O′(0, 0) as a trivial equilibrium. There exist boundary
equilibria B′1(0,K), B′2 (w3, 0), B′3(w4, 0), where

w3 =
aK − µK +

√
(aK − µK)2 − 4aK(µ + b)

2a
,

w4 =
aK − µK −

√
(aK − µK)2 − 4aK(µ + b)

2a
.

We then consider the positive equilibria of system (3.1), whose components satisfy the follow-
ing equations, 

aw
1 + w + b

µ

(
1 −

w
K

)
− µ − ξ1z = 0,

r
(
1 −

z
K

)
− ξ2w = 0.

This system of equations has two solutions,

E′1 =
(
w∗3,

(
1 −
ξ2w∗3

r

)
K
)
,

E′2 =
(
w∗4,

(
1 −
ξ2w∗4

r

)
K
)
,
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where

w∗3 =
bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK −

√
s1

2µ
(
ar − ξ1ξ2K2) ,

w∗4 =
bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK +

√
s1

2µ
(
ar − ξ1ξ2K2) ,

s1 = (bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK)2 − 4µrK(ξ1K + µ)(b + µ)(ar − ξ1ξ2K2).

We discuss positive equilibria, so let 1 − ξ2w∗/r > 0 and s1 > 0. It is apparent from s1 > 0 that
b < b3 or b > b4, where

b3 :=
µ
(
−rξ2

1ξ2K3 − ξ2
1ξ

2
2K3 − arξ1ξ2K2 − µrξ1ξ2K2 + 2ar2ξ1K + 2aµr2 − 2

√
s2

)
ξ2

1ξ
2
2K3

,

b4 :=
µ
(
−rξ2

1ξ2K3 − ξ2
1ξ

2
2K3 − arξ1ξ2K2 − µrξ1ξ2K2 + 2ar2ξ1K + 2aµr2 + 2

√
s2

)
ξ2

1ξ
2
2K3

,

s2 =ar2ξ3
1ξ

2
2K5 + aµr2ξ2

1ξ
2
2K4 − ar3ξ3

1ξ2K4 − a2r3ξ2
1ξ2K3 − 2aµr3ξ2

1ξ2K3 − a2µr3ξ1ξ2K2

+ a2r4ξ2
1K2 − aµ2r3ξ1ξ2K2 + 2a2µr4ξ1K + a2µ2r4.

It is apparent from 1 − ξ2w∗3/r > 0 that b > b5, where

b5 :=
arξ2K − µrξ2K − µξ2

2K − ar2

ξ2
2K

.

If ar − ξ1ξ2K2 < 0, bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK < 0, then the system (3.1) has a
positive equilibrium w∗3; when ar − ξ1ξ2K2 < 0, bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK > 0, then
the system (3.1) has a positive equilibrium w∗3; when ar − ξ1ξ2K2 > 0, bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 +

aµrK − µ2rK < 0, then the system (3.1) doesn’t have positive equilibria; when ar − ξ1ξ2K2 > 0,
bξ1ξ2K2 − µrξ1K2 + µξ1ξ2K2 + aµrK − µ2rK > 0, then the system (3.1) has two positive equilibria w∗3
and w∗4.

Define

b6 :=
µrξ1K − µξ1ξ2K − aµr + µ2r

ξ1ξ2K
.

Thus, we can summarize what we have proved as the following theorem.

Theorem 3.1. When b > b5, b < b3, and b > b4 satisfy one of them.

(i) If ar − ξ1ξ2K2 < 0, then the system (3.1) only has a positive equilibrium.
(ii) If ar − ξ1ξ2K2 > 0, when b > b6, the system (3.1) has two positive equilibria; when b < b6, the

system (3.1) doesn’t have the positive equilibria.

3.2. Stability of equilibria

The origin O′(0, 0) is a trivial equilibrium and the Jacobian matrices at O′ and B′1 are

JO′ =

(
−µ 0
0 r

)
,
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and

JB′1
=

(
−ξ1K − µ 0
−ξ2K −r

)
.

It is easy to see O′ is a saddle point and B′1 is a stable node.
Thus, the Jacobian matrices of system (3.1) at the boundary equilibrium B′2, B′3 are

JB′2
=

(
F1 −ξ1w3

0 G1

)
,

JB′3
=

(
F2 −ξ1w4

0 G2

)
,

where

F1 =
aµw3(−µw2

3 − 2(µ + b)w3 + µK + bK)

((1 + w3)µ + b)2 K
, G1 = r − ξ2w3, (3.2a)

and

F2 =
aµw4(−µw2

4 − 2(µ + b)w4 + µK + bK)

((1 + w4)µ + b)2 K
, G2 = r − ξ2w4. (3.2b)

If we plug
aw

(
1 − w

K

)
1 + w + b

µ

− µ = 0

back into (3.2a) and (3.2b), we obtain

F1 =
−

aµ
K w2

3 + µ
2 + µb

µw3 + µ + b
, F2 =

−
aµ
K w2

4 + µ
2 + µb

µw4 + µ + b
.

A routine computation gives rise to

G1 =
2ar − aξ2K + µξ2K + ξ2

√
(aK − µK)2

− 4aK(µ + b)

2a
,

G2 =
2ar − aξ2K + µξ2K − ξ2

√
(aK − µK)2

− 4aK(µ + b)

2a
,

and we obtain G1 > G2 > 0. Define

b7 :=
(a − µ)2 K − 4aµ

4a
.

If b < b7, then F1 < 0, F2 < 0, and it is easy to show that B′2, B′3 are both saddle points. If b > b7,
then F1 > 0, F2 > 0, and it is easy to show that B′2, B′3 are both unstable nodes.

To discuss the stability of the positive equilibria, the system (3.1) can be expressed as
dw
dt
= ξ1w ( f1(w) − z) ,

dz
dt
=

rz
K

( f2(w) − z) ,
(3.3)
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where

f1(w) =
aw

(
1 − w

K

)
ξ1

(
1 + w + b

µ

) − µ
ξ1
, f2(w) = K −

ξ2K
r

w.

It follows from

f ′1(w) =
aµ

((
−w2 − 2w + K

)
µ + (K − 2w)b

)
((w + 1)µ + b)2 ξ1K

, f ′′1 (w) = −
2aµ(b + µ)(µK + b + µ)
ξ1K (µw + b + µ)3 < 0,

that f1(w) is an upper convex function.
Let f ′1(w) = 0. We can get the maximum value point,

w0 =
−b − µ +

√
µbK + µ2K + b2 + 2µb + µ2

µ
.

If z1 = f1(w) and z2 = f2(w) intersect in the first quadrant, the maximum value of f1(w) must be
positive. Assuming that z1 = f1(w) and z2 = f2(w) have two intersections E′1 and E′2 in the first quadrant,
the first quadrant is divided into five regions, as shown in Figure 4. In regions III, IV, and V, dw

dt < 0, and
in regions I and II, dw

dt > 0. In regions II and III, dz
dt < 0, and in regions I, IV, and V, dz

dt > 0. It follows
that E′1 is a saddle point and E′2 is a stable node.

0 1 2 3 4 5 6 7 8 9 10
-2

0

2

4

6

8

10

E'
1

E'
2

z
1

z
2

equilibria

Figure 4. Given the parameters a = 10, µ = 0.3, b = 0.1, r = 0.6, ξ1 = 0.5, ξ2 = 0.05, K = 10,
the images of the functions f1(w) and f2(w) are shown in the figure. The intersection of z1 and
z2 is the equilibria of system (3.1).

Thus, we can summarize what we have proved as the following theorem.

Theorem 3.2. O′ is a saddle point and B′1 is a stable node.

(i) If b < b7, then B′2, B′3 are both saddle points. If b > b7, then F1 > 0, F2 > 0. Thus, B′2, B′3 are
unstable nodes.

(ii) If the system (3.1) has only one positive equilibrium, then it is a saddle point.
(iii) If the system (3.1) has two positive equilibria, then E′1 is a saddle point and E′2 is a stable node.
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3.3. Numerical simulations

3.3.1. Example 4

We use the following parameters in this example,

a = 2, r = 0.7, µ = 0.7, ξ1 = 0.376 4, ξ2 = 0.28, K = 10. (3.4)

ar − ξ1ξ2K2 = −9.1392 < 0 is satisfied. The threshold release values are b3 = −5.3240, b4 = −0.9838,
b5 = 1.3000, b6 = 0.4456. For b = 0.5 < b5, E′1 is the only positive equilibrium of system (3.1), which
is a saddle point. For b = 1.4 > b5, system (3.1) doesn’t have the positive equilibria. The dynamics are
shown in Figure 5.
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Figure 5. The parameters are given in (3.4). In the left and right figures, we show the existence
of positive equilibria when (i) of Theorem 3.1 is satisfied.

3.3.2. Example 5

In the left figure of this example, parameters are given as

a = 1.5, r = 2, µ = 0.5, ξ1 = 0.04, ξ2 = 0.34, K = 10. (3.5)

ar − ξ1ξ2K2 = 1.640 0 > 0 is satisfied. The threshold release values are b3 = 0.375 9, b4 = 21.721 0,
b5 = 0.192 0, b6 = −4.911 8. For b = 0.3 > b5 > b6, there exist two positive equilibria, E′1, which is a
saddle point, and E′2, which is a stable node.

In the right figure of this example, with the parameters

a = 2, r = 2, µ = 0.01, ξ1 = 0.3, ξ2 = 0.1, K = 10. (3.6)

ar − ξ1ξ2K2 = 1 > 0 is satisfied. The threshold release values are b3 = 0.001 6, b4 = 0.380 6,
b5 = −40.210 0, b6 = 0.005 73. For b = 0.001 5 < b3 < b6, the system (3.1) doesn’t have the
positive equilibria.
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Figure 6. As shown in the left figure, the parameters are given in (3.5). Solutions approach
either B′1(0, 10) or E′2(5.379, 0.854 9) depending on their initial values. As shown in the right
figure, the parameters are given in (3.6). Solutions approach B′1(0, 10).

4. An impulsive differential equation model

4.1. Model formulation

A constant policy was applied in recent field trials of mosquito suppression. During the mosquito
active months, a constant amount of sterile males were released in each control site at regular intervals,
about two or three times per week. Suppose that the release starts at time t = 0, and infected males of a
constant amount c are released after a constant waiting period T . Let Ti = iT , i = 0, 1, 2, · · · , then g(t) is
increased by c when t = Ti. Since infected mosquitoes are released at the adult stage where intraspecific
competition is much less than for larvae, we assume that g(t) decays exponentially and that the mortality
rate µ is the same as in wild mosquitoes. We improve model (2.1) or (3.1) to get the model of mosquito
population suppression under a constant release policy as follows,

dw
dt
=

aw
w + g

(w − m)
(
1 −

w
K

)
w − µw − ξ1wz,

dg
dt
= −µg,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz,

g(t) = 0, t ≤ 0; g(0+) = c; g(T+i ) = c + g(Ti), i = 1, 2, · · · ,

(4.1)

or 

dw
dt
=

aw
1 + w + g

(
1 −

w
K

)
w − µw − ξ1wz,

dg
dt
= −µg,

dz
dt
= rz

(
1 −

z
K

)
− ξ2wz,

g(t) = 0, t ≤ 0; g(0+) = c; g(T+i ) = c + g(Ti), i = 1, 2, · · · .

(4.2)
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In the last equality, g(T+i ) is understood as limt→T+i g(t), and g(Ti), not written as g(T−i ) for simplicity
of notation, is interpreted as limt→T−i g(t).

We can find the upper and lower bounds of g(t) in this system of impulse differential equations.

Theorem 4.1. Let (w(t), g(t), z(t)) be a solution of (4.1) or (4.2), then

lim
t→∞

inf g(t) =
c

eµT − 1
and lim

t→∞
sup g(t) =

c
1 − e−µT

. (4.3)

Proof. g(t) is continuously differentiable away from the jumping points Ti, and

g(t) = g
(
T+i

)
e−µ(t−Ti) in (Ti,Ti+1] .

This leads to the iteration formulas for the two sequences {g(Ti)} and {g(T+i )}

g (Ti+1) = g
(
T+i

)
e−µT =

[
c + g (Ti)

]
e−µT , g

(
T+i+1

)
= c + g

(
T+i

)
e−µT . (4.4)

Evidently, g(T1) > g(T0) = 0, and g(T+1 ) = c + g(T1) > c = g(T+0 ). In general, if g(Tk+1) > g(Tk) for
an integer k ≥ 0, then

g (Tk+2) =
[
c + g (Tk+1)

]
e−µT >

[
c + g (Tk)

]
e−µT = g (Tk+1) .

By induction, it is easy to see that the sequence {g(Ti)} is strictly increasing. The same can be proven
by similar induction for the sequence {g(T+i )}. Next, we will prove

g (Ti) <
c

eµT − 1
and g

(
T+i

)
<

c
1 − e−µT

. (4.5)

Both inequalities in (4.5) are apparently correct when i = 0. Assuming that the first one holds for
i = k ≥ 0, from the first equality in (4.4), it can be seen that

g (Tk+1) = (c + g (Tk)) e−µT <
(
c +

c
eµT − 1

)
e−µT =

c
eµT − 1

.

The first inequality in Eq (4.5) was verified through induction. The second inequality can be proved
in a similar way. Thus, the two sequences {g(Ti)} and {g(T+i )} converge, and by (4.4) we find

lim
i→∞

g (Ti) =
c

eµT − 1
and lim

i→∞
g
(
T+i

)
=

c
1 − e−µT

. (4.6)

Because g(t) decreases strictly in (Ti,Ti+1], we see that g(t) approaches its upper limit along the
sequence {g(T+i )} and its lower limit along {g(Ti)}. Thus, (4.6) implies (4.3).

Further, we can obtain the following theorem.

Theorem 4.2. System (4.1) or system (4.2) has a unique periodic solution g̃(t) with period T , where

g̃(t) =
ce−µ(t−Ti)

1 − e−µT
, in (Ti,Ti+1] ,

and g̃(t) is globally asymptotically stable.
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Proof. According to Theorem 4.1 and Lemma 3.3 in [34], it follows that

g̃(t) =
ce−µ(t−Ti)

1 − e−µT
, in (Ti,Ti+1] .

Integrating the second equation of (4.1) or (4.2), we obtain

g(t) = g
(
T+i

)
e−µ(t−Ti). (4.7)

In fact, we can deduce the following stroboscopic map of (4.7):

g
(
T+i+1

)
= g

(
T+i

)
e−µT + c. (4.8)

(4.8) has a unique positive equilibrium

g∗ =
c

1 − e−µT
.

Using iterative technique on (4.8), we obtain

g
(
T+i

)
= c(1 + e−µT + · · · + e−µTi−1) =

c(1 − e−µTi)
1 − e−µT

.

Thus, limi→∞ g
(
T+i

)
= g∗, so g̃(t) is globally asymptotically stable.

4.2. Numerical simulations

4.2.1. Example 6

In mosquito control, it is more desirable to suppress wild populations to low levels for a short period
of time to interrupt the spread of mosquito-borne diseases. As shown in the left figure of Figure 7, we
assume (2.6) again and that the males are released twice in 5 days (T = 2.5), each releasing the amount
c = 12.3. Aedes with strong Allee effect is controlled within 5 weeks. As shown in the right figure
of Figure 7, parameters are given as (3.5) and the males are released twice in 5 days (T = 2.5), each
releasing the amount c = 1.35. Aedes with weak Allee effect is controlled within 5 weeks. Because
of the extinction of Aedes, the population of Anopheles will approach the environmental capacity at a
rapid rate.
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Figure 7. Wild Aedes mosquito populations are suppressed within 5 weeks.
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4.2.2. Example 7

We hold the constant waiting period T = 2.5, and the releasing amount c becomes 11, 11.6, and 11.9,
respectively. The wild Aedes populations with strong Allee effect are shown in the left figure of Figure 8.
Numerical simulations show that the amount of release affects how quickly mosquito populations are
suppressed. The wild Aedes population curves almost overlap in the first ten days. When the releasing
amount is c = 12.9, it takes 25 days to suppress Aedes populations. When the releasing amount is
c = 12.6, it takes 28 days. When the releasing amount is c = 12, it is hard to suppress wild Aedes
populations. Similarly, we also hold the constant waiting period T = 2.5, and the releasing amount c
becomes 1.05, 1.65, and 1.95, respectively. The wild Aedes population with weak Allee effect is shown
in the right figure of Figure 8. When the releasing amount is c = 1.95, it takes 21 days to suppress Aedes
populations. When the releasing amount is c = 1.65, it takes 25 days. When the releasing amount is
c = 1.05, it takes 80 days.
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Figure 8. The wild Aedes aegypti populations with strong Allee effect at the same release
period with different releasing amounts are shown in the left figure, and those with weak Allee
effect are shown in the right.

4.2.3. Example 8

In this example, we hold the releasing amount c = 12.3, and the constant waiting period T becomes
1.5, 2, 2.5, 3, respectively. The wild Aedes populations with strong Allee effect are shown in the left
figure of Figure 9. Numerical simulations show that the length of the constant waiting period affects
how quickly mosquito populations are suppressed. When the constant waiting period is T = 1.5, it
takes 12 days to suppress Aedes populations. When the constant waiting period is T = 2, it takes 15
days. When the constant waiting period is T = 3, it is hard to suppress wild Aedes populations. The
wild Aedes population with weak Allee is shown in the right figure of Figure 9. When the constant
waiting period is T = 1.5, it takes 18 days to suppress Aedes populations. When the constant waiting
period is T = 2, it takes 24 days. When the constant waiting period is T = 3, it takes 60 days.
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Figure 9. The wild Aedes aegypti populations with strong Allee effect at the different release
period with same releasing amounts are shown in the left figure, and those with weak Allee
effect are shown in the right.

5. Discussion

The SIT is used to reduce or eradicate wild mosquitoes that transmit mosquito-borne diseases.
Nevertheless, understanding and evaluating the impact of releasing sterile mosquitoes into the field is
highly challenging due to the intricate dynamics between wild and sterile mosquitoes. In order to gain
a deeper understanding of these complex interaction dynamics and to offer valuable guidance for the
development of effective release strategies for sterile mosquitoes, we have taken into account the Allee
effect and competition between Aedes aegypti and Anopheles mosquitoes.

We investigated the existence and stability of all potential equilibria within the system (2.1). Addi-
tionally, we established two specific threshold release values for the system (2.1), which led to variations
in the number of equilibria depending on whether the release parameter was above, equal to, or below
one of these thresholds. We further showed that for system (2.1), if the smaller threshold was exceeded,
all solutions approach globally boundary equilibrium where the wild Aedes mosquito component was
equal to zero. On the other hand, if the smaller threshold was not reached and the boundary equilibrium
was still locally asymptotically stable, then there were two positive equilibria, one of which was a saddle
point and the other was an asymptotically stable node. We also studied the existence and stability of all
potential equilibria in system (3.1). In addition, we defined seven specific thresholds for the system (3.1)
that led to changes in the number of equilibria and stability of equilibria.

For systems (4.1) and (4.2), we considered a model with impulsive releases of sterile mosquitoes, i.e.,
c sterile mosquitoes released at intervals T , and gave upper and lower bounds on the number of sterile
mosquito populations. The relationship between different releases and the number of days required to
suppress the population was also shown through numerical simulations. When the wild Aedes mosquito
population approaches zero, the number of sterile mosquitoes is positive, meaning that even if wild
mosquitoes become extinct, there are still sterile mosquitoes in system. This is not surprising, as sterile
mosquitoes are constantly being released regardless of whether the wild mosquito population is high or
low. From an economic point of view, this is clearly not the best strategy. It is hoped that better release
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methods will be available in the future to minimize economic losses.
While these findings seem exciting and promising, there is still more to be done with our research. We

provide for systems (2.1) and (3.1) analyses of the interaction dynamics of wild and sterile mosquitoes
in the specific case where wild and released Aedes aegypti have the same mortality rate. However, if
their mortality rates differ, the dynamics could be very different and this needs to be explored. All these
tasks are being carried out or planned in our other projects.
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