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Abstract: Long non-coding RNA (lncRNA) is considered to be a crucial regulator involved in vari-
ous human biological processes, including the regulation of tumor immune checkpoint proteins. It has
great potential as both a cancer biomolecular biomarker and therapeutic target. Nevertheless, conven-
tional biological experimental techniques are both resource-intensive and laborious, making it essential
to develop an accurate and efficient computational method to facilitate the discovery of potential links
between lncRNAs and diseases. In this study, we proposedHRGCNLDA, a computational approach uti-
lizing hierarchical refinement of graph convolutional neural networks for forecasting lncRNA-disease
potential associations. This approach effectively addresses the over-smoothing problem that arises from
stacking multiple layers of graph convolutional neural networks. Specifically, HRGCNLDA enhances
the layer representation during message propagation and node updates, thereby amplifying the contri-
bution of hidden layers that resemble the ego layer while reducing discrepancies. The results of the
experiments showed that HRGCNLDA achieved the highest AUC-ROC (area under the receiver oper-
ating characteristic curve, AUC for short) and AUC-PR (area under the precision versus recall curve,
AUPR for short) values compared to other methods. Finally, to further demonstrate the reliability and
efficacy of our approach, we performed case studies on the case of three prevalent human diseases,
namely, breast cancer, lung cancer and gastric cancer.
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1. Introduction

LncRNAs are RNA transcripts that typically exceed 200 nucleotides in length and generally do not
serve as templates for protein or peptide synthesis. Instead, they execute diverse biological functions
through the modulation of gene expression and activity, spanning the transcriptional, translational, and
post-translational dimensions [1]. According to recent research, approximately 74.7% of genes within
the human genome are involved in transcription processes, yet only around 1.5% of these genes are
responsible for encoding proteins [2]. In recent years, functional genomics research has discovered nu-
merous lncRNAs, with lncRNAs often emerging as the principal regulators of gene expression. LncR-
NAs are also directly related to the modulation of transcription factors, including lncRNA NFAT, a
calcium-sensitive nuclear factor that activates T cells, and the fly homolog Ultrabithorax gene (Ubx) [3].
LncRNA LUCAT1, by regulating microRNA-7-5p and reducing its expression level, is considered a
latent cancer treatment biological marker for breast cancer [4]. Hence, the identification of potential
lncRNA-disease links aids in identifying the exact function of lncRNAs and gains insights into the
potential disease mechanisms at the molecular level of lncRNAs.

As high-throughput sequencing technology advances rapidly and multiple disease databases are be-
ing established, a large amount of biological information has been generated, and mining the potential
value of biological big data is of great importance to the field of intelligent medicine [5–7]. Researchers
have developed a keen interest in various biological problems, such as inference of gene regulatory
networks [8, 9], identification of biological entity-associated non-coding RNAs (CircRNA [10, 11],
lncRNA [12, 13], micro-RNA, miRNA for short [14–19], etc.), and the discovery of potential targets
for drugs [20]. The generation of large amounts of lncRNA sequence information and semantic infor-
mation of diseases has made it possible to comprehensively analyze the development of diseases at the
molecular level of lncRNAs. Thus, more and more researchers are devoting themselves to predicting
potential associations between lncRNAs and diseases (for example, cancer, COVID-19, etc. [21, 22])
and have created many databases to document known associations between lncRNAs and diseases vali-
dated through experiments, such as the LncRNADisease [23] and Lnc2Cancer [24] databases. Among
them, the LncRNADisease v2.0 collects and collates approximately 205, 959 experimentally supported
lncRNA-disease association entries, including 529 diseases and 19, 166 lncRNAs. The Lnc2Cancer
v3.0 records 9254 known lncRNA-cancer associations by reviewing more than 1500 published papers
associations, including 2659 human lncRNAs and 216 human cancer subtypes. Although some new
lncRNA-disease known associations have been added to the newly released databases, a large number
of potential lncRNA-disease associations remain undiscovered. However, traditional biological exper-
imental methods are not only costly but also time consuming when it comes to uncovering potential
lncRNA-disease associations, and, hence, it becomes crucial to create computational models that are
both effective and efficient in predicting potential lncRNA-disease associations [25–27].

In recent years, some researchers have developed many methods for predicting lncRNA-disease
associations, aimed at identifying lncRNAs linked to specific diseases [28–30]. These methods encom-
pass machine learning approaches such as Bayes, which is defined as the probability estimation of a
relationship given prior information [31, 32], support vector machine, which is a supervised machine
learning method for binary classification [33], matrix decomposition and completion methods, network
propagation techniques, and deep learning strategies [34]. Among them, the utilization of graph neural
networks (GNN) for predicting lncRNA-disease correlations has garnered growing interest [35]. For
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instance, Xuan et al. [36] introduced a computational model, called GCNLDA, which utilized graph
convolutional neural networks (GCN) and convolutional neural networks (CNNs–the training of CNNs
was proved to be faster than long-short term memory [37]) for capturing both global and local repre-
sentations illustrating the associations between lncRNAs and diseases. Considering the complexity of
the GCNLDA framework and the large number of parameters that need to be adjusted, Wu et al. [38]
proposed an approach that utilized graph auto-encoders (GAE) in combination with random forest (RF)
to identify disease-related lncRNAs. The method employs GAE to learn vectors that represent the low-
dimensional features of nodes extracted from the network, thereby reducing the dimensionality and
heterogeneity of biological data. Sheng et al. [39] encompassed both consistent and diverse data within
the lncRNA-miRNA-disease network. They proposed an auto-encoder model based on a multichannel
graph attention network (GAT) for capturing a wide spectrum of nuanced insights from complex graphs,
inter-graphs, and intra-graphs pertaining lncRNA and disease nodes. Ultimately, an RF classifier was
employed to forecast plausible associations between lncRNAs and diseases.

The GCN-based approach represents a computational model tailored for graph data, proficient in
extracting node feature details, consolidating information from adjacent nodes, and leveraging the net-
work’s topological structure [40, 41]. However, these types of models are prone to over-smoothing
when too many stacked network layers are used, resulting in a degradation of model prediction perfor-
mance. Within this paper, we introduce a computational model, namely, the hierarchical refinement
graph convolutional neural network (HRGCNLDA), shown in Figure 1, for predicting associations be-
tween long non-coding RNAs and diseases. This model enhances the contribution of each layer to the
final feature embedding of a node by determining the weight coefficient of the current layer through
cosine similarity calculation with respect to the ego layer. In brief, the implementation of the model
can be divided into four steps as follows:

• Apply affine transformations to the initial attributes related to lncRNAs and diseases to align their
initial feature dimensions.

• Refine the aggregated feature embeddings for each layer by applying hierarchical refinement-
based GCN.

• Select the appropriate READOUT function to aggregate the feature embedding of all layers of the
node to obtain the final node feature representation.

• Calculate the predicted association score for each lncRNA-disease pair.

Our contributions are listed below:

• To the best of our knowledge, we are the first to apply GCNs with hierarchical refinement mech-
anisms to predict disease-associated lncRNAs.

• We compared our model with multiple other methods and verified the superiority of our
model’s performance.

• We validated the model on large and small datasets, respectively. Ablation experiments were also
performed to verify the effectiveness of the hierarchical refinement mechanism.
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2. Materials and methods

2.1. Dataset

In this research, the dataset1 employed was originated in a prior study conducted by Fu et al. [42],
which aimed to predict lncRNA-disease associations. This dataset comprises 240 lncRNAs, 405 dis-
eases and 495 miRNAs, along with 2687 known lncRNA-disease associations that have been vali-
dated in LncRNADisease, Lnc2Cancer, and GeneRIF [43] databases. In addition, the dataset1 also
includes 13,559 known miRNA-disaese associations from the HDMM and 1002 miRNA-lncRNA in-
teractions from the starBase [44]. The dataset2 was from Lan et al. [45]. After data processing,
the dataset included 573 lncRNAs, 46 diseases and 526 miRNAs. The dataset3 was obtained from
Guo et al. [46], which contains 769 lncRNAs, 2062 diseases, and 1023 miRNAs. The details are
shown in Table 1 (LDA–lncRNA-disease known associations, MDA–miRNA-disease known associa-
tions, LMI–lncRNA-miRNA known interactions).

Table 1. The details of the used datasets.

Datasets lncRNAs diseases miRNAs LDA MDA LMI

dataset1 240 405 495 2687 13,559 1002

dataset2 573 46 526 1013 660 308

dataset3 769 2062 1023 1264 16,427 8374

2.1.1. Semantic similarity of diseases

Diseases’ semantic similarity is determined by utilizing directed acyclic graphs (DAGs) related to
diseases in the MeSH database according to Wang’s method [47]. The calculation of semantic simi-
larity between two diseases is performed by taking diseases A and B as examples. The DAG of A is
represented as DAGA = (A,TA, EA), with TA representing the set of all ancestral nodes of A, including
node A, while EA encompasses the edges connecting these nodes. The contribution of disease d to A
within DAGA is characterized by its D value concerning A, which is symbolized as DA (d), as shown
in Eq (2.1). DA (d) = 1, if d = A;

DA (d) = max [∆ ∗ DA (d′) | d′ ∈ d] , otherwise,
(2.1)

where ∆ is the semantic contribution factor of the edge EA that connects disease d to its child d
′ . Based

on the above formula, the representation of the semantic value for A is expressed as S V (A).

S V (A) =
∑
d∈TA

DA (d) . (2.2)

Assuming that diseases sharing significant portions of the DAG are more likely to demonstrate
heightened semantic similarity, we use the relative positions of the two diseases’ DAG in the MeSH
database to measure the semantic similarity between them, and the calculation formula is defined as:

DS S (A, B) =
∑

d∈TA∩TB
(DA(d) + DB(d))

S V(A) + S V(B)
. (2.3)
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2.1.2. Functional similarity of lncRNAs

Within this study, we have employed an approach akin to the LFSCM model introduced by
Chen et al. [48] to calculate lncRNAs’ functional similarity. First, disease semantic similarity is de-
termined through the utilization of both disease DAGs and disease MeSH descriptors. Second, the
calculation of miRNA functional similarity relies on the interplay between disease semantic similarity
and disease-miRNA associations. In conclusion, the lncRNA’s functional similarity is determined by
considering miRNA functional similarity and lncRNA-miRNA interaction, and we use LFS to repre-
sent the matrix of function similarity for lncRNAs.

2.1.3. GIP similarity of diseases and lncRNAs

GIP (gaussian interaction profile) similarity takes full account of the graph’s topological structure
information, and the approach assumes that diseases with similar characteristics are inclined to be as-
sociated with lncRNAs that have related functions and vice versa [49]. We consider I(d(u)) as the
representation of disease d(u)’s interaction profile with all lncRNAs, which aligns with the uth column
in the lncRNA-disease correlation matrix LD. As for d(u) and d(v), the GIP similarity matrix KD is
formulated as:

KD(d(u), d(v)) = exp
(
−αd∥I(d(u)) − I(d(v))∥2

)
, (2.4)

where the parameter αd is utilized to fine-tune the kernel bandwidth, and it is derived by normalizing
the original parameter α′d with the following equation:

αd = α
′
d/

 1
nd

nd∑
i=1

∥I(d(i))∥2
 . (2.5)

Likewise, we calculate the GIP similarity matrix KL of lncRNAs using the ensuing expressions:

KL(l(u), l(v)) = exp
(
−αl∥I(l(u)) − I(l(v))∥2

)
, (2.6)

αl = α
′
l/

 1
nl

nl∑
j=1

∥I(l( j))∥2
 . (2.7)

Here, the vector I(l(u)) (or I(l(v))) is the uth row (vth row) in the lncRNA-disease association matrix LD.

2.1.4. Fusion of similarity

We first standardize the various similarity matrices so that they have the same absolute scale [50],
then the fusion similaritymatrices for lncRNA,miRNA, and disease are represented using the adjacency
matrices: S ML ∈ R(nl×nl), S MM ∈ R(nm×nm), and S MD ∈ R(nd×nd), respectively. The lncRNA similarity
fusion strategy is as follows:

S MLi, j =

LFS i, j, if LFS i, j , 0;
KLi, j, others,

(2.8)

where LFS denotes the lncRNA functional similarity matrix.
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Analogously, the strategy for merging disease similarity is as outlined below:

S MDi, j =

DS S i, j, if DS S i, j , 0;
KDi, j, others ,

(2.9)

where DS S denotes the semantic similarity matrix of the disease.

2.2. Methods

We useGl = (L,D, Eld) to denote the known associations graph of the lncRNA-disease. The notation
used here includes sets and edges, with L denoting the set of nodes containing nl lncRNAs

{
l1, l2, . . . , lnl

}
,

D representing the set of nodes containing nd diseases
{
d1, d2, . . . , dnd

}
, and Eld denoting the set of

edges corresponding to lncRNA-disease interactions
{(

li, d j

)}
. Similarly, we use Gm = (M,D, Emd)

and Glm = (L,M, Elm) to denote the miRNA-disease known associations graph and lncRNA-miRNA
known interactions graph, respectively. Their associations can be represented by the adjacencymatrices
LD ∈ Rnl×nd , MD ∈ Rnm×nd and LM ∈ Rnl×nm , respectively. If a connection exists between nodes of
two distinct types, the element value at the corresponding position in the adjacency matrix is set to 1,
otherwise, it is set to 0. We then integrate disease semantic similarity, lncRNA functional similarity, and
GIP kernel similarity between diseases and lncRNAs as feature representations of corresponding nodes.

2.2.1. Construction of heterogeneous network graph

The incorporation of heterogeneous information attributes for lncRNAs and diseases effectively en-
hances the model’s accuracy. Based on the previously mentioned association matrices LD, MD, and
LM, alongwith the calculated similarity matrices S ML, S MM and S MD, we construct a heterogeneous
network encompassing lncRNA, miRNA and disease, comprising three distinct node types (lncRNA,
miRNA and disease) and two categories of connections (edges connecting homologous nodes and edges
linking heterogeneous nodes). We use Glmd to represent the graph structure of this heterogeneous net-
work, and the adjacency matrix A of Glmd can be expressed as:

A =


S ML LD LM
LDT S MD MDT

LMT MD S MM

 , (2.10)

where LDT , LMT , and MDT denote the transpose of LD, LM, and MD matrices, respectively.

2.2.2. Traditional GCN

The concept of GCN was introduced in 2017 by Kipf et al. [51]. It is a deep learning model tailored
for graph data, capable of acquiring lncRNA and disease node representations by leveraging informa-
tion from the graph structure data [52]. The embedding for the (l + 1)th layer, denoted as X(l+1), is
expressed as follows:

X(l+1) = σ(ÃXlW l), (2.11)

Ã = D̃1/2(A + E)D̃1/2, (2.12)

where σ(·) is a nonlinear activation function. E is a homotopy unity matrix to the adjacency matrix A.
D̃ stands as the degree matrix for (A + E). Ã is called the regularization matrix of A.
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The existing GCN-based models for predicting lncRNA-disease associations acquire the ultimate
node embeddings through message passing and aggregation at each layer of CNN, and then solve the
downstream association prediction tasks based on the final nodes embedding.

2.2.3. Hierarchical refinement-based GCN

Although the lncRNA-disease association prediction methods based on traditional GCN can achieve
certain results, it faces many problems. For example, the learned node features are not accurate
enough and relatively simple, and when the number of network layers is stacked more, it leads to
over-smoothing of the model [53]. Therefore, we introduce an association prediction model between
lncRNAs and diseases based on HRGCNLDA. The details of HRGCNLDA are as follows:

Figure 1. flowchart of HRGCNLDA. Step 1. Apply affine transformations to the initial
attributes related to lncRNAs and diseases to align their initial feature dimensions; Step 2.
Refine the aggregated feature embeddings for each layer by applying HRGCNLDA; Step 3.
Select the appropriate READOUT function; Step 4. Calculate the predicted association score.

2.2.4. Step1: Generate ego embeddings using an affine transformation

Due to the disparity in the counts of nodes for lncRNA, diseases and miRNAs, the dimensionality
of node features is also different. Therefore, we align the nodes feature dimension of lncRNA, disease,
and miRNA and construct ego embeddings. The affine transformation formula is given by:

X0
l = S ML ·W1 + b1,

X0
d = S MD ·W2 + b2,

X0
m = S MM ·W3 + b3,

(2.13)
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where (·) denotes matrix multiplication, W1 ∈ Rnl×d, W2 ∈ Rnd×d, and W3 ∈ Rnm×d are trainable weight
matrices, d is the affine transformed dimension, and b1, b2, and b3 are trainable bias parameters.

Eventually, the ego embeddings X0 ∈ R(nl+nd+nm)×d used for training are constructed.

X0 =
[
X0

l ; X0
d ; X0

m

]
. (2.14)

In the ego embeddings, not only are the lncRNA and disease nodes’ attributes included, but we
also add the node feature of miRNA that is closely related to lncRNA and disease. This operation
makes our node feature information richer and also enables our model to learn more complex fea-
ture representations.

2.2.5. Step2: Hierarchical refinement of aggregated feature embedding

As traditional GCNs suffer from over-smoothing when stacking more network layers,
Chen et al. [54] mitigated this phenomenon by simulating a jump connection in ResNet that combines
the smoothed feature embedding in the (l + 1)th layer with the feature embedding in the ego layer.
Inspired by this, we propose a hierarchical refinement of GCN that can dynamically extract feature in-
formation of nodes from the ego layer during the message propagation phase. The message propagation
equation is defined as:

X(l+1) = ÃXlW, (2.15)

c(l+1) = S im(X(l+1), X0), (2.16)

X(l+1) = (c(l+1) + ε)Xl+1, (2.17)

where X(l+1) denotes the feature embedding at (l + 1)th layer, S im(·) denotes the similarity function,
c(l+1) ∈ Rnl+nd+nm denotes the cosine similarity vector between the feature embedding at (l + 1)th layer
and the feature embedding at the ego layer, and ε is a very small, isotype vector with c(l+1), in order to
prevent c(l+1) from being a 0 vector.

In this process, we use the similarity vector between the feature embedding of the (l+1)th layer and
the ego layer as the weight of the contribution of the (l+1)th layer to the final feature embedding. This
amplifies the contribution of layers that are more similar to the ego layer and shrinks the contribution
of the more different.

2.2.6. Step3: Select the READOUT function

The contribution of each hidden layer to the final feature embeddings has been taken into account by
incorporating ego embeddings in our calculations. Consequently, the computation of the final feature
embedding excludes consideration of the ego layer, which is defined as follows:

X = READOUT (Xl, X2, . . . , XL), (2.18)

where READOUT (·) indicates the average aggregation function and L means the total number of layers.

2.2.7. Step4: Predict lncRNA-disease pair association scores

In the previous step, we obtain the final nodal feature embedding X, which contains all the nodes.
We extract only the feature embeddings Xl and Xd for lncRNA and disease. Finally, the predicted
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association score matrix for the lncRNA-disease pair is given by:

Predscore = Xl · XT
d , (2.19)

where XT
d denotes the transpose of Xd and (·) represents the matrix multiplication.

3. Results and discussion

In this section, five-fold cross-validation (5-CV) is applied to assess the effectiveness of HRGC-
NLDA regarding the potential relationships between lncRNA-disease pairs. We compare HRGCNLDA
with other methods on some metrics and also implement ablation experiments to confirm the effective-
ness of hierarchical refinement. Finally, case studies further validate the model’s reliability.

3.1. Performance evaluation

To validate the accuracy of the HRGCNLDA model in the association prediction task, we imple-
ment the 5-CV experiment on the model. The results are shown in Figures 2–4. Concretely, all known
positive instances and an equivalent quantity of randomly chosen nonpositive instances are randomly
divided into five groups. One of these groups is reserved for testing, while the four others are allocated
for the training phase. To enhance the accuracy and reduce HRGCNLDA’s computational complex-
ity, we repeat 400 epochs for each fold experiment and set the network with 4 layers. Based on this
experimental setup, the accuracy of HRGCNLDA was evaluated on six metrics: AUC, accuracy, preci-
sion, recall, F1-score, and AUPR, respectively. The corresponding values are 0.9287, 0.8409, 0.8239,
0.8693, 0.8453 and 0.9333; 0.8854, 0.7769, 0.7270, 0.8924, 0.7999, and 0.8841 and 0.9708, 0.9181,
0.9246, 0.9114, 0.9174, and 0.9679 on dataset 1, dataset 2 and dataset 3, respectively, which illustrate
the accuracy of HRGCNLDA on prediction task (see Tables 2–4).

Figure 2. Performance of HRGCNLDA in lncRNA-disease associations prediction under
5-CV on dataset1.
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Figure 3. Performance of HRGCNLDA in lncRNA-disease associations prediction under
5-CV on dataset2.

Figure 4. Performance of HRGCNLDA in lncRNA-disease associations prediction under
5-CV on dataset3.

Table 2. Comparison of method performances assessed using 5-CV on dataset1.
models AUC Accuracy Precision Recall F1-score AUPR
HRGCNLDA 0.9287 0.8409 0.8239 0.8693 0.8453 0.9333
KATZLDA 0.9047 0.8524 0.9517 0.1208 0.2136 0.8080
SIMCLDA 0.9073 0.7551 0.7005 0.9611 0.8104 0.9008
DMFLDA 0.8222 0.8141 0.8634 0.7460 0.8003 0.8878
GAMCLDA 0.9112 0.3915 0.3915 0.9132 0.5553 0.8096
IPCARFLDA 0.9067 0.7912 0.8946 0.6602 0.7596 0.9028

* Bolded values are the highest values, and the same applies to the following.

Table 3. Comparison of method performances assessed using 5-CV on dataset2.
models AUC Accuracy Precision Recall F1-score AUPR
HRGCNLDA 0.8854 0.7769 0.7270 0.8924 0.7999 0.8841
KATZLDA 0.6805 0.8705 0.9844 0.2265 0.3669 0.5758
SIMCLDA 0.8423 0.7305 0.8542 0.5558 0.8403 0.8403
DMFLDA 0.6838 0.7700 0.7606 0.7868 0.7729 0.8122
GAMCLDA 0.8730 0.4592 0.8749 0.4592 0.5898 0.7681
IPCARFLDA 0.7412 0.6757 0.8194 0.4522 0.5818 0.7434
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4824

Table 4. Comparison of method performances assessed using 5-CV on dataset3.
models AUC Accuracy Precision Recall F1-score AUPR
HRGCNLDA 0.9708 0.9181 0.9246 0.9114 0.9174 0.9679
KATZLDA 0.7372 0.8585 0.9674 0.1555 0.2677 0.8350
SIMCLDA 0.6605 0.6218 0.5803 0.8806 0.6995 0.7774
DMFLDA 0.5528 0.5012 0.6000 0.0024 0.0048 0.7506
GAMCLDA 0.8850 0.8299 0.8299 0.8892 0.8231 0.8979
IPCARFLDA 0.9305 0.8275 0.8785 0.7603 0.8139 0.8811

3.2. Comparison with other methods

For a further evaluation of HRGCNLDA’s accuracy when predicting potential associations between
lncRNAs and diseases, we also perform contrast experiments on five new methods, which are KAT-
ZLDA [55], SIMCLDA [56], GAMCLDA [57], DMFLDA [58] and IPCARF [59]. The central ideas
and characteristics of the contrast methods are summarized as follows:

• KATZLDA: The lncRNA-disease associations were predicted using the KATZmetric, which aims
to predict associations between diseases and lncRNAs, particularly in cases where there are no
previously established associations. However, the KATZ metric exhibits limitations in terms of
prediction accuracy.

• SIMCLDA: Initially, it employs principal component analysis to extract distinct principal feature
vectors for both lncRNAs and diseases. Subsequently, when dealing with a new lncRNA or dis-
ease, it utilizes its neighbors’ interaction profiles instead. Finally, inductive matrix completion is
employed for predicting lncRNA-disease associations.

• GAMCLDA: For learning the latent feature vectors for both lncRNAs and diseases, the method
initially employs a GCN for capturing local graph structures and node attributes. Utilized as a
decoder, the dot product of feature vectors for lncRNAs and diseases reconstructs the association
matrix of lncRNA and diseases.

• DMFLDA: The model utilizes a sequence of nonlinear hidden layers to acquire potential feature
representations of nodes for lncRNAs and diseases, and is therefore capable of learning more
complex, nonlinear connections between nodes.

• IPCARF: The prediction of lncRNA-disease associations is achieved by a synergistic combination
of incremental principal component analysis and the RF algorithm.

Figure 5. Performance comparison of HRGCNLDA and alternative methods for predicting
lncRNA-disease associations under 5-CV on dataset1.
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Figure 6. Performance comparison of HRGCNLDA and alternative methods for predicting
lncRNA-disease associations under 5-CV on dataset2.

Figure 7. Performance comparison of HRGCNLDA and alternative methods for predicting
lncRNA-disease associations under 5-CV on dataset3.

The experimental results on the 5-CV indicate that HRGCNLDA exhibits the best performance (see
Figures 5–7).

3.3. Ablation experiment

To verify the efficiency of HRGCNLDA, we execute an ablation experiment by removing the hier-
archical refinement component of HRGCNLDA and keeping other experimental settings unchanged.
The final AUC obtained is 0.8691 and the AUPR is 0.8298. Compared with HRGCNLDA, the AUC
and AUPR are reduced by 0.0596 and 0.1035, respectively (see Figure 8), and this experimental result
further proves that the hierarchical refinement mechanism effectively improves the prediction accuracy
by refining the layer embedding. In addition, we excluded the relevant miRNA information and con-
ducted experiments (see Figure 9 and Table 5). The experimental results indicate that the enhancement
of predictive performance by miRNA is of significant importance.

Figure 8. Performance comparison of ablation experiments and HRGCNLDA on dataset1.
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Figure 9. Performance of HRGCNLDA in lncRNA-disease associations prediction under
5-CV on dataset1 (without miRNA).

Table 5. Comparison of method performances assessed using 5-CV on dataset1.

models AUC Accuracy Precision Recall F1-score AUPR

HRGCNLDA 0.9287 0.8409 0.8239 0.8693 0.8453 0.9333

without miRNA 0.8929 0.8122 0.7852 0.8647 0.8223 0.9099

3.4. Effect of number of layers

We maintain consistent values for other parameters in a 5-CV setup and discuss how the count of
layers influences the predictive result of the HRGCNLDA model. To be specific, we configure the
layer count at 2, 3, 4 and 5, and the results are depicted in Figure 10. As illustrated in the figure, the
model’s AUC and AUPR values exhibit a rise in correspondence with the increment in the number of
layers and reach the maximum at layers = 4, and then start to decrease. Therefore, we finally set the
number of layers to 4.

Figure 10. AUC and AUPR values for different layers on dataset1.

3.5. Case studies

To thoroughly assess the HRGCNLDAmodel’s efficacy in predicting novel disease-associated lncR-
NAs, we conduct a case study on three prevalent and significant human diseases, namely, breast cancer,
lung cancer and gastric cancer.
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To be precise, we extract all positive samples (2687 known associations) from the association matrix
of lncRNA-disease and randomly select a balanced set of nonpositive samples, then construct a training
dataset for HRGCNLDA model training and finally predict the latent associations between lncRNAs
and diseases to obtain the prediction score matrix. We screen the top 10 lncRNAs from the prediction
score matrix for potential associations with specific diseases and identify the confirmed associations
by retrieving them from published literature or publicly available databases (see Table 6).

Table 6. HRGCNLDA identified the top 10 novel lncRNAs related to breast cancer, lung
cancer and gastric cancer.

Breast cancer Lung cancer Gastric cancer

lncRNA evidence lncRNA evidence lncRNA evidence

MIR17HG PMID: 36943627 TUSC7 LncRNADisease v2.0 MALAT1 LncRNADisease v2.0

BANCR Lnc2cancer v3.0 HOTTIP LncRNADisease v2.0 XIST LncRNADisease v2.0

SNHG1 Lnc2cancer v3.0 PCA3 PMID: 32388776 AFAP1-AS1 LncRNADisease v2.0

TUSC7 PMID: 35296964 SCHLAP1 Unconfirmed NEAT1 LncRNADisease v2.0

PCA3 Unconfirmed KCNQ1OT1 LncRNADisease v2.0 HOTTIP LncRNADisease v2.0

HYMAI Unconfirmed TP53COR1 LncRNADisease v2.0 PCA3 Unconfirmed

CASC2 LncRNADisease v2.0 PRNCR1 Lnc2cancer v3.0 BCYRN1 LncRNADisease v2.0

PRNCR1 Lnc2cancer v3.0 ZEB1-AS1 Lnc2cancer v3.0 MIR17HG Unconfirmed

TP53COR1 LncRNADisease v2.0 HYMAI Unconfirmed MIR124-2HG Unconfirmed

PRINS Unconfirmed HCG9 PMID: 31576252 SCHLAP1 Unconfirmed

It begins with a case study on breast cancer, a prevalent cause of mortality among women, whose
early diagnosis is crucial in preventing the disease, yet it remains challenging in the world [60]. Nu-
merous experimental studies have demonstrated the abnormal expression of lncRNAs in breast cancer,
signifying their strong association with the disease’s progression [61]. By training and prediction of the
HRGCNLDA model, we identify candidate lncRNAs linked to breast cancer and subsequently narrow
down our selection to the top 10 lncRNAs. The analysis revealed that 7 out of the leading 10 candidate
lncRNAs linked to breast cancer are validated by the publicly available datasets LncRNADisease v2.0,
Lnc2cancer v3.0, or published literatures. Of these, among the leading 5 candidate lncRNAs, 4 of them
have been confirmed to be closely related to breast cancer. For example, the lncRNAMIR17HG can po-
tentially suppress the growth and movement of breast cancer cells by acting as a sponge for miR-454-3p
through a ceRNA (competing endogenous RNA) mechanism, suggesting that targeting MIR17HG is a
viable approach in the search for therapeutic candidates for screening breast cancer [62]. The lncRNA
BANCR exhibited a significant increase in expression within breast cancer tissues when compared to
their normal counterparts. After suppressing BANCR in MCF-7 breast cancer cells, there was a signifi-
cant inhibition in cell proliferation and colony formation ability. Further studies demonstrated that this
inhibition of BANCR promoted apoptosis in MCF-7 cells [63].

The second disease is lung cancer, a prominent contributor to cancer-related fatalities on a global
scale, accounting for about 5.2% of all cancer deaths [64]. In the case study, we obtain the ranking of
candidate lncRNAs related to lung cancer. Among the top 10, 8, among the top 5, 4 lncRNAs are proven
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to be correlated with the development of lung cancer. For example, lncRNA TUSC7 exhibits reduced
expression levels in cases of non-small cell lung carcinoma (NSCL) tissues and lung cancer cells than
in normal cells, and upregulation of TUSC7 expression levels inhibited lung cancer cell proliferation
in vitro [65]. The lncRNA HOTTIP exhibited a notable increase in expression within lung cancer
cells. Furthermore, conclusive data suggests that HOTTIP is a pivotal mediator in fostering lung cancer
progression, both in experimental models and clinical samples, and promotes cell cycle processes and
inhibits apoptosis in lung tumor cells [66].

The final analysis pertains to gastric cancer, which held the fifth position among the most common
malignancies in 2020with about 1.1million new infections, ranking as the world’s fourth most common
cause of cancer-related fatalities [67]. An expanding body of experiments has shown that lncRNA’s
significance in gastric cancer treatment is pivotal. By prediction of theHRGCNLDAmodel, the ranking
of all candidate lncRNAs linked to gastric cancer is acquired. The analysis revealed that among the
top 10 potential lncRNAs, 6 lncRNAs are verified to be relevant to gastric cancer, and among the
top 5 candidate lncRNAs, all of them are confirmed to have some correlation with gastric cancer. For
example, the lncRNAMALAT1 exhibited abnormally high expression levels in gastric cancer cell lines.
In SGC-7901 cells, suppressing MALAT1 resulted in substantial cell cycle arrest in the G0 phase as
well as a notably suppressed cell proliferation [68]. In gastric cancer tissues and cell lines, lncRNA
XIST exhibited a pronounced upregulation. Specifically, XIST is implicated in cell cycle progression
from the G1 phase to the S phase, as well as in protecting cells from apoptosis and promoting the growth
of gastric cancer cells [69].

4. Conclusions

An increasing body of research has indicated that lncRNAs are instrumental in disease prevention,
development, treatment, and prognosis, especially for cancer. Although numerous computational mod-
els developed by experts and scholars have been put forth to aid in discerning the lncRNA-disease
associations, the GCN-based method for lncRNA-disease association prediction has some shortcom-
ings. For instance, the learned node features are fewer and simpler and there is an over-smoothing
problem when the number of network layers is stacked high. To address these issues, we introduce
HRGCNLDA, a computational model for predicting lncRNA-disease associations using a hierarchical
refinement GCN. Themainmerit of HRGCNLDA is that the similarity between each layer and ego layer
is fully considered in the message propagation process, so that the weights of the layers that are more
similar to the ego layer can be enhanced and the different can be reduced, thus preventing the model
from being over-smoothing. What’s more, a heterogeneous network graph of lncRNA-disease-miRNA
was constructed to enrich the feature information of lncRNA and disease nodes [70].

In this paper, we propose a method for predicting lncRNA-disease associations using a GCN, which
we abbreviate as HRGCNLDA. Themethod effectively tackles the model over-smoothing problem, and
miRNA nodes information are incorporated into the heterogeneous network graph to enrich the feature
information of nodes. Ultimately, our model attains an AUC value of 0.9287 and an AUPR value
of 0.9333, respectively, on a 5-CV. Moreover, we also do ablation experiments by removing the hierar-
chical refinement component from HRGCNLDA and considering only the prediction performance of
a normal GCN. The final AUC achieved is solely 0.8691, while the AUPR solely reaches 0.8298, and
these results are specifically obtained through 5-CV, respectively, which further illustrates the accuracy
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of our model. Finally, we also perform case studies on the whole dataset. Among the lncRNAs in
the top 10 candidates potentially related to breast, lung, and gastric cancers, respectively, 7, 8, and 6
lncRNAswere confirmed by public datasets or published literature, and among the top 5 candidate lncR-
NAs, 4, 4, and 5 are confirmed, respectively, which sufficiently illustrates the validity of HRGCNLDA.

The HRGCNLDA model, despite its superior predictive performance regarding latent lncRNA-
disease associations, still exhibits certain limitations. Our heterogeneous network graph comprises
only three types of nodes, whereas the biological information exhibits extensive diversity. In future
endeavors, incorporating additional bioinformatics sources may yield enhanced performance. Further-
more, acquiring the latest data from recently updated biological experiments can enhance the accuracy
of model predictions.
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