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Abstract: Facial age recognition has been widely used in real-world applications. Most of current
facial age recognition methods use deep learning to extract facial features to identify age. However,
due to the high dimension features of faces, deep learning methods might extract a lot of redundant
features, which is not beneficial for facial age recognition. To improve facial age recognition effec-
tively, this paper proposed the deep manifold learning (DML), a combination of deep learning and
manifold learning. In DML, deep learning was used to extract high-dimensional facial features, and
manifold learning selected age-related features from these high-dimensional facial features for facial
age recognition. Finally, we validated the DML on Multivariate Observations of Reactions and Phys-
ical Health (MORPH) and Face and Gesture Recognition Network (FG-NET) datasets. The results
indicated that the mean absolute error (MAE) of MORPH is 1.60 and that of FG-NET is 2.48. More-
over, compared with the state of the art facial age recognition methods, the accuracy of DML has been
greatly improved.

Keywords: age recognition; manifold learning; deep learning; convolution neural network; feature
extraction; mean absolute error

1. Introduction

Age recognition is used to predict a person’s age or age range by analyzing the features of the face.
Figure 1 shows several images from the publicly available dataset FG-NET [1] with different facial
features and ages, such as 2 and 61 years old. Age recognition is widely used in the real world; for
example, in e-commerce applications [2], we can analyze the age of people’s faces to recommend
products they might like; in the human-computer interaction [3], we can prevent minors from buying
cigarettes and alcohol; in criminal cases [4], we can determine the age or age range of the victim or
suspect.

Many age-related feature extraction algorithms have been proposed to extract facial features from
the shape, color, and texture of the face, such as the anthropometric model [5], bio-inspired features
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Figure 1. Age recognition based on facial image. Below are their corresponding ground-
truth ages.

(BIF), [6] and active appearance models (AAM) [7]. With the development of deep learning, the state
of the art facial recognition methods utilize deep convolutional neural networks (DCNNs) to extract
face features to identify age, which improves performance of age recognition to human level [8–10].
There is a large amount of redundant information in high-dimensional face features extracted by deep
learning, for example, the gender, expression, and posture information, which affects the accuracy of
age recognition. It is important to extract age-related information from high-dimensional face features
and improve the discriminability of features to better the accuracy of age recognition. Therefore,
in order to improve the accuracy of age recognition, it is necessary to eliminate inappropriate age
characteristics.

On the other hand, face manifold learning, such as principal component analysis (PCA) [11], local
preserving projection (LPP) [12], orthogonal local preserving projection (OLPP), [13] and conformal
cembedding analysis (CEA) [14], extracts facial features through original face gray-scale image space.
Manifold learning attempts to learn face features through a low-dimensional approach. Manifold learn-
ing maps high-dimensional face image data to a low-dimensional manifold space and can extract more
discriminative features for better representation and understanding of data. However, it is computation-
ally hard to map high-dimensional features of the original image to low-dimensional manifold space.
In the original face space, every pixel is regarded as a feature, resulting in a very high feature dimen-
sion, which makes it difficult to deal with for manifold learning. Moreover, correlation and redundancy
exist among pixels, resulting in the manifold retaining a large amount of redundant information [15].

In order to extract facial features with high accuracy and low computation cost, this paper com-
bines the advantages of both deep learning and manifold learning, named DML. We first extract high-
dimensional aging features from CNN, embed them in the low-dimensional aging subspace based on
manifold learning to learn discriminative age features of the face. Finally, we validate the DML in
experiments. Experimental results show that DML is superior to the state of the art methods.

The main contributions of this paper are as follows:
1) In the age recognition task, we proposed to combine deep learning and manifold learning for the

first time.
2) Combine deep learning with manifold learning to reduce the redundant information of face fea-

tures and reduce the complexity of face recognition, thus greatly improving the accuracy and efficiency
of facial age recognition.

3) We select support vector regression (SVR) for age regression task, and avoid local optimal solu-
tion by minimizing structural risk during SVR training, thus improving the stability and generalization
ability of the model. SVR has good robustness to noise and outliers.
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The structure of this paper is s organized as follows. The related work is reviewed in Section 2. In
the third part, the relevant concepts including aging manifold learning, DML, and age regression are
introduced. We give the overview description of DML for age estimation. Experiments and analysis
of results are introduced in Section 4. Finally, the fifth part summarizes and expounds the future work.

2. Related works

The problem of automatic age recognition is one of the most challenging problems in recent years.
Over the last 30 years, a number of methods have been proposed based on facial features extraction.
Facial age recognition mainly extracts facial features from shape, skeletal lines, skin color, and texture
for age classification or regression analysis. The methods of facial age recognition based on feature
extraction are mainly divided into traditional machine learning [16] and deep learning [17].

Early facial age recognition methods were mainly based on traditional machine learning algorithms,
such as support vector machine (SVM), stochastic forest, naive bayes classifier [18], so on. Traditional
methods of machine learning rely on hand-crafted facial features, such as local binary pattern (LBP)
[19], scale invariant feature transform (SIFT), oriented gradient histogram (HOG), BIF, Gabor [14],
etc. This traditional machine learning algorithm requires high image quality, is sensitive to illumination
change, occlusion and noise, and the computation complexity is very high. On the one hand, manifold
learning method is used in facial age recognition by using feature selection methods. LRDOR [20]
uses the orthogonal representation idea to obtain uncorrelated features and captures local correlation
among features. Karami et al. [21] obtains representative features through spatial distance, that is,
the Variance–Covariance distance to handle with the dimensionality reduction and subspace learning.
Thanks to the DCNN (AlexNet) proposed by Krizhevsky et al. [22], 1000 objects can be efficiently
classified. More and more researchers have devoted themselves to face age recognition in deep learning
and achieved good results. Deep learning-based facial feature extraction adopts a CNN to automatically
extract facial features. Compared with traditional facial feature extraction, the feature obtained by the
deep learning method is more discriminative. Meanwhile, deep learning can also provide convenient
end-to-end solutions. Gao et al. [8] used a 16-layer CNN to learn image features and get the age
recognition value. Compared with traditional methods, the error is smaller. Zhang et al. [9] proposed
that individuals are influenced by internal and external factors to form personal aging patterns, and
two deep learning models of CNN and long short term memory (LSTM) are used to identify age.
CNN is used to extract facial features, and LSTM is used to learn personal aging pattern in time
series images of human faces. Mei et al. [10] combined the output of multiple CNNs into the final
result using a framework containing multiple CNNs. Compared with single CNN, the combination
of multiple CNNs improves the accuracy of age identification. Researchers also proposed a variety
of optimized CNN architectures and conducted a comprehensive experiment on CNN architectures
with different convolutional kernels and layers. Recently, researchers introduced transfer learning
and attention mechanism into a face age recognition system to extract age-related features [23, 24].
Sonal et al. [25] proposed the relationship between the features of important parts of the face and age
recognition, and adopted the rotational local binary pattern (RLBP) to extract and select features of
facial images to identify age.

Based on the extracted facial features, facial age recognition is usually treated as a classification
problem, a regression problem, or a combination of both. When age is a classification problem, each
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facial is classified as one of the ages associated with {a1, a2, . . . , aN} , where N is the number of classi-
fications. As a regression problem, the purpose is to learn the regression function to recognize the age
of the face, map the facial features to the age label, and the age recognized as a value a.

3. Deep manifold learning methods

In this section, we first introduce aging manifold learning, and DML, then we introduce age regres-
sion. Finally, we give the overview description of DML for age estimation.

3.1. Preliminary: Aging manifold learning

Although the large amount of high-dimensional data has provided a lot of information for the study
of age recognition, it has also greatly increased the workload. More importantly, the high-dimensional
data is often correlated in practice, which makes the age recognition more complex and inconvenient.
However, the blind reduction of facial features will result in the loss of important information, which
will result in the wrong conclusion of age recognition. Manifold learning is a method of mapping
high-dimensional data into a low-dimensional space. The purpose of aging manifold learning is to
embed high-dimensional features into low-dimensional features and discover geometric features of
aging space. Aging manifold extracts latent low-dimensional manifold structure from facial features
and finds out aging rule.

Aging manifold learning assumes that facial feature space F is represented as F =
{
fi : fi ∈ RD

}N
i=1

,
where D represents the dimension of feature space, N represents the number of facial images, and the
real age label ai is represented as y = {ai : ai ∈ N}Ni=1 · We want to learn a low-dimensional manifold

G embedded in F to obtain a manifold aging feature subspace X=
{
xi : xi ∈ Rd

}N
i=1

with d << D. More
specifically, our learning objective is to find D× d and a projection matri P =

[
p1, p2, . . . , pd

]
such that

X = PT F, where F =
[
f1, f2, . . . , fN

]
∈ RD×N .

3.2. Deep Manifold Learning (DML)

Extracting feature parameters representing age from face images lays a foundation for facial age
recognition. Accurate facial features improve the performance of the age recognition system and im-
prove the accuracy of the age recognition algorithm. Compared with facial features extracted by tradi-
tional methods, facial features extracted by deep learning improve the accuracy of age recognition.

The deep learning-based CNN includes a series of convolution, pool ing, activation, and full con-
nection layers for obtaining high-dimensional facial discriminative features. In addition to age infor-
mation, it also contains other information such as gender, ethnicity, expression, and posture. In the case
of high correlation, noise, and high dimension, it has been proven to be an effective method to project
the observed data into the subspace. In order to improve the accuracy of facial age recognition, it is
particularly important to find out age-appropriate features from deep learning features. DML embeds
high-dimensional facial features extracted from the deep learning framework into the low-dimensional
discriminative aging subspace through manifold learning.

DML assumes that the representation of original facial feature space F is represented as F ={
fi : fi ∈ RD

}N
i=1

, where D represents the dimension of the original human facial space, N represents
the number of facial images, and the real age label ai is represented as y = {ai : ai ∈ N}Ni=1. We want
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Figure 2. The proposed age recognition framework based on DML.

to extract a high-dimensional deep facial feature space C = {ci : ci ∈ Rc}
N
i=1 through the deep learn-

ing model, where C represents the dimension of the deep facial feature space extracted by the CNN
model from the original facial feature space. We want to learn a low-dimensional manifold Q embed-
ded in C to obtain a manifold aging feature subspace X =

{
xi : xi ∈ Rd

}N
i=1

, and d ≪ c ≪ D. More
specifically, our learning objective is to find c × d and projection matrices P =

[
p1, p2, . . . , pc

]
where

Q =
[
q1, q2, . . . , qd

]
such that X = (PQ)T F, where F =

[
f1, f2, . . . , fN

]
∈ RD×N .

3.3. Age regression

After finding a low-dimensional subspace representation of a facial image via DML learning, we
formulate age recognition as a regression problem. Guo and Mu [26] showed that the facial age sub-
space variable is a complex function of age, and age regression is a curve form. The facial age recog-
nition is a complex nonlinear function, so we use the nonlinear regression method. Compared with
logistic regression and neural networks, SVR provides a clearer and more powerful way to learn com-
plex nonlinear equations. It is not only simple in algorithm, but also has better robustness [14]. As
the literature [22] concludes: 1) The aging is a complex nonlinear regression problem, especially for
a large span of years, e.g., 0–80. The SVR can model properly the complex aging process; 2) The
SVR technique is only concerned with errors greater than deviation value. Compared with other loss
functions, SVR is less sensitive to outliers and has higher robustness. Therefore, we use nonlinear SVR
to perform regression on the subspace of the facial deep manifold.

3.4. The overview framework of DML

The proposed age recognition framework based on DML mainly consists of five modules: facial
preprocessing, training deep learning model, feature extra: 1) The facial preprocessing includes facial
detection, alignment, and cropping, 2) the deep learning model is trained and the model parameters
are saved, 3) the trained model parameters are used to extract high-dimensional facial features, 4) the
aging features extracted by CNN are transformed into aging subspace by manifold learning, 5) age
regression. The pseudocode for the algorithm is shown in Algorithm 1.

4. Experiments and analysis of results

4.1. Dataset and preprocessing

We verify the effectiveness of our proposed method DML on two publicly available facial datasets
MORPH and FG-NET. MORPH contains a total of 55,134 facial images of about 13,000 people of
different races, with an average of 4 images per person, ranging from 16 to 77 years old. FG-NET
contains 82 subjects labeled with exact ages from 0 to 69 years old, with a total of 1002 high-resolution
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Algorithm 1: Deep Manifold Learning
Input: The training set S = {(si, yi)}Ni=1,the facial feature C = {ci : ci ∈ Rc}

N
i=1,the facial subspace

X =
{
xi : xi ∈ Rd

}N
i=1

,and the convergence criterion ϵ and ε
Output: y = f (x)
1. Initialize the model parameter θ
2. i← 0
3. Repeat
4. Until T

(
θi
)
− T
(
θi−1
)
<ϵ

5. Facial feature extraction
6. Manifold learning

7. f (x) = wTx + b s.t.

 minw,b
1
2 ∥ W ∥2

| yi − (wxi + b) |≤ ε

Figure 3. Facial image preprocessing process.

colors or gray facial images.
Facial Image Preprocessing. Facial image preprocessing is the first step of facial age recognition.

The result of facial preprocessing directly affects the accuracy of facial feature extraction. The facial
preprocessing process is shown in Figure 3.

The deformable parts model (DPM) [9] is used to detect the facial region, then five main key points
of face are detected, such as left/right eye center, nose tip, and left/right mouth corner. According to
the key points of the face, the facial is aligned with the upright posture and the main facial region is
cropped. The cropped facial image is converted into 224 × 224*3 pixels.

4.2. Evaluation criteria

In this paper, mean absolute error (MAE) and dumulative scores (CS) are used to evaluate the per-
formance of the DML. MAE is the mean absolute error between the identified age and the physiological
age. CS is the accuracy of age recognition at different levels (years). MAE is calculated by:

MAE =
1
N

N∑
n=1

| y − y∗ |, (4.1)

where y indicates the ground-truth age, which is labeled in the database, y∗ indicates the estimated age
from the model, and N is the number of test samples.
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Table 1. Parameter setting on MORPH and FG-NET in Inception v4.

parameters MORPH FG-NET
dropout rate 0.8 0.8
learning rate 0.001 0.001
epochs 100 100
mini-batchs 80 2
loss function cross entropy cross entropy
optimizer SGD SGD

The definition of CS is:
CS =

Nl

N
× 100%, (4.2)

where Nl is the number of test images satisfying |y − y∗| ≤ m, and m is the set value (years).

4.3. Network initialization and training

Convolutional neural network Inception v4 [27] was proposed by the Google team in 2016, and
it improves on the previous Inception architecture. InceptionA, InceptionB, and InceptionC are three
important modules in Inception V4. They perform convolution operations and multi-channel oper-
ations on different scales (1 × 1, 3 × 3, etc.) and splice the obtained feature maps, thus capturing
features at different levels and scales. We train the Inception V4 on Windows 10 system using the open
source TensorFlow framework, Python 3.7, PyCharm development environment, and NVIDIA Titan
XP graphics cards.

We randomly divided the datasets MORPH and FG-NET into 2 parts, in which 80% images were
selected for training and the remaining 20% images were used for testing. The stochastic grandient
descent (SGD) optimization algorithm was selected. The loss function is the cross entropy function.
Table 1 shows the initialization of network parameters.

On MORPH and FG-NET, InceptionV4 was trained with learning rates of 0.1, 0.001 and 0.0001,
respectively. The experimental results show that the learning rate of 0.1 would cause the model to
not converge easily, and the model convergence would be particularly slow when the learning rate of
0.0001 is selected. Therefore, the learning rate of 0.001 is selected to. The training models of MORPH
and FG-NET were saved separately, and the features of each image were extracted. The final layer of
Inception v4 is a fully connected layer of 1536 dimensions for facial feature extraction.

4.4. Manifold learning algorithm

There are many kinds of data manifold learning algorithms. Some typical manifold learning algo-
rithms are summarized below. Principal components analysis (PCA) and independent component anal-
ysis (ICA) belong to linear dimension reduction algorithms, and isometric feature mapping (ISOMAP)
and Locally linear embedding (LLE) belong to nonlinear dimension reduction algorithms.

PCA [11]. PCA is one of the most commonly used linear unsupervised dimension reduction meth-
ods. It can identify the main features from the high-dimensional feature space. By rotating the data
coordinate axis to the most important direction of the data angle, namely the maximum variance, se-
lecting the principal component to be retained and discarding the secondary component, PCA can
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Table 2. MAE of different characteristic dimensions on MORPH and FG-NET datasets by
PCA.

Retention Information ratio (%) MORPH dimension MORPH MAE FG-NET dimension FG-NET MAE
100 1536 2.42 1536 3.74
98 300 1.54 291 3.70
95 111 1.55 171 3.69
90 34 1.56 86 3.67
85 16 1.61 50 3.65
80 10 1.68 35 2.98
75 5 1.72 28 2.54
70 3 1.79 23 2.51
64 2 2.17 20 2.48

use fewer data dimensions and retain more original data features. The original features are simplified
without losing information.

ICA [28]. ICA is a linear unsupervised dimension reduction method, which does not require data
labels as prior information. In the case of non-Gaussian distribution, the dimension vector obtained by
PCA method may not be the optimal solution. In this case, variance cannot be used as the measurement
standard, so the orthogonal assumption between dimensions ICA is used.

ISOMAP [15]. ISOMAP is a nonlinear unsupervised dimension reduction algorithm. By preserv-
ing the pair geodesic distance between data points, it solves the problem that two points close to each
other in the original space are still far apart in the prevalent space in the low-dimensional state. In this
technique, the geodesic distance is calculated by introducing the neighborhood graph and PCA is ap-
plied to the graph distance matrix to construct the embedded manifold. The limitation of this technique
is high computational complexity.

LLE [29]. LLE is a nonlinear unsupervised dimension reduction algorithm, which is a manifold
learning method used to preserve local attributes of data. LLE uses the nearest neighbor linear combi-
nation to represent the high-dimensional data points and achieves the low-dimensional representation
by keeping the reconstructed weights of the linear combinations as identical as possible.

4.5. Experimental results and analysis

We conducted experiments on two datasets, MORPH [30] and FG-NET. Inception v4 extracted the
features of the two datasets respectively, and four manifold learning methods PCA, ICA, ISOMAP, and
LLE are used to reduce the dimension of facial features. The MAE values obtained by four dimension
reduction methods in different dimensions are shown in Tables 2–4.

Test the PCA. As shown in Table 2, the facial features extracted by Inception v4 on the MORPH
and FG-NET are 1536 dimensions, and MAE on the two datasets are 2.42 and 3.74, respectively. PCA
preserves the same percentage of source information in the two datasets, resulting in different feature
dimensions and significant differences in MAE values. Test the Different Manifold Learning Meth-
ods. As shown in Tables 3 and 4, among PCA, ICA, ISOMAP, and LLE, PCA has the lowest average
MAE in different dimensions on the two datasets. PCA performs best. The ICA algorithm is second
only to PCA. Tables 3 and 4 show that PCA linear dimension reduction is suitable for learning the
subspace of facial features, while two nonlinear methods of ISOMAP and LLE are not ideal for learn-
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Table 3. MAE of the four manifold learning algorithms on MORPH under different dimen-
sions.

Dimension
Method

PCA ICA ISOMAP LLE

2 2.17 2.18 2.11 3.43
3 1.79 1.79 1.81 3.23
5 1.72 1.77 1.77 2.05
10 1.68 1.75 1.73 1.86
20 1.60 1.64 1.72 1.75
30 1.58 1.63 1.70 1.73
40 1.57 1.62 1.70 1.71
50 1.56 1.62 1.71 1.73
Average 1.71 1.75 1.78 2.19

Table 4. MAE of the four manifold learning algorithms on FG-NET under different dimen-
sions.

Dimension
Method

PCA ICA ISOMAP LLE

2 6.43 6.42 7.06 11.43
3 4.89 4.90 6.76 9.78
5 4.72 4.87 6.51 10.61
10 2.65 2.75 5.70 4.13
20 2.48 2.91 7.46 3.93
30 2.58 2.88 7.39 4.04
40 3.46 3.17 7.93 5.19
50 3.65 3.62 7.91 3.60
Average 3.86 3.94 7.09 6.59

ing the subspace of facial features. From the results in Tables 3 and 4, we can draw conclusions. 1)
Compared with FG-NET, MAE on MORPH is better. This is mainly because the two datasets contain
very different amounts of data. MORPH is large and the trained Inception v4 is better at learning and
extracting facial features. On the contrary, FG-NET is small and the performance of the trained Incep-
tion v4 is affected; the model can’t extract facial features effectively. 2) Linear unsupervised manifold
learning algorithms PCA and ICA can learn facial discriminative aging subspace more effectively.

On MORPH and FG-NET, PCA is superior to other methods for several reasons: 1) PCA searches
for principal components through the covariance matrix between the data without relying on the la-
beling information of the data. In contrast, ICA, ISOMAP, and LLE generally require more prior
information to guide the dimensionality reduction process. 2) PCA is a global optimization method
that tries to find the projection direction that can maximize the variance of the data. This allows PCA
to capture the direction of major changes in the data and to retain the information of the data to the
maximum extent possible with fewer features. In contrast, ICA, ISOMAP, and LLE generally focus
more on preserving the local structure and nonlinear relationships of the data. 3) PCA projects data into
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Table 5. MAE based on different sex/race on MORPH.

Sex/Race Femal Male Race (b) Race (h) Race (w)
No.of images 8400 46,600 42,500 1700 10,500
CNN(MAE) 3.14 2.23 3.81 3.94 3.67
CNN(MAE) 2.35 1.47 2.97 3.19 2.89

Table 6. MAE values of 6 methods on MORPH and FG-NET.

Method MORPH FG-NET
CS-LBFL 4.52 4.43
CS-LBMFL 4.37 4.36
ODFL 3.12 3.89
MA-SFV2 2.68 3.81
DL-LDL 2.23 3.14
DML 1.60 2.48

a new coordinate system composed of principal components, which can represent the main features of
the data. In contrast, ICA, ISOMAP, and LLE are computationally complex and the interpretation of
the results is relatively poor.

The FG-NET dataset was too small, so we classified the dataset by gender and race on MORPH,
trained and extracted features on Inception v4, and reduced dimensionality according to PCA. The
experimental results are shown in Table 5. The MAE results obtained in each group show that the male
group has the best MAE value. The results are related to race and gender.

Test the DML Efficiency. The lower dimensions are beneficial for data storage, training regression
functions, and predicting age. PCA can use lower dimensions, retain more original data features, and
reduce the dimensionality of high-dimensional features when the retention of information is maximum.
After comprehensive analysis, both MAE and CS are better when PCA reduces dimension to 20, which
is conducive to data storage and improves the computational efficiency of the model. We selected
MAE with PCA reduced to 20 dimensions to compare with other methods. Table 6 shows MAE of the
state of the art algorithms on MORPH and FG-NET, such as deep learning based on label distribution
learning (DL-LDL) [9],cost-sensitive local binary feature learning (CS-LBFL) [31], cost-sensitive local
binary multi-feature learning (CS-LBMFL) [31], ordinal deep feature learning (ODFL) [32] and mixed
attention-shuffleNetV2 (MA-SFV2) [33]. MAEs of DML are the best on MORPH and FG-NET.

Figures 4 and 5 show the DML test results on CS and compare them with other methods on MORPH
and FG-NET respectively. Figures 4 and 5 reveal that DML on MORPH and FG-NET are most ac-
curate. We can simply conclude that the deep learning method is better than the traditional machine
learning, and the DML is better than the deep learning to recognize the facial age.

To observe aging manifolds, MORPH and FG-NET visualize the embedded low-dimensional man-
ifolds. On MORPH and FG-NET, we took some faces as samples. Figure 6 shows the visualization
of 2-D and 3-D manifolds using PCA, ICA, ISOMAP, and LLE algorithms on MORPH, respectively.
Each data point represented an image of a face, and the data points were colored from yellow to
black for ages from 16 to 77. Figure 7 shows the 2-D and 3-D manifolds visualization of PCA, ICA,
ISOMAP, and LLE algorithms on FG-NET, respectively. Each data point represents an image of a
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Figure 4. Comparisons of CS on MORPH.

Figure 5. Comparisons of CS on FG-NET.

face. The points of age from 0 to 69 are colored from yellow to black. From Figures 6 and 7, we
can see PCA and ICA depict age manifolds better and have obvious discrimination. The manifold
formed by ISOMAP is distributed. The manifold formed by LLE is a scattered and the data points are
not concentrated, so the discrimination is not obvious. Both ISOMAP and LLE fail to form a good
manifold structure. Due to the small FG-NET dataset, the age manifold trend cannot be well reflected.
However, the experimental results of FG-NET show that PCA and ICA still have better manifold trend
and structure than ISOMAP and LLE methods and show clear clustering and discriminative patterns in
visualization images.

In summary, through the analysis of the experimental results, we conclude the main reasons why
DML produces excellent results. 1) Inception v4 has good performance. Its small convolutional kernel
and deep structure are suitable for complex facial feature extraction. 2) DML based on linear unsuper-
vised method PCA can effectively learn discriminative age feature subspace and improve the accuracy
of age recognition. 3) Different dimensions based on DML also directly affect the accuracy of age
identification.

DML combines the powerful feature learning ability of deep learning with the data representation
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Figure 6. The 2-D and 3-D aging manifold visualization using PCA, ICA, ISOMAP, and
LLE algorithms on MORPH, respectively. The color of the dots represent age, with yellow
representing the youngest and black representing the oldest.

Figure 7. The 2-D and 3-D aging manifold visualization using PCA, ICA, ISOMAP, and
LLE algorithms on FG-NET, respectively. The color of the dots represent age, with yellow
representing the youngest and black representing the oldest.

ability of manifold learning, which can better mine the complex structure in the data, carry out efficient
characterization and modeling of the data, and improve the accuracy of age recognition. Although
manifold learning removes redundant information, compared with facial age recognition based on the
deep learning framework, the DML method still needs manifold learning to reduce dimension after
feature extraction, which increases the complexity of the algorithm.

For DML methods, deep learning cannot correctly extract facial features when the face is occluded
or partially occluded or when the face appears in a non-frontal orientation. In the future, consider
training models from multi-angle face images, and try to use image repair techniques to recover the
blocked parts, thus providing more complete facial information.

5. Conclusions

Deep learning algorithms automatically learn effective facial features and achieve better age
recognition accuracy compared with traditional algorithms. However, the high-dimensional facial
features extracted by deep learning contain other relevant information, which increases the complexity
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of the age recognition model. By embedding the high-dimensional features of deep learning into the
low-dimensional discriminative subspace through DML, the face discriminative aging subspace is
learned. Experiments on two publicly available datasets MORPH and FG-NET show that DML can
effectively learn aging subspace, especially PCA and ICA methods, which significantly improve the
accuracy of facial age recognition. Moreover, low-dimensional representation of facial features are
conducive to data storage and improve the time efficiency of training regression function.
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