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Abstract: The main goal of this work was to propose a novel mathematical model for
malware propagation on wireless sensor networks (WSN). Specifically, the proposed model was a
compartmental and global one whose temporal dynamics were described by means of a system of
ordinary differential equations. This proposal was more realistic than others that have appeared in
the scientific literature since. On the one hand, considering the specifications of malicious code
propagation, several types of nodes were considered (susceptible, patched susceptible, latent non-
infectious, latent infectious, compromised non-infectious, compromised infectious, damaged, ad
deactivated), and on the other hand, a new and more realistic term of the incidence was defined and
used based on some particular characteristics of transmission protocol on wireless sensor networks.
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1. Introduction

The integration of wireless sensor networks (WSNs) within the framework of the Internet of
Things (IoT) has marked a significant milestone in the current technological society. These networks,
composed of autonomous nodes collecting data from the environment, play a crucial role in building
intelligent and connected systems. The importance of WSNs in the IoT lies in their ability to provide
real-time information, enabling more agile and efficient decision-making in various applications, from
environmental monitoring to supply chain management.

However, this technological advancement is not without challenges, and the security of WSNs
emerges as an unavoidable priority. In particular, the propagation of malware in these networks poses
a serious threat that can compromise the integrity and confidentiality of collected data. The
importance of ensuring the security of WSNs, especially concerning malware propagation, becomes
an essential element to preserve the reliability of IoT systems as a whole. This aspect takes on special
relevance in critical environments such as health and infrastructure, where the reliability of
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information is crucial.
In this context, the development of mathematical models to simulate the propagation of malware

on WSNs emerges as an essential tool. These models not only allow a better understanding of
propagation patterns but also facilitate the evaluation of security strategies and the implementation of
preventive measures. In this regard, several mathematical and computational models have been
proposed, and some of them will be reviewed in Section 3. The importance of addressing malware
propagation through mathematical approaches lies in the ability to anticipate potential threats and
mitigate associated risks, thereby strengthening the resilience of WSNs. In this work, we will explore
these crucial aspects and propose innovative approaches to address emerging challenges in the
landscape of WSNs within the context of the IoT.

The main goal of this work is to propose a new model to study the propagation of malware on
WSNs with the aim to address some of the deficiencies found in the global models proposed to date.
Specifically, the main contributions of this paper are the following:

• Get a more realistic description of malware propagation on WSNs by considering: 1) New
compartments of devices: susceptible, patched susceptible, latent non-infectious, latent
infectious, compromised non-infectious, compromised infectious, damaged, ad deactivated; and
2) a novel way to determine the incidence term based on a new definition of the time unit that
takes into account the average routings performed by different nodes.
• The basic reproductive number is explicitly computed and some control strategies are presented

from its analytical study.

The rest of the paper is organized as follows: In Section 2, the fundamentals of WSNs are
introduced. The state of the art related to the design of mathematical models for malware propagation
is presented in Section 3. Section 4 is devoted to the mathematical description of WSNs. The
specifications of the novel model proposed in this work are shown in Section 5. The explicit and
detailed description of the new model is presented in Section 6, and, finally, the conclusions and
future work are shown in Section 7.

2. WSNs: definition and main characteristics

2.1. The fundamentals of WSNs

A WSN is a network composed of several sensor devices or nodes (also called “smart sensors”)
deployed massively in a specific region with monitoring, wireless communication, and computing
capabilities. The main goal of a WSN is to collect and transmit environmental data.

Functionally, nodes are low-power devices equipped with one or more sensors (mechanical,
thermal, biological, chemical, optical, magnetic, etc.), a processor, a memory, a power source, and
other components necessary for their proper functioning. Since these nodes have limited memory and
they are usually deployed in hard-to-reach locations (which also complicates their maintenance), they
must have radio connectivity to transmit collected data to a base station. In this sense, it is important
to note that one of the most significant limitations of WSNs is energy management in the sensor
devices. Therefore, one of their main objectives is energy conservation by optimizing communication
and monitoring processes.

Due to their small size, low cost, and ease of deployment, WSNs have several applications in
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various fields: tracking and surveillance of military targets, environmental monitoring to predict natural
disasters, patient monitoring (e-Health), infrastructures monitoring (Industry 4.0), agricultural crop
monitoring (Smart Agriculture), etc. [1–3].

The process of transmitting data between the node that “collected” it and the base is governed by
algorithms that continuously select the most efficient route, considering node limitations such as
memory, battery, etc. WSNs can be classified as “single-hop networks” (in contrast to “multi-hop
networks”), meaning that information is transmitted from node to node until it reaches its final
destination.

The devices deployed in a WSN can be of different types depending on their functions and
capabilities. The most numerous class is composed of “motes” or sensor nodes whose mission is to
monitor the environment and transmit that information (in addition to routing data packets from other
sensor nodes). Additionally, there are gateway nodes or collector nodes whose goal is to receive all
information sent by sensor nodes and allow interconnection between the WSN and a TCP/IP
(Transmission Control Protocol/Internet Protocol) network. For this purpose, assistance from a base
station (data collector based on a common computer or embedded system) is required.

2.2. Security of WSNs

The security of WSNs is essential as many of their uses and applications are related to very
sensitive phenomena or situations (monitoring combat zones, disaster management, monitoring
critical infrastructure, etc.). Protecting WSNs is challenging since each node is a potential target for a
logical or physical attack. Among logical attacks, some are aimed at monitoring communications by
intercepting and modifying data, impersonating the identity of legitimate nodes to inject false
information into the network, etc. Privacy concerns are significant in WSNs given the large volume of
data generated and transmitted, which could be easily accessed remotely. Physical attacks aim to
directly access nodes to reprogram their operation, manually introduce malicious nodes, intentionally
damage deployed nodes, etc. [4, 5].

The main security requirements when deploying and operating a WSN would be the following:

• Confidentiality: Data monitored by a given sensor should not leak to an unauthorized neighbor
node. The key distribution process is fundamental to ensuring the security of the transmission
channel.
• Authentication: The user must be sure that the data used in any decision-making process comes

from a reliable source.
• Integrity: It should not be possible to modify the data collected and transmitted by the sensor

devices by, for example, injecting manipulated data from a “malicious” node.
• Timeliness: It is necessary to ensure that the information is up-to-date at all times, especially

when implementing key exchange protocols.
• Availability: It is a basic point to ensure availability, within the energy consumption margins, of

the largest number of nodes for the longest possible monitoring period.
• Temporal synchronization: To save energy, each sensor must be able to deactivate its

transmission/reception capability during certain periods of time.

Cyberattacks on WSNs can be of different types: denial service attacks, sybil attacks, traffic
analysis attacks, etc., and in the great majority, malicious code plays an important role. The

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.



3970

methodology that can be carried out to try to prevent and counteract these attacks is mainly based on
the development of three fundamental types of actions: 1) implementation of defensive
measures [6–8], 2) use of cryptographic protocols [9–11], and 3) implementation of key management
infrastructures [12–14].

3. State of the Art: A comprehensive review of malware propagation models in WSNs

Malware stands out as a basic tool in the development of cyberattacks on various systems and/or
computer networks. Traditionally, its malicious activity has been focused on devices with sufficient
computational resources (processing, communication, etc.), such as computers, smartphones, etc.,
connected to different types of networks. More recently, its use has extended to devices with much
more limited processing capabilities, such as wearable devices or, more specifically, sensor devices
deploying the WSNs [15].

In the realm of WSNs malware activity primarily revolves around the “reprogramming” of the
infected node (for example, considering host specifications regarding memory, processing and
communication capabilities, or energy consumption). This alteration affects its functionalities related
to monitoring and/or transmission (modification of collected environmental data, disruption of
connections with adjacent nodes, compromise of data packet integrity, etc.) or may even cause
permanent damage. Moreover, the propagation process depends not only on the characteristics of the
sensor devices but also on the routing protocols implemented in the WSN [16]. As a consequence the
study of the dissemination of different specimens of malware in WSNs is an area of interest that the
scientific community has begun to explore in recent years by proposing and analyzing mathematical
propagation models.

In the vast majority of works that appeared in scientific literature and proposed mathematical
models to simulate malware propagation in WSNs, ordinary differential equations are commonly used
to describe the dynamics. These are continuous and global models, and usually follow the same
framework as models developed to study the spread of biological agents (classical Mathematical
Epidemiology), with minor specific modifications as including new compartments, consideration of
some characteristics specific to WSNs, etc. These studies are inherently theoretical with the challenge
lying in theoretical demonstrations of the stability of the system, and their practical application and
efficiency are not thoroughly analyzed. To a lesser extent, individual-based models have emerged,
attempting to address some deficiencies in global models, which are accentuated in the context of
malware propagation.

In the following we will review models proposed in recent years. The great majority of these
models are of a global nature (both deterministic and stochastic), with very few proposals based in the
individual-based modeling paradigm.

As global models, noteworthy examples include a review in [17] that examines SI
(Susceptible-Infectious) compartmental models based on the Kermack-McKendrick paradigm
adapted for studying malware propagation in WSNs. This study determines that models proposed to
date inadequately consider energy and memory management, the use of authentication schemes, and
sensor mobility, among other factors. In [18], a global SEIRS
(Susceptible-Exposed-Infectious-Recovered-Susceptible) model is proposed and analyzed,
considering nodes that collect correlated information in a certain common monitoring area. Spatial
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correlation is considered to analyze the dynamics of the computer virus in event-controlled WSNs. A
Susceptible-Unexposed-Infected-Isolated-Removed epidemic model is presented in [19] where the
qualitative study is shown. In [20], a global SIR (Susceptible-Infectious-Recovered) mathematical
model is presented for cluster-based WSNs (differentiating nodes that are grouped in clusters from
those that are not). Additionally, an attack/defense game is established between malware and
implemented defensive elements, obtaining infection and recovery rates associated with the mixed
Nash equilibrium strategy. Other works using game theory (and cellular automata in the description
of the dynamics) to study malware propagation in a WSN through SIS
(Susceptible-Infectious-Susceptible) and SIRD (Susceptible-Infectious-Recovered-Damaged)
compartmental models can be found in [21] and [22], respectively. In [23], a global SIRS-L
(Susceptible-Infectious-Recovered-Susceptible-Low energy devices) model is proposed and
qualitatively analyzed where sensor nodes can recharge energy, and a new compartment, L, is
considered for devices with low energy levels. A very similar work by the same authors that analyze a
SISL model can be found in [24]. This compartment, representing nodes with low energy load, is also
considered in [25], where a SILRD type (Susceptible-Infectious-Node with low energy
level-Recovered-Dead) model is proposed and analyzed, such that the energy depletion due to
malware action is considered. In [26], a SIR model with a nonlinear incidence term and a sigmoid
recovery rate is proposed and studied from a qualitative perspective, determining the most efficient
control strategies. A similar study on a SEIR model is presented in [27], where the Pontryagin
maximum principle is used to determine the optimal control strategy. In [28], a qualitative analysis is
conducted on an SIRS model considering two types of recovered nodes: those with total immunity
and those who have recovered from infection but can be reinfected. In [29], a purely theoretical study
proposes a SEIRS-V model (spreading a computer worm in a WSN) that includes the immunized
compartment (V) and explicitly calculates its solution using the homotopy perturbation method.
In [30], an SEIQRV (Susceptible-Exposed-Infectious-Quarantined-Recovered-Vaccinated)
compartmental model is proposed, considering the compartment of quarantined nodes (Q). A
qualitative study of solutions is given, examining the effect of node density and transmission radius on
malware spread. In [31], a susceptible-unexposed-infected-isolation-removed model is proposed and
its dynamics are described by means of a system of ordinary differential equations whose qualitative
analysis is also presented. In [32], a probabilistic model is proposed on complex networks where the
dynamics are defined by a system of stochastic ordinary differential equations; in addition to
susceptible nodes, two types of infected nodes (with high battery level and low battery level) and
“secured” nodes are also considered. In this work a theoretical study of the stability in probability is
performed. In [33], a qualitative study is carried out, proposing a SCIRS
(Susceptible-Carrier-Infectious-Recovered-Susceptible) compartmental model that introduces the
compartment of “carrier” nodes, similar to [34]. In [35], the authors propose a hybrid model based on
cellular automata and differential equations to simulate the spatiotemporal spread of malware on a
WSN. The continuous model is qualitatively studied by analyzing the stability of the equilibrium
points obtained. In [36], a theoretical study is conducted on an SIQPD
(Susceptible-Infectious-Quarantined-Patched-Damaged) model considering that sensor nodes can
move. This model is an improvement of those proposed by several of the same authors in [37, 38].
In [39], an SIS model is constructed, considering specific characteristics of the network such as
limited energy use and node density in the definition of epidemiological coefficients. In [40], a
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stochastic SIRD model is designed (the dynamics are described by means of Markov chains) where
both the spatial distribution of nodes and their differences in vulnerability to malware are considered.
Another stochastic SIS model has been recently proposed in [41], where a simple derivation of the
exact Markov chain for random propagation of the malicious code is presented.

The mathematical description of the spread of malware using fractional epidemiological models
has been also proposed: In [42], a SEIVR (Susceptible-Exposed-Infectious-Vaccinated-Recovered)
model on scale-free networks was introduced and analyzed, and in [43] the qualitative analysis of a
SEIR model was presented and the optimal control strategy was also discussed. In [44], another
fractional-order compartmental epidemic model was presented and analyzed: The population of
devices is divided into susceptible, exposed, infected, recovered and vaccinated, and bot theoretical
and numerical aspects are studied. Moreover, the optimal control problem for a fractional malware
propagation model is studied in [45] in the case of underwater WSNs, and these control strategies are
improved using machine learning techniques such as deep neural networks and random forest.
Furthermore, propagation models based on differential equations have also been proposed to study the
behavior of malware and develop the corresponding antivirus software [46]. Some characteristics of
the life cycle of nodes are taken into account in [47] such that several compartments are considered:
susceptible, susceptible and sleeping, infectious, infectious and sleeping, recovered, recovered and
sleeping, and dead. The authors use a system of differential equations to represent the transition
between these states in such a way that states a decision-making problem between the system and the
specimen of malicious code as an optimal control problem. In [48], a model for malware propagation
in underground and above-ground WSNs was introduced and analyzed. In this compartmental model,
the devices are divided into susceptible, exposed, infectious, recovered, and low energy and each of
this compartments is subdivided into underground and above-ground devices. Moreover, three basic
features are captured in this model: the cross-infection, the infection time and low energy, and three
hybrid control schemes are considered: the recovery scheme, quarantine, and pulse charging. A
detailed study of the conditions for optimal control is done from a classic point of view and deep
learning techniques are used.

Following this review of the scientific literature, it can be observed that the majority of works focus
on the theoretical analysis of the proposed mathematical model, often overlooking the characteristics
of malware propagation on WSNs that are only tangentially considered within the mathematical
description. While some models take into account some of these factors (see, for example, [48]), it is
not the norm. Consequently, it seems opportune to design new families of models with the aim to
provide the most possible detailed description of this phenomenon: considering new compartments of
devices, incorporating characteristics of the data routing process in WSNs into the incidence term, etc.

On the other hand, in the field of individual models, in [49], the authors propose an
individual-based, discrete, and stochastic SEIRS-F
(Susceptible-Exposed-Infectious-Recovered-Susceptible-Failed) model aiming to analyze malware
propagation on a WSN and to study the reliability of its components in this situation. In [50], an
SITPS (Susceptible-Infected-Traced-Patched-Susceptible) compartmental model is studied,
considering, in addition to the classic compartments of susceptible and infected nodes, the
compartments of “tracked” (T ) and “repaired” (P). This is a stochastic individual-based model (based
on Markov chains), where the authors analyze the optimal epidemic control strategies. In [51], the
authors propose a stochastic SI individual-based model to compute the probability associated to an
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industrial IoT device to be compromised by an Advanced Persistent Threat (APT). In [52, 53], two
works based on similar theoretical techniques are presented to analyze a propagation model of false
data malware (false data injection attack).

4. Mathematical description of WSNs

4.1. Node specifications

In this work, we will consider N deployed nodes: n1, n2, . . . , nN , such that pi = (xi, yi) ∈ R2 stands
for the cartesian coordinates of the position of the i-th node ni, with 1 ≤ i ≤ N. Additionally, we will
assume that Ri denotes the monitoring radius such that B (pi,Ri) = {(x, y) ∈ R2 : (x − xi)2 + (y − yi)2

≤

Ri} is the monitoring area of the i-th sensor node, and ri is the transmission radius with B (pi, ri) =
{(x, y) ∈ R2 : (x − xi)2 + (y − yi)2

≤ ri} being the transmission area (see Figure 1), so that any node n j

such that p j ∈ B (pi, ri) will be able to receive data transmitted by node ni.

Figure 1. Arrangement of nodes ni and n j along with their respective monitoring and
transmission regions.

4.2. Node deployment

Node deployment in the monitoring region R ⊂ R2 can be done either in a predetermined manner
(placing nodes in predefined locations) or in a non-predetermined manner (placing these devices in
locations distributed more or less randomly). When constructing the model, the monitoring region R
can be considered as a continuum (see Figure 2(a)) or it can be “discretized” into equal cells (square
shape) and distributed homogeneously (see Figure 2(b)).
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Figure 2. (a) Continuous monitoring region R. (b) Discretized monitoring region R.

Once the nodes are deployed, the directed network defining the topology of contacts, G =
(
VG,EG

)
,

is created and it is denoted as local connectivity (nodal) network. Here, the vertices of the network
represent the sensor nodes: VG = {n1, n2, . . . , nN}, and there exists an edge between node ni and n j,
ei j =

(
ni, n j

)
∈ EG, whenever node n j is located within the transmission area of node ni: p j ∈ B (ni, ri).

If all transmission radii are equal, ri = r j for 1 ≤ i < j ≤ N, the local connectivity network is
defined by an undirected graph since ei j = e ji ∈ EG. This is the situation we will work with.

Example 1. Figure 3 illustrates the local connectivity network defined by the deployment of N = 100
nodes - all equipped with the same transmission radius - shown in Figure 2.

Figure 3. Local connectivity network associated with the node deployment illustrated in
Figure 2.

5. Specifications of the proposed model

5.1. Node life cycle

Certain characteristics inherent to the sensor nodes constituting a WSN must be taken into account
when designing epidemiological models. Among these, the most important is the management of
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energy consumption. In this way, during the period when the node is not performing monitoring
or communication (reception and transmission) tasks, it remains “dormant” or “asleep,” maintaining
energy consumption at the minimum possible level. On the other hand, when it is carrying out the
aforementioned tasks, the node is in an “active” state, consuming only the energy necessary for the
proper development of these activities.

Although sensor devices are designed to have low energy consumption, if they only have one
power source, it will eventually be depleted over time, and the node will cease its operation, becoming
“inactive.” Some nodes may additionally be equipped with a secondary energy supply source that
provides them with energy obtained from the environment, which will impact the lifespan of the
device.

Consequently, the activity of a sensor node consists of:

1) Monitoring the environment at regular time intervals.
2) Sending the data obtained from monitoring to the sink node.
3) Routing the data packets received (collected and emitted by other sensor nodes) toward the sink

node.

It can be assumed that activities 1) and 2) are performed sequentially with little time lapse between
them and at predefined time intervals. Activity 3) is carried out whenever the node receives a data
packet “in transit” to the sink node (see Figure 4).

Figure 4. Timing of the main activities of a sensor node.

As it is assumed that routing protocols should optimize the distance traveled, both self-transmissions
(sending the collected data) and transmissions due to routing received data packets from other nodes,
should be directed toward the nearest neighboring nodes to the sink node.

5.2. Specifications of the propagation and infection processes

When designing any mathematical model to simulate the spread of a particular agent in a specific
environment, it is crucial to clearly define the main characteristics of propagation and infection
processes. These specifications will determine the variables and coefficients involved in the model, as
well as the design of equations governing the dynamics of the phenomenon. Considerations should
include both the environment of the spread (a WSN, in this case), the properties of the agent being
propagated (malware in our case), and the actors that can host this malicious code (the sensor nodes
of the network).

5.2.1. Propagation process

Regarding the propagation process, the following assumptions will be made:
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1) At the onset of the outbreak, there will be a single infectious node capable of spreading the
malware throughout the network (obviously, it will not be isolated).

2) The malicious code will propagate from one sensor node to another, utilizing legitimate
communications established between them as a result of their activities (data transmission and
data routing). This minimizes the chance of detection by potential security measures
implemented in the WSN. It is noteworthy that, in this case, a “proper contact” can be defined as
any transmission initiated by an infectious node, and whose recipient is a susceptible node, not
vice versa. That is, a transmission initiated by a susceptible node toward an infectious node
(even if the infectious node sends a data reception confirmation back to the susceptible node)
will not be considered as a proper contact. It is assumed that the presence of malicious code
embedded in these confirmation transmissions would be easily detected.

3) Direct spread will always occur toward nodes within the transmission range of the infectious
node. If, for example, ni is an infectious node and n j < B (ni, ri), then the probability of the
malware being directly transmitted (not through intermediary nodes belonging to any path
connecting them) from ni to n j is zero. However, during each time unit, the code initially
transmitted from ni could reach nodes that are not within its transmission range, thanks to
routing.

4) Spread to nodes within the transmission range (neighbor nodes) could be of two types, depending
on the specifications of the malicious code:

(i) Unrestricted spread: The malware specimen lacks the ability to know the state of
neighboring nodes (due to technical or other issues) and, consequently, attempts to spread
indiscriminately.

(ii) “Intelligent” spread: The malware specimen has the ability to fully or partially know the
characteristics of neighboring nodes and can, consequently, decide to spread only to those
sensor nodes of interest.

5.2.2. Infection process

Regarding the infection process, the following scheme will be followed:

1) When the malware specimen reaches a node, it has to “bypass” the security measures
implemented in it so that if a intrusion attempt is detected, it is blocked, and the malware does
not infect the sensor node (keeping it in the “susceptible” state).

2) If security measures cannot detect the intrusion, then the malware infects the node, which
becomes a “latent” state. The malware evaluates the utility of the host for its purpose. If the
malicious code determines that the infected node is not of interest, it tries to spread to a
neighboring node. During this period (where the malicious code attempts to infect another
device), the host node will be in the “infectious-latent” state and will return to the susceptible
state after the malware has successfully spread. If, on the other hand, the specimen of malware
determines that the infected node is useful, it decides on the type of attack to perform: carrying
out malicious activity without physical harm to the node (for example: malicious manipulation
of collected data or data in transit), or physically damaging the node. In the first case, the node is
to be in the “compromised” state, while in the second case, the node is in the “damaged” state.

3) During the malicious activity, the malware may have the ability to spread (in which case the node
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is in the “compromised-infectious” state) or simply limit itself to carrying out malicious activity
in the node itself (state “compromised”).

4) The security measures implemented in the network and in the node could detect the presence of
malware, and in this case, they would evaluate if it is possible to eliminate the malicious code.
If possible, the node would be “free” of malware, and its state would transition to “patched-
susceptible.” Otherwise, (when countermeasures could not eliminate the malware), the node
would be disconnected from the network, transitioning its state to “deactivated.”

5) Finally, if the malware activity in the infectious or compromised node is not detected, it will
continue its operation until it ends. At this point, the node will return to the susceptible state. The
duration of this period (infectious or compromise period) will be variable obviously, the greater
the activity and the longer the period in which this malicious activity is carried out, the greater
the probability of being detected).

5.3. The state set

As is previously discussed, the characteristics of the propagation and infection processes of the
malware specimen, as well as the particularities of both the nodes and the WSN as a whole, define what
is called the state set X. This is a finite set whose elements are all the possible states in which each
node, at each step of time, can be found (susceptible, exposed, infected, compromised, immunized,
etc.). Thus, in general, X = {x1, x2, . . . , xm}.

In the case of designing global models, we can work with two types of variables depending on
whether we consider the discretized monitoring region or the continuum monitoring region. Thus, in
the first case, many variables will be defined as there are states and the number of tessellations in the
region R:

Xi(a, b, t) = ♯{nk : pk ∈ Cab, sk(t) = xi ∈ X}, 1 ≤ a ≤ f , 1 ≤ b ≤ c, 1 ≤ i ≤ m, (5.1)

where sk(t) ∈ X is the state of the k-th sensor node at time t. In the second case, that is, if we consider
the region R as a continuum, the variables will be defined as follows:

Xi(t) = ♯{nk : sk(t) = xi ∈ X}, 1 ≤ i ≤ m. (5.2)

Note that if we work with the discretized region, it is obviously possible to define “global” variables:

Xi(t) =
∑

1≤a≤ f
1≤b≤c

Xi(a, b, t), 1 ≤ i ≤ m. (5.3)

In this work, it is assumed that the node population remains constant not only globally but also in
each of the possible cells into which R is divided so that:

N = X1(t) + X2(t) + . . . + Xm(t), ∀t, (5.4)
Nab(t) = X1(a, b, t) + . . . + Xm(a, b, t), ∀t, 1 ≤ a ≤ f , 1 ≤ b ≤ c, (5.5)

N =
∑

1≤a≤ f
1≤b≤c

Nab(t), ∀t. (5.6)

Taking into account all these considerations, the possible states in which any node may be are the
following:
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• Susceptible, S : The node is “free” of malware and either has never been infected before, or having
been infected, such intrusion was not detected.
• Patched susceptible, S P: The node is “free” of malware, having been infected at some previous

time when security measures successfully detected and eliminated the malicious code.
• Latent (non-infectious), L: This is an infected node in which the malware is determining what

activity to perform based on the characteristics of the node.
• Latent infectious, LI: The node will not be attacked by the malware but is being used as a

transmission vector for its spread through the network (it is infectious).
• Compromised (non-infectious), A: A node that is infected and is being attacked without physical

damage.
• Compromised infectious, AI: An infected node that is being attacked without physical damage

and, at the same time, is serving as a transmission vector for the spread of malware to neighboring
nodes.
• Damaged, D: This is an infected node that has been attacked by malware, causing physical

damage that prevents its operation.
• Deactivated, Q: An infected node in which the malware has been successfully detected but could

not be eliminated, so it has been disconnected from the rest of the network.

Consequently, the state set is:

X = {x1 = S , x2 = S P, x3 = L, x4 = LI , x5 = A, x6 = AI , x7 = D, x8 = Q}. (5.7)

In Figure 5, the flow diagram representing all the transitions between states is shown.

Figure 5. Flow diagram representing the transition of states.

5.4. Temporal unit

The correct definition of the temporal unit is a key factor in the model development as all
epidemiological coefficients (and equations) depend on it. In our case, as is mentioned earlier, the
milestones that determine the propagation process are the legitimate transmissions made by nodes,
both of the data collected by themselves during the monitoring process and the data packets they
receive from other nodes and have to route to reach the sink node. Therefore, we believe that the
notion of a temporal unit should strongly depend on the number of such transmissions, specifically
the number of own transmissions emitted by a sensor node. In this sense, given a number of
monitorings (and subsequent transmissions) c, we define the temporal unit as the period of time
during which c own transmissions of a sensor node occur (see Figure 6).
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Figure 6. Structure of the temporal unit where it is considered c = 3.

5.5. Additional considerations

In the novel global model that is proposed in the following section, some additional assumptions
will be made, derived from what has already been previously established, and the nature of global
models:

• Transmissions carried out by each node (whether own or associated with the routing process) will
be directed toward all nodes in its neighborhood.
• The number (average) of own transmissions of each node per unit of time will be K0 = ⟨k⟩ · c,

where ⟨k⟩ is the average degree of the network.
• The number of routings performed by an arbitrary node per unit of time depends proportionally

on the betweenness centrality of nodes and the average length of the shortest paths between nodes.
• The path taken by a data packet during a unit of time has an average length l, which will be

reduced by one unit after each monitoring. Consequently, during the period of time that lasts one
unit of time, the data collected in the i-th (1 ≤ i ≤ c) monitoring carried out during that unit will
travel a path of length l − (i − 1) (see Figure 7 ).

Figure 7. Length of paths traveled by data sent during a unit of time.

6. The global model on the continuous monitoring region

6.1. Transition from susceptible to Latent

The mathematical determination of the incidence term is one of the most important (and decisive)
tasks in designing a mathematical model to simulate the propagation of malware on a WSN.
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Considering the previous description of the propagation process, infection can occur when there exist
an effective contact (communication between sensor nodes) between an infectious node (either in a
latent state, LI , or attacked, AI) and a susceptible node (whether it is an ”original” susceptible or a
patched susceptible). In this way, we have:

incidence = αL · S · LI + αA · S · AI + α̂L · S P · LI + α̂A · S P · AI , (6.1)

where
αL = qL ·

k(N)
N
, αA = qA ·

k(N)
N
, α̂L = q̂L ·

k(N)
N
, α̂A = q̂A ·

k(N)
N
, (6.2)

where k (N) stands for the average appropriate contacts of each node with the rest of the sensor nodes
per unit of time, and 0 < qA ≤ qL ≤ 1, 0 < q̂A ≤ q̂L ≤ 1 are the probabilities that a suitable contact leads
to infection when receiving a transmission from a node in infectious latent state LI or from a node in
infectious attacked state AI , respectively. Additionally, it is assumed that q̂A ≤ qA and q̂L ≤ qL.

Taking into account the above, we have:

k (N) =
⟨k⟩

N − 1
· (K0 + K1 (N)) (6.3)

where K0 = ⟨k⟩ · c is the average self-transmissions of the node, and K1 (N) is the (average) number of
routings each node manages in each unit of time. Specifically, in this work, we assume:

K1 (N) =
∑N

i=1 CB (ni)
N

· (N − 1) · (δ + 1) , (6.4)

where l− (δ − 1) < L ≤ l−δ and L is the average length of the shortest paths between any pair of nodes
in the WSN. Note that CB(ni) is the betweenness centrality associated to the i-th sensor node.

In summary, we will have:

k (N) =
⟨k⟩2c
N − 1

+
⟨k⟩ (δ + 1)

N

N∑
i=1

CB (ni) =
⟨k⟩2c
N − 1

+
2⟨k⟩ (δ + 1)

N(N − 1)(N − 2)

N∑
i=1

∑
1≤r<s≤N

r,i,s,i

ℓrs (ni)
ℓrs
. (6.5)

6.2. Transition from Latent to infected

Considering the above, once the malicious code reaches a sensor node, it proceeds to evaluate it
to decide what activity to develop: not attack the node and use it as a transmission vector or attack
the sensor node with a higher or lower level of “aggressiveness”. We can assume that during each
unit of time, there is a fraction of nodes, 0 ≤ γL ≤ 1, that are not attacked, another fraction of nodes,
0 ≤ γD ≤ 1, are attacked and damaged, and another fraction of nodes, 0 ≤ γA ≤ 1, which are attacked
and used to carry out malicious activity without disabling them. Within these latter nodes, a fraction
defined by 0 ≤ ν ≤ 1 will not be used as transmission vectors (infectious nodes). There will also be a
fraction 0 ≤ ω ≤ 1 of latent nodes that are detected as infected by security countermeasures, of which
another fraction 0 ≤ ρ ≤ 1 will be possible to eliminate the malicious code specimen. Finally, it will
be assumed that there will be a small fraction (per unit of time), 0 ≤ η ≤ 1, of latent nodes that cannot
be classified. Therefore, we will have γL + γD + γA + η + ω + ρ = 1. Additionally, we can make the
following assumptions about the numerical value of these epidemiological coefficients:
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• There will be fewer attacked and/or damaged nodes than non-attacked nodes: γD+γA ≤ γL. Also,
there will be many fewer damaged nodes than attacked nodes: γD ≪ γA.
• The fraction of latent nodes detected by security countermeasures will be very small not only in

comparison with these epidemiological coefficients: ω, ρ ≪ η, γD, γA, but also in relation to the
detection and elimination rates that affect attacked and infectious nodes.
• The fraction of nodes in which a decision cannot be made will be very low: η ≪ γL, γD, γA.

As a consequence, we are assuming that: 0 ≤ ω, ρ ≪ η ≪ γD ≪ γA ≤ γL.

6.3. Transitions from infected to susceptible and/or disabled

It is assumed that security countermeasures are constantly monitoring the WSN to detect (and
eliminate, if possible) malware. Roughly speaking its detection will consist in searching for
suspicious or unusual activities of the nodes. Remember that in infected nodes, the activities carried
out by the malware (during monitoring and legitimate transmission periods -to try to go unnoticed-)
are the following:

• Development of malicious activity in a node without permanently damaging it.
• Irreversibly damaging a node.
• Attempt to spread to other nodes.

Depending on the state of the node, different activities will be carried out, and it is reasonable to
assume that the more activities are performed, the more probability of detection there will be. In this
sense, the minimum detection probability (per unit of time) can be assigned to latent state L nodes, as
mentioned earlier, 0 ≤ ω ≤ 1. From here, we will assume the following: ωLI = cω,ωA = 2cω,ωAI =

3cω, whereωLI , ωA, andωAI are the detection probabilities for latent infectious, attacked, and infectious
attacked nodes, respectively.

On the other hand, the rate of elimination of malicious code will be assumed to be the same
regardless of the state of the considered node: 0 ≤ ρ ≤ 1. Finally, infected nodes where the malware
has not been detected and has completed its malicious activity will become, again, susceptible in a
fraction that will depend on the state of the node: 0 ≤ ϵ ≤ 1 for attacked nodes and 0 ≤ ζ ≤ 1 for
latent infectious nodes. In Figure 8 the transition diagram of the described model is illustrated.

Figure 8. Flow diagram representing the transition of states between compartments.
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6.4. The system of ordinary differential equations governing the model dynamics

As indicated in Subsection 5.3, the variables used in this model are the following:

X1(t) = number of susceptible nodes S at time t.
X2(t) = number of patched susceptible nodes S P at time t.
X3(t) = number of latent nodes L at time t.
X4(t) = number of latent infectious nodes LI at time t.
X5(t) = number of attacked nodes A at time t.
X6(t) = number of infectious attacked nodes AI at time t.
X7(t) = number of damaged nodes D at time t.
X8(t) = number of deactivated nodes Q at time t.

Then, taking into account the specifications of the model given above, the system of ordinary
differential equations that governs its dynamics is:

X′1(t) = − (αLX4(t) + αAX6(t)) X1(t) + ζX4(t) + ϵX5(t) + ϵX6(t), (6.6)
X′2(t) = − (α̂LX4(t) + α̂AX6(t)) X2(t) + ωρX3(t) + cωρX4(t) + 2cωρX5(t) + 3cωρX6(t), (6.7)
X′3(t) = (αLX4(t) + αAX6(t)) X1(t) + (α̂LX4(t) + α̂AX6(t)) X2(t) − (ω + γL + γA + γD) X3(t), (6.8)
X′4(t) = γLX3(t) − (ζ + cω) X4(t), (6.9)
X′5(t) = γAνX3(t) − (ϵ + 2cω) X5(t), (6.10)
X′6(t) = γA (1 − ν) X3(t) − (ϵ + 3cω) X6(t), (6.11)
X′7(t) = γDX3(t), (6.12)
X′8(t) = ω (1 − ρ) X3(t) + cω (1 − ρ) X4(t) + 2cω (1 − ρ) X5(t) + 3cω (1 − ρ) X6(t), (6.13)

where N =
∑8

i=1 Xi(t) for all t. Also, the following initial conditions will be considered:

X1(0) = S 0, X2(0) = S P(0), X3(0) = L0, X4(0) = LI,0, X5(0) = A0, X6(0) = AI,0, X7(0) = D0, X8(0) = Q0.

(6.14)
Note that the feasible region of this system is Γ = {(X1, . . . , X8) ∈ (R+)8 such that X1+ . . .+X8 ≤ N},

so only solutions living in this region will be of interest.

Proposition 2. The system determined by equations (6.6)-(6.13) always has an infection-free
equilibrium point P∗0 = (X∗1,0, . . . , X

∗
8,0) defined by the following coordinates:

X∗1,0 = N∗1,0, X
∗
2,0 = N∗2,0, X

∗
3,0 = X∗4,0 = X∗5,0 = X∗6,0 = 0, X∗7,0 = N∗7,0, X

∗
8,0 = N − N∗1,0 − N∗2,0 − N∗7,0. (6.15)

Proof. The equilibrium points are solutions of the system

X′i (t) = 0, 1 ≤ i ≤ 8, N =
8∑

i=1

Xi(t), (6.16)
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namely:

0 = − (αLX4 + αAX6) X1 + ζX4 + ϵX5 + ϵX6 (6.17)
0 = − (α̂LX4 + α̂AX6) X2 + ωρ (1 + cX4 + 2cX5 + 3cX6) , (6.18)
0 = (αLX4 + αAX6) X1 + (α̂LX4 + α̂AX6) X2 − (ω + γL + γA + γD) X3, (6.19)
0 = γLX3 − (ζ + cω) X4, (6.20)
0 = γAνX3 − (ϵ + 2cω) X5, (6.21)
0 = γA (1 − ν) X3 − (ϵ + 3cω) X6, (6.22)
0 = γDX3, (6.23)
0 = ω (1 − ρ) X3 + cω (1 − ρ) X4 + 2cω (1 − ρ) X5 + 3cω (1 − ρ) X6 (6.24)
N = X1 + X2 + X3 + X4 + X5 + X6 + X7 + X8. (6.25)

From Eqs (6.20)–(6.22), it follows that:

X4 =
γL

ζ + cω
X3 = a1X3, X5 =

γAν

ϵ + 2cω
X3 = a3X3, X6 =

γA (1 − ν)
ϵ + 3cω

X3 = a2X3, (6.26)

so the system (6.17)–(6.25) is reduced to the equation N = X1 + X2 + X7 + X8. This immediately yields
that if X∗1,0 = N∗1,0, X∗2,0 = N∗2,0, and X∗7,0 = N∗7,0, then X∗8,0 = N − N∗1,0 − N∗2,0 − N∗7,0, and the statement is
proven. □

Proposition 3. If γD = 0, then the system determined by Eqs (6.6)–(6.13) has an endemic equilibrium
point P∗e = (X∗1,e, . . . , X

∗
8,e) such that:

1) If ω = 0, it is given by:

X∗1,e =
a1ζ + ϵ(a2 + a3)

a1αL + a2αA
, (6.27)

X∗2,e = 0, X∗3,e = E∗3,e, X∗4,e = a1E∗3,e, X∗5,e = a3E∗3,e, X∗6,e = a2E∗3,e, X∗7,e = E∗7,e, (6.28)

X∗8,e = N −
a1ζ + ϵ(a2 + a3)

a1αL + a2αA
− (1 + a1 + a2 + a3)E∗3,e − E∗7,0. (6.29)

2) If ρ = 1, it is given by:

X∗1,e =
a1ζ + ϵ(a2 + a3)

a1αL + a2αA
, (6.30)

X∗2,e =
ω(1 + ca1 + 2ca3 + 3ca2)

a1α̂L + a2α̂A
, (6.31)

X∗3,e = E∗3,e, X∗4,e = a1E∗3,e, X∗5,e = a3E∗3,e, X∗6,e = a2E∗3,e, X∗7,e = E∗7,0, (6.32)

X∗8,0 = N −
a1ζ + ϵ(a2 + a3)

a1αL + a2αA
−
ω (1 + ca1 + 2ca3 + 3ca2)

a1α̂L + a2α̂A
− (1 + a1 + a2 + a3) E∗3,e − E∗7,0. (6.33)

where:

a1 =
γL

ζ + cω
, a2 =

γA(1 − ν)
ϵ + 3cω

, a3 =
γAν

ϵ + 2cω
. (6.34)
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Proof. Considering Eq (6.23) and assuming that X3 , 0, we have γD = 0, so the system can be written
as follows:

0 = − (αLa1 + αAa2) X1 + ζa1 + ϵa3 + ϵa2 (6.35)
0 = − (α̂La1 + α̂Aa2) X2 + ωρ (1 + ca1 + 2ca3 + 3ca2) , (6.36)
0 = (αLa1 + αAa2) X1 + (α̂La1 + α̂Aa2) X2 − (ω + γL + γA) , (6.37)
0 = ω (1 − ρ) (1 + a1c + 2a3c + 3a2c) , (6.38)
N = X1 + X2 + (1 + a1 + a2 + a3) X3 + X7 + X8. (6.39)

From Eqs (6.35) and (6.36), it follows that:

X1 =
ζa1 + ϵa3 + ϵa2

αLa1 + αAa2
, X2 =

ωρ (1 + ca1 + 2ca3 + 3ca2)
α̂La1 + α̂Aa2

, (6.40)

and from Eq (6.38), it is deduced that either ω = 0 or ρ = 1. Thus:

1) In the first case, when ω = 0, then X2 = 0, and the system becomes:

0 = (ζa1 + ϵa3 + ϵa2)X3 − (γL + γA)X3, (6.41)

N =
ζa1 + ϵa3 + ϵa2

αLa1 + αAa2
+ (1 + a1 + a2 + a3) X3 + X7 + X8. (6.42)

The first equation is a tautology, so only the last equation remains and the result stated in the
proposition is obtained.

2) In the second case, if ρ = 1 (with ω , 0), then

X2 =
ω (1 + ca1 + 2ca3 + 3ca2)

α̂La1 + α̂Aa2
, (6.43)

and the system becomes:

0 = (ζa1 + ϵa3 + ϵa2) + ω (1 + ca1 + 2ca3 + 3ca2) − (ω + γL + γA) , (6.44)

N =
ζa1 + ϵa3 + ϵa2

αLa1 + αAa2
+
ω (1 + ca1 + 2ca3 + 3ca2)

α̂La1 + α̂Aa2
+ (1 + a1 + a2 + a3) X3 + X7 + X8.

The first equation is a tautology, and from the remaining equation, through a simple calculation,
the result of the proposition is obtained.

□

It can be assumed that a1αL + a2αA , 0 and a1α̂L + a2α̂A , 0 since αL and αA cannot be zero at the
same time (for there to be incidence). Additionally, it can also be supposed that γL , 0 and γA , 0
because otherwise there would be no transition between latent and infective-latents and attacked nodes,
respectively.

Note that the endemic equilibrium point exists when several very special conditions are satisfied,
namely:
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1) γD = 0, meaning that the malicious code specimen is not capable of permanently damaging sensor
nodes and rendering them disabled.

2) Either

2.1) ω = 0, meaning that security countermeasures are not capable of detecting the presence of
the malicious code specimen.

2.2) or ρ = 1, meaning that security countermeasures are capable of eliminating the malware
specimen from all nodes where it has been detected.

Meeting these conditions would simplify the model significantly by eliminating three transitions
between compartments. Consequently, this case can be considered as marginal.

6.5. Calculation and analysis of the basic reproductive number

Theorem 4. The basic reproductive number associated with the previously described epidemiological
model for malware propagation is given by:

R0 =
(αLa1 + αAa2) N∗1,0 + (α̂La1 + α̂Aa2) N∗2,0

ω + γA + γD + γL
. (6.45)

Proof. We will apply the next-generation method (see, for example, [54,55]) to compute in an explicit
way its basic reproductive number. Thus, considering only the variables corresponding to
compartments of infected nodes, the system (6.6)–(6.13) can be written as follows:

X′i = Fi (X3, X4, X5, X6) +Vi (X3, X4, X5, X6) , 3 ≤ i ≤ 6, (6.46)

withVi = V
−
i −V

+
i , where:

F3 = (αLX4 + αAX6) X1 + (α̂LX4 + α̂AX6) X2 (6.47)
V−3 = (ω + γL + γA + γD) X3,

V+3 = 0, (6.48)
F4 = 0, (6.49)
V−4 = (ζ + cω) X4, (6.50)
V+4 = γLX3, (6.51)
F5 = 0, (6.52)
V−5 = (ϵ + 2cω) X5, (6.53)
V+5 = γAνX3, (6.54)
F6 = 0, (6.55)
V−6 = (ϵ + 3cω) X6, (6.56)
V+6 = γA (1 − ν) X3, (6.57)

such that Fi represents the appearance of new nodes in compartment Xi from infection, V+i indicates
the number of nodes entering in state Xi due to system dynamics, and V−i stands for the number of
nodes disappearing from compartment Xi due to model dynamics.
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A simple computation shows that:

F =



∂F3
∂X3

∂F3
∂X4

∂F3
∂X5

∂F3
∂X6

∂F4
∂X3

∂F4
∂X4

∂F4
∂X5

∂F4
∂X6

∂F5
∂X3

∂F5
∂X4

∂F5
∂X5

∂F5
∂X6

∂F6
∂X3

∂F6
∂X4

∂F6
∂X5

∂F6
∂X6


=


0 αLX1 + α̂LX2 0 αAX1 + α̂AX2

0 0 0 0

0 0 0 0

0 0 0 0


, (6.58)

and

V =



∂V3
∂X3

∂V3
∂X4

∂V3
∂X5

∂V3
∂X6

∂V4
∂X3

∂V4
∂X4

∂V4
∂X5

∂V4
∂X6

∂V5
∂X3

∂V5
∂X4

∂V5
∂X5

∂V5
∂X6

∂V6
∂X3

∂V6
∂X4

∂V6
∂X5

∂V6
∂X6


=


ω + γL + γA + γD 0 0 0

−γL
γL
a1

0 0

−γAν 0 γAν

a3
0

−γA (1 − ν) 0 0 γA(1−ν)
a2


, (6.59)

so that

V−1 =



1
ω+γL+γA+γD

0 0 0
a1

ω+γL+γA+γD

a1
γL

0 0
a3

ω+γL+γA+γD
0 a3

γAν
0

a2
ω+γL+γA+γD

0 0 a2
γA(1−ν)


. (6.60)

Consequently we have:

FV−1 =



a2(αAX1+α̂AX2)+a1(αLX1+α̂LX2)
ω+γL+γA+γD

a1(αLX1+α̂LX2)
γL

0 a2(αAX1+α̂AX2)
(1−ν)γA

0 0 0 0

0 0 0 0

0 0 0 0


, (6.61)

and the basic reproductive number will be the spectral radius of the matrix
(
FV−1

)
P∗0

, i.e.:

R0 =
a2

(
αAX1 + α̂AN∗2,0

)
+ a1

(
αLN∗1,0 + α̂LX2

)
ω + γL + γA + γD

=
(αLa1 + αAa2) N∗1,0 + (α̂La1 + α̂Aa2) N∗2,0

ω + γL + γA + γD
, (6.62)

thus finishing the proof. □

The most relevant epidemiological coefficients of the model are those that appear in the explicit
expression of the basic reproductive number since this is a crucial threshold parameter that determines
the behavior of the temporal evolution of infectious nodes. Considering the meaning of the concept
of the basic reproductive number, the lower the numerical value of this coefficient, the easier it is to
control the epidemic outbreak. Consequently, the fundamental goal is to try to reduce the value of R0

below 1, since it is reasonable to establish the main prophylactic strategies as those aimed at reducing
the value of R0. Note that, in our case, the basic reproductive number can be written as follows:

R0 =
qL

k(N)
N

γL
ζ+cω + qA

k(N)
N
γA(1−ν)
ϵ+3cω

ω + γL + γA + γD
N∗1,0 +

q̂L
k(N)

N
γL
ζ+cω + q̂L

k(N)
N
γA(1−ν)
ϵ+3cω

ω + γL + γA + γD
N∗2,0, (6.63)

which means that R0 will decrease when:

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.



3987

1) The denominator ω + γL + γA + γD increases.
2) N∗1,0 and/or N∗2,0 decrease.
3) γL

ζ+cω and/or γA(1−ν)
ϵ+3cω decrease.

4) qL, qA, q̂L, q̂A decrease.
5) k(N)

N decreases.

These are purely mathematical conditions, and some of them may not have “physical” or
epidemiological significance or be impractical in practice. Analyzing them in some detail, we can
draw the following conclusions:

1) The denominator ω + γL + γA + γD roughly represents the rate of abandonment from the
compartment of nodes in the latent state L. From a practical standpoint, it makes sense to
increase ω (1 − ρ), which is the fraction of latent nodes that are detected and become deactivated,
thus preventing them from becoming infectious in the future. However, it does not make much
sense to increase ωρ or γAν, and, certainly, it makes no sense to increase γL or γA (1 − ν) since it
would be increasing the compartment of susceptibles in the first case (potential future infectives)
or the compartments of infectives, LI and AI , in the second case.

2) Obviously, if we reduce the number of nodes susceptible to infection, the infectious outbreak
will be contained. This could be achieved either by immunizing them (a process not considered
in the current model) or by isolating them from the network (which would negatively impact its
operation).

3) In principle, it would not be possible to decrease the rates γL or γA since they correspond to
characteristics of the malicious code specimen, and it is assumed that we would not have access
to them. The same would apply to increasing the rates ν, ζ, and ϵ. However, it would be possible
to influence the detection rate ω of latent nodes, although it would only be practically useful, as
discussed in point (1), to increase ω (1 − ρ).

4) The contagion probabilities qL, qA, q̂L, and q̂A decrease if we enhance the effectiveness of security
measures implemented in the nodes.

5) Decreasing k (N) implies reducing the number of contacts (direct transmissions and routing
transmissions) of the nodes. This is not possible without affecting the proper functioning of the
WSN.

6.6. Numerical simulations

We will illustrate the proposed model with some simulations considering different contact
topologies: complete network, homogeneous grid network, random network, scale-free network, and
small-world network.

In Table 1, the values of the epidemiological coefficients considered in all simulations are presented.
These are purely illustrative numerical values.
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Table 1. Numerical values of the epidemiological coefficients considered in the simulations.

Coefficient Numerical value
qL 0.005
q̂A 0.004
q̂L 0.85qL

q̂A 0.85qA

ζ 0.2
ϵ 0.1
ω 0.01
ρ 0.005
ν 0.75
γL 0.7
γA 0.17
γD 0.01

It will be assumed that at the initial time, we have the following compartment configuration:

X1(0) = 99, X2(0) = 0, X3(0) = 0, X4(0) = 1, X5(0) = X(6) = X(7) = X(8) = 0, (6.64)

which means that all nodes at t = 0 are susceptible except for a single node in the latent and infectious
state. In addition, as mentioned earlier, simulations will be performed on WSNs whose network
topology is defined by five complex networks of different typologies. For the sake of simplicity, we
assume N = 100 and consider the following contact topologies (note that for N > 100, the simulations
obtained are similar if the same epidemiological coefficients, global structural indices, and initial
conditions are considered):

• Complete network, G1.
• Homogeneous grid network, G2:

Figure 9. Homogeneous grid network G2.

• Random network (ER type with connection probability p = 0.5), G3:
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Figure 10. ER random network with p = 0.5, G3.

• Scale-free network with the number of reconnected nodes n = 3, G4:

Figure 11. Scale-free network, G4.

• Small-world network (WS model with reconnection probability p = 0.1), G5:

Figure 12. Small-world network (WS algorithm with p = 0.1), G5.
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In Table 3, some of the main structural coefficients associated with these networks are shown.

Table 2. Global structural indices associated with the complex networks used in the
simulations.

Global structural index G1 G2 G3 G4 G5

Number of links 4950 180 2456 294 200
Density 1 0.0364 0.4961 0.0594 0.0404
Diameter 1 18 2 5 9
Average length of geodesic paths, Li 1 6.667 1.503 2.591 4.638

In addition to the previously mentioned values of the coefficients, we will suppose that for each step
of time, there will be c = 3 monitorings/direct transmissions from each node, and the length of the path
traveled in the WSN by a data packet in each time unit is l = max{L1, L2, L3, L4, L5} = 7. Additionally,
in Table 3 the values of the respective contact rates k(N) in the cases under consideration are shown:

Table 3. Contact rates associated with the complex networks used in the simulations.

Contact rate G1 G2 G3 G4 G5

k(N) 297 0.531 74.5 1.49 0.881

If the system of differential equations governing the dynamics of the model is numerically solved
using the above data (we will use Mathematica software for this simulations), the solutions shown
in Figures 13–17 are obtained. Note that in all cases, the system evolves toward an infection-free
equilibrium state. Also, it can be observed that in two cases (those using the complete network and the
random network), there is an initial increase in the number of infected nodes before declining, while in
simulations where the WSN has a homogenous grid, scale-free, or small-world topological structure,
the infectious outbreak disappears immediately without any impact on the network. This fact could
have been foreseen simply by considering the data in Table 3, where it can be observed that given that
all simulations have been obtained from the same values of epidemiological coefficients, it is precisely
the impact of the network topology on the computation of k(N) that strongly determines the epidemic
evolution.
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Figure 13. Temporal evolution of the compartments in the complete network G1.

Figure 14. Temporal evolution of the different compartments in a grid network G2.

Figure 15. Temporal evolution of the compartments in an ER random network G3 with
p = 0.5.
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Figure 16. Temporal evolution of the compartments in a scale-free network with n = 3 G4.

Figure 17. Temporal evolution of a WS small-world network with p = 0.1 G5.

In Figure 18, the evolution of the latent compartment in WSNs with contact topologies defined by
ER random networks with different connection probabilities p is shown. The corresponding values are
presented in Table 4.

Table 4. Characteristics of the random networks used in the simulations.

Network p k(N) Density
G1 0.9 242.13 0.90282
G2 0.8 188.82 0.79717
G3 0.7 145.47 0.69960
G4 0.6 101.22 0.58343
G5 0.5 76.672 0.50768
G6 0.4 47.736 0.40040
G7 0.3 27.305 0.302626
G8 0.2 11.368 0.194950
G9 0.1 2.8112 0.098384
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Figure 18. Temporal evolution of the latent compartment on different WSNs described by
ER random networks.

It can be observed that as the connection probability used in the random network construction
algorithm decreases, the prevalence (number of infected nodes) becomes more “flattened” until a
certain threshold value of p - when R0 is less than 1- where the number of nodes in the latent state
decreases from the initial time.

Finally, it should be noted that the definition given for incidence severely undervalues network
topologies defined from homogenous grid, scale-free, and small-world networks, even considering the
same numerical values for the malware’s epidemiological coefficients. Obviously, the effect of
propagation cannot be the same as in a complete or random network (constructed using a high
probability in the ER algorithm), but, in my opinion, it shouldn’t be so slight, especially when
empirical evidence shows that contagion probabilities, qL and qA, should be multiplied by 103 to
achieve similar behaviors.

7. Conclusions and future work

In this work, following a review of the state of the art regarding mathematical models for
simulating malware propagation in WSNs, a novel way of defining incidence has been proposed,
which takes into account the average number of routings per unit of time. Based on this, a new
propagation model has been designed. Through a detailed analysis of the phenomenon, this model
considers more compartments than those employed in other existing models.

Taking into account all these compartments (8 in total), the study of stability becomes overly
complex, although it is possible to explicitly obtain the expression for the basic reproductive number.
Subsequently, an analysis of the basic reproductive number can be performed to determine key
containment measures.

The proposed model is of a global nature, where the studied variables represent the size or density of
the considered epidemiological compartments (for example, the number of infected devices at each step
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of time). Consequently, it does not take into account the specific characteristics of each of the devices
within the WSN (both those related to the processes of propagation and infection, as well as the specific
contact topologies). This is a potential limitation of the model that could be addressed by studying the
development of individual-based models, which is left as future work. On the other hand, although
certain specific aspects and characteristics of WSNs and malware propagation have been considered in
this work, further exploration is needed in the ad hoc design of epidemiological coefficients for models
simulating malware propagation. Furthermore, as future work, the simplification of the proposed model
by using fewer compartments is suggested, thereby enabling an in-depth qualitative analysis.
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de Salamanca, Spain) under grant number FS/2-2022.

Conflict of interest

The authors declare there is no conflict of interest.

References

1. P. G. Steeneken, E. Kaiser, G. J. Verbiest, M. C. ten Veldhuis, Sensors in agriculture: towards
an internet of plants, Nat. Rev. Method. Prim., 3 (2023), 60. https://doi.org/10.1038/s43586-023-
00250-x

2. J. Garcia-Martin, A. Torralba, E. Hidalgo-Fort, D. Daza, R. Gonzalez-Carvajal, Iot solution for
smart water distribution networks based on a low-power wireless network, combined at the device-
level: A case study, Int. Things, 22 (2023), 100746.

3. B. Camboim, J. Tavares, M. Tavares, J. Barbosa, Posture monitoring in healthcare: a
systematic mapping study and taxonomy, Med. Biol. Eng. Comput., 61 (2023), 1887–1899.
https://doi.org/10.1007/s11517-023-02851-w

4. M. Conti, Secure Wireless Sensor Networks. Threats and Solutions, Springer Science Business
Media, 2016.

5. J. Lopez, J. Zhou, Wireless Sensor Network Security, IOS Press, 2008.

6. P. Devi, B. Jaison, Protection on wireless sensor network from clone attack using the sdn-enabled
hybrid clone node detection mechanisms, Comput. Commun., 152 (2020), 316–322.

7. S. A. Elsaid, N. S. Albatati, An optimized collaborative intrusion detection system for wireless
sensor networks, Soft Comput., 24 (2020), 12553–12567.

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.

http://dx.doi.org/https://doi.org/10.1038/s43586-023-00250-x
http://dx.doi.org/https://doi.org/10.1038/s43586-023-00250-x
http://dx.doi.org/https://doi.org/10.1007/s11517-023-02851-w


3995

8. A. Salim, W. Osamy, A. Aziz, A. Khedr, Seedgt: Secure and energy efficient data
gathering technique for iot applications based wsns, J. Netw. Comput. Appl., 202.
https://doi.org/10.1016/j.jnca.2022.103353

9. D. Cong, X. Zhongwei, A secure three-factor authentication scheme for multi-gateway wireless
sensor networks based on elliptic curve cryptography, Ad Hoc Netw., 127 (2022), 102768.

10. X. Liu, Z. Guo, J. Ma, Y. Song, A secure authentication scheme for wireless sensor
networks based on dac and intel sgx, IEEE Int. Things J., 9 (2022), 3533–3547.
https://doi.org/10.1109/JIOT.2021.3097996

11. V. Rao, K. Prema, A review on lightweight cryptography for internet-of-things based applications,
J. Ambient Intell. Humaniz. Comput., 12 (2021), 8835–8857. https://doi.org/10.1007/s12652-020-
02672-x

12. A. Gautam, R. Kumar, A comprehensive study on key management, authentication and
trust management techniques in wireless sensor networks, SN Appl. Sci., 3 (2021), 50.
https://doi.org/10.1007/s42452-020-04089-9

13. M. Faisal, I. Ali, M. Khan, J. Kim, S. Kim, Cyber security and key management issues
for internet of things: Techniques, requirements, and challenges, Complexity, 2020 (2020).
https://doi.org/10.1155/2020/6619498

14. C. Kumar, R. Amin, M. Brindha, Safecom: Robust mutual authentication and session key
sharing protocol for underwater wireless sensor networks, J. Syst. Architect., 130 (2022), 102650.
https://doi.org/10.1016/j.sysarc.2022.102650

15. E. Praveen Kumar, S. Priyanka, A comprehensive survey on hardware-assisted
malware analysis and primitive techniques, Comput. Netw., 235 (2023), 109967.
https://doi.org/10.1016/j.comnet.2023.109967

16. M. K. Roberts, P. Ramasamy, An improved high performance clustering based routing
protocol for wireless sensor networks in iot, Telecommun. Syst., 82 (2023), 45–59.
https://doi.org/10.1007/s11235-022-00968-1

17. C. H. Nwokoye, V. Madhusudanan, Epidemic models of malicious-code propagation and control
in wireless sensor networks: An indepth review, Wirel. Pers. Commun., 125 (2022), 1827–1856.
https://doi.org/10.1007/s11277-022-09636-8

18. R. K. Shakya, T. H. Ayane, F. D. Diba, P. Mamoria, Seirs model with spatial correlation for
analyzing dynamic of virus spreading in event-driven wireless sensor networks, Int. J. Syst. Assur.
Eng. Manag., 13 (2022), 752–760. https://doi.org/10.1007/s13198-021-01336-z

19. Y. Zhou, Y. Wang, K. Zhou, S. F. Shen, W. X. Ma, Dynamical behaviors of an epidemic
model for malware propagation in wireless sensor networks, Front. Physics, 11 (2023).
https://doi.org/10.3389/fphy.2023.1198410

20. X. Zhu, J. Huang, Malware propagation model for cluster-based wireless sensor networks using
epidemiological theory, PeerJ Comput. Sci., 7 (2021), e728. https://doi.org/10.7717/peerj-cs.728

21. H. Zhou, S. Shen, J. Liu, Malware propagation model in wireless sensor networks
under attack-defense confrontation, Comput. Commun., 162 (2020), 51–58.
https://doi.org/10.1016/j.comcom.2020.08.009

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.

http://dx.doi.org/https://doi.org/10.1016/j.jnca.2022.103353
http://dx.doi.org/https://doi.org/10.1109/JIOT.2021.3097996
http://dx.doi.org/https://doi.org/10.1007/s12652-020-02672-x
http://dx.doi.org/https://doi.org/10.1007/s12652-020-02672-x
http://dx.doi.org/https://doi.org/10.1007/s42452-020-04089-9
http://dx.doi.org/https://doi.org/10.1155/2020/6619498
http://dx.doi.org/https://doi.org/10.1016/j.sysarc.2022.102650
http://dx.doi.org/https://doi.org/10.1016/j.comnet.2023.109967
http://dx.doi.org/https://doi.org/10.1007/s11235-022-00968-1
http://dx.doi.org/https://doi.org/10.1007/s11277-022-09636-8
http://dx.doi.org/https://doi.org/10.1007/s13198-021-01336-z
http://dx.doi.org/https://doi.org/10.3389/fphy.2023.1198410
http://dx.doi.org/https://doi.org/10.7717/peerj-cs.728
http://dx.doi.org/https://doi.org/10.1016/j.comcom.2020.08.009


3996

22. Y. Wang, D. Li, N. Dong, Cellular automata malware propagation model for wsn based on
multi-player evolutionary game, IET Netw., 7 (2018), 129–135. https://doi.org/10.1049/iet-
net.2017.0070

23. G. Liu, J. Li, Z. Liang, Z. Peng, Dynamical behavior analysis of a time-delay sirs-
l model in rechargeable wireless sensor networks, Mathematics, 9 (2021), 2007.
https://doi.org/10.3390/math9162007

24. G. Liu, J. Li, Z. Liang, Z. Peng, Analysis of time-delay epidemic model in rechargeable wireless
sensor networks, Mathematics, 9 (2021), 978. https://doi.org/10.3390/math9090978

25. S. Awasthi, N. Kumar, P. K. Srivastava, An epidemic model to analyze the dynamics of malware
propagation in rechargeable wireless sensor network, J. Discrete Math. Sci. Criptogr., 24 (2021),
1529–1543. https://doi.org/10.1080/09720529.2021.1951436

26. S. Kumari, R. K. Upadhyay, Exploring the dynamics of a malware propagation model and its
control strategy, Wirel. Pers. Commun., 121 (2021), 1945–1978. https://doi.org/10.1007/s11277-
021-08748-x

27. G. Liu, J. Chen, Z. Liang, Z. Peng, J. Li, Dynamical analysis and optimal control
for a seir model based on virus mutation in wsns, Mathematics, 9 (2021), 929.
https://doi.org/10.3390/math9090929

28. X. Ye, S. Xie, S. Shen, Sir1r2: Characterizing malware propagation in
wsns with second immunization, IEEE Access, 9 (2021), 82083–82093.
https://doi.org/10.1109/ACCESS.2021.3086531

29. D. Ganeshan, K. Selvan, Analytical solution of propagation of worms in wireless sensor network
model by homotopy perturbation method, Tamkang J. Math., 51 (2020), 333–347.

30. R. Ojha, P. Srivastava, G. Sanyal, N. Gupta, Improved model for the stability analysis of
wireless sensor network against malware attacks, Wirel. Pers. Commun., 116 (2021), 2525–2548.
https://doi.org/10.1007/s11277-020-07809-x

31. Y. Zhou, Y. Wang, K. Zhou, S. F. Shen, W. X. Ma, Dynamical behaviors of an epidemic
model for malware propagation in wireless sensor networks, Front. Phys., 11 (2023).
https://doi.org/10.3389/fphy.2023.1198410

32. X. Zhong, B. Peng, F. Deng, G. Liu, Stochastic stabilization of malware propagation in wireless
sensor network via aperiodically intermittent white noise, Complexity, 2020 (2020), 2903635.
https://doi.org/10.1155/2020/2903635

33. J. D. Hernández Guillén, A. Martı́n del Rey, A mathematical model for malware
spread on wsns with population dynamics, Phys. A, 545 (2020), 123609.
https://doi.org/10.1016/j.physa.2019.123609

34. B. Du, H. Wang, M. Liu, An information diffusion model in social networks with
carrier compartment and delay, Nonlinear Anal. Model Control, 23 (2018), 568–582.
https://doi.org/10.15388/NA.2018.4.7

35. H. Zhang, S. Shen, Q. Cao, X. Wu, S. Liu, Modeling and analyzing malware diffusion in
wireless sensor networks based on cellular automaton, Int. J. Distrib. Sens. Netw., 16 (2020).
https://doi.org/10.1177/1550147720972944

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.

http://dx.doi.org/https://doi.org/10.1049/iet-net.2017.0070
http://dx.doi.org/https://doi.org/10.1049/iet-net.2017.0070
http://dx.doi.org/https://doi.org/10.3390/math9162007
http://dx.doi.org/https://doi.org/10.3390/math9090978
http://dx.doi.org/https://doi.org/10.1080/09720529.2021.1951436
http://dx.doi.org/https://doi.org/10.1007/s11277-021-08748-x
http://dx.doi.org/https://doi.org/10.1007/s11277-021-08748-x
http://dx.doi.org/https://doi.org/10.3390/math9090929
http://dx.doi.org/https://doi.org/10.1109/ACCESS.2021.3086531
http://dx.doi.org/https://doi.org/10.1007/s11277-020-07809-x
http://dx.doi.org/https://doi.org/10.3389/fphy.2023.1198410
http://dx.doi.org/https://doi.org/10.1155/2020/2903635
http://dx.doi.org/https://doi.org/10.1016/j.physa.2019.123609
http://dx.doi.org/https://doi.org/10.15388/NA.2018.4.7
http://dx.doi.org/https://doi.org/10.1177/1550147720972944


3997

36. S. Shen, H. Zhou, S. Feng, J. Liu, H. Zhang, Q. Cao, An epidemiology-based model for disclosing
dynamics of malware propagation in heterogeneous and mobile wsns, IEEE Access, 8 (2020),
43876–43887. https://doi.org/10.1109/ACCESS.2020.2977966

37. S. Shen, H. Zhou, S. Feng, L. Huang, J. Liu, S. Yu and Q. Cao, Hsird: A model for characterizing
dynamics of malware diffusion in heterogeneous wsns, J. Netw. Comput. Appl., 146, 102420.
https://doi.org/10.1016/j.jnca.2019.102420

38. S. Shen, H. Zhou, S. Feng, J. Liu, Q. Cao, Snird: Disclosing rules of malware
spread in heterogeneous wireless sensor networks, IEEE Access, 7 (2019), 92881–92892.
https://doi.org/10.1109/ACCESS.2019.2927220

39. D. Acarali, M. Rajarajan, N. Komninos, B. Zarpelao, Modelling the spread of botnet
malware in iot-based wireless sensor networks, Secur. Commun. Netw., 2019 (2019).
https://doi.org/10.1155/2019/3745619

40. X. Wu, Q. Cao, J. Jin, Y. Li, H. Zhang, Nodes availability analysis of nb-iot based heterogeneous
wireless sensor networks under malware infection, Wirel. Commun. Mob. Comput., 2019 (2019).
https://doi.org/10.1155/2019/4392839

41. R. M. Carnier, Y. Li, Y. Fujimoto, J. Shikata, Exact markov chain of random propagation
of malware with network-level mitigation, IEEE Int. Things J., 10 (2023), 10933–10947.
https://doi.org/10.1109/JIOT.2023.3240421

42. V. Srivastava, P. K. Srivastava, J. Mishra, R. P. Ojha, P. S. Pandey, R. S. Dwivedi, et
al., Generalized defensive modeling of malware propagation in wsns using atangana-
baleanu- caputo (abc) fractional derivative, IEEE Access, 11 (2023), 49042–49058.
https://doi.org/10.1109/ACCESS.2023.3276351

43. Y. Zhou, B. T. Liu, K. Zhou, S. F. Shen, Malware propagation model of
fractional order, optimal control strategy and simulations, Front. Phys., 11 (2023).
https://doi.org/10.3389/fphy.2023.1201053

44. S. J. Achar, C. Baishya, M. K. A. Kaabar, Dynamics of the worm transmission in wireless sensor
network in the framework of fractional derivatives, Math. Meth. Appl. Sci., 45 (2022), 4278–4294.
https://doi.org/10.1002/mma.8039

45. G. Liu, Z. Tan, Z. Liang, H. Chen, X. Zhong, Fractional optimal control for
malware propagation in the internet of underwater things, IEEE Int. Things J.
https://doi.org/10.1109/JIOT.2023.3331736

46. J. Bi, F. Zhang, A. Dorri, C. Zhang, C. Zhang, A risk management approach
to double-virus tradeoff problem, IEEE Access, 7 (2019), 144472–144480.
https://doi.org/10.1109/ACCESS.2019.2944985

47. S. Shen, H. Li, R. Han, A. V. Vasilakos, Y. Wang, Q. Cao, Differential game-based strategies for
preventing malware propagation in wireless sensor networks, IEEE Trans. Inf. Forensic Secur., 9
(2014), 1962–1973. https://doi.org/10.1109/TIFS.2014.2359333

48. Y. Yang, G. Liu, Z. Liang, H. Chen, L. Zhu, X. Zhong, Hybrid control for malware propagation
in rechargeable wusn and wasn: From knowledge-driven to data-driven, Chaos Solitons Fractals,
173 (2023). https://doi.org/10.1016/j.chaos.2023.113703

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.

http://dx.doi.org/https://doi.org/10.1109/ACCESS.2020.2977966
http://dx.doi.org/https://doi.org/10.1016/j.jnca.2019.102420
http://dx.doi.org/https://doi.org/10.1109/ACCESS.2019.2927220
http://dx.doi.org/https://doi.org/10.1155/2019/3745619
http://dx.doi.org/https://doi.org/10.1155/2019/4392839
http://dx.doi.org/https://doi.org/10.1109/JIOT.2023.3240421
http://dx.doi.org/https://doi.org/10.1109/ACCESS.2023.3276351
http://dx.doi.org/https://doi.org/10.3389/fphy.2023.1201053
http://dx.doi.org/https://doi.org/10.1002/mma.8039
http://dx.doi.org/https://doi.org/10.1109/JIOT.2023.3331736
http://dx.doi.org/https://doi.org/10.1109/ACCESS.2019.2944985
http://dx.doi.org/https://doi.org/10.1109/TIFS.2014.2359333
http://dx.doi.org/https://doi.org/10.1016/j.chaos.2023.113703


3998

49. B. Xu, M. Lu, H. Zhang, C. Pan, A novel multi-agent model for robustness with component
failure and malware propagation in wireless sensor networks, Sensors, 21 (2021), 4873.
https://doi.org/10.3390/s21144873

50. S. Muthukrishnan, S. Muthukumar, V. Chinnadurai, Optimal control of malware spreading model
with tracing and patching in wireless sensor networks, Wirel. Pers. Commun., 117 (2021), 2061–
2083. https://doi.org/10.1007/s11277-020-07959-y

51. J. Bi, S. He, F. Luo, W. Meng, L. Ji, D. W. Huang, Defense of advanced persistent threat on
industrial internet of things with lateral movement modeling, IEEE Trans. Ind. Inform., 19 (2023),
9619–9630. https://doi.org/10.1109/TII.2022.3231406

52. J. Bi, F. Luo, S. He, G. Liang, W. Meng, M. Sun, False data injection and propagation-aware
game theoretical approach for microgrids, IEEE Trans. Smart Grid, 13 (2022), 3342–3353.
https://doi.org/10.1109/TSG.2022.3174918

53. J. Bi, F. Luo, G. Liang, X. Yang, S. He, Z. Y. Dong, Impact assessment and defense
for smart grids with fdia against ami, IEEE Trans. Netw. Sci. Eng., 10 (2023), 578–591.
https://doi.org/10.1109/TNSE.2022.3197682

54. O. Dieckmann, J. Heesterbeek, Mathematical Epidemiology of Infectious Diseases: Model
Building, Analysis and Interpretation, John Wiley and Sons, Ltd., 2000.

55. O. Diekmann, J. Heesterbeek, J. Metz, On the definition and the computation of the basic
reproduction ration R0 in models for infectious diseases in heterogeneous populations, J. Math.
Biol., 28 (1990), 365–382. https://doi.org/10.1007/bf00178324

© 2024 Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3967–3998.

http://dx.doi.org/https://doi.org/10.3390/s21144873
http://dx.doi.org/https://doi.org/10.1007/s11277-020-07959-y
http://dx.doi.org/https://doi.org/10.1109/TII.2022.3231406
http://dx.doi.org/https://doi.org/10.1109/TSG.2022.3174918
http://dx.doi.org/https://doi.org/10.1109/TNSE.2022.3197682
http://dx.doi.org/https://doi.org/10.1007/bf00178324
http://creativecommons.org/licenses/by/4.0

	Introduction
	WSNs: definition and main characteristics
	The fundamentals of WSNs
	Security of WSNs

	State of the Art: A comprehensive review of malware propagation models in WSNs
	Mathematical description of WSNs
	Node specifications
	Node deployment

	Specifications of the proposed model
	Node life cycle
	Specifications of the propagation and infection processes
	Propagation process
	Infection process

	The state set
	Temporal unit
	Additional considerations

	The global model on the continuous monitoring region
	Transition from susceptible to Latent
	Transition from Latent to infected
	Transitions from infected to susceptible and/or disabled
	The system of ordinary differential equations governing the model dynamics
	Calculation and analysis of the basic reproductive number
	Numerical simulations

	Conclusions and future work

