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Abstract: In this paper, we study a generalized eco-epidemiological model of fractional order for the
predator-prey type in the presence of an infectious disease in the prey. The proposed model considers
that the disease infects the prey, causing them to be divided into two classes, susceptible prey and
infected prey, with different density-dependent predation rates between the two classes. We propose
logistic growth in both the prey and predator populations, and we also propose that the predators have
alternative food sources (i.e., they do not feed exclusively on these prey). The model is evaluated
from the perspective of the global and local generalized derivatives by using the generalized Caputo
derivative and the generalized conformable derivative. The existence, uniqueness, non-negativity, and
boundedness of the solutions of fractional order systems are demonstrated for the classical Caputo
derivative. In addition, we study the stability of the equilibrium points of the model and the asymp-
totic behavior of its solution by using the Routh-Hurwitz stability criteria and the Matignon condition.
Numerical simulations of the system are presented for both approaches (the classical Caputo deriva-
tive and the conformable Khalil derivative), and the results are compared with those obtained from the
model with integro-differential equations. Finally, it is shown numerically that the introduction of a
predator population in a susceptible-infectious system can help to control the spread of an infectious
disease in the susceptible and infected prey population.

Keywords: eco-epidemiological model; prey-predator model; susceptible-infected model; fractional
order epidemiological model

1. Introduction

In recent decades, the development of new mathematical theories has introduced challenges that
affect their application, particularly in efforts to find new and better solutions to problems arising in
different areas related to human knowledge. This has led to the rethinking and development of new
mathematical models related to biological, chemical, physical, and social processes, among others.
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Particularly, in ecology, there are mathematical models that allow for the description of different types
of interactions between species, such as competition, mutualism, amensalism, and antagonism, among
others. One of the most studied models is the one proposed by Lotka and Volterra, which describes
the dynamics between predators and prey [1, 2]. A variant of this model is presented when a change
in one of the populations is incorporated, which occurs naturally in ecosystems, such as during the
outbreak of an infectious disease in one of the populations. This can be studied, for example, by
coupling the dynamics of population models (predator-prey type) and epidemiological models, thus
giving rise to the so-called eco-epidemiological models. In this way, a susceptible-infected-susceptible
(SIS) or a susceptible-infected-recovered (SIR) system can be studied, such as the one proposed by
Kermack and McKendrick, which was proposed in 1927 [3], as coupled with a Lotka-Volterra-type
system. The study of these eco-epidemiological models is of interest since it allows us to understand
the role played by an infectious disease in species interacting in an ecosystem [4, 5]. These types
of models can be as diverse as the type of diseases and relationships present in an ecosystem [6, 7].
There are studies that have focused on eco-epidemiological models with diseases in the prey [8–10],
predators [11–13], or both populations [14, 15]. Another area of theoretical mathematics that has
taken great importance in recent years is the so-called fractional calculus, which focuses on the study
of fractional differential operators (derivatives and integrals of fractional order), which begins with
the contributions of Newton, Leibniz, Lacroix, Euler, Riemann, Liouville, Caputo, Grünwald, and
Letnikov, among others. In that sense, there are two approaches to fractional calculus, known as the
global approach and the local approach. In the global approach, the derivatives are defined by means
of an integral, which depends on the values taken by the function in an integration interval; therefore,
these derivatives totally or partially conserve the behavior of the function. For this approach, there
are two well-known schemes: the Riemann-Lioville scheme and the Caputo scheme [16,17]. Bosch et
al. [18] proposed an approach that generalizes the Caputo derivative through the use of a general kernel
function, i.e., it is F(χ; q)-admissible. On the other hand, local derivatives are defined similarly to the
definition of the classical derivative of integer order as the limit of a quotient. This type of derivative
can preserve some properties that are present in the classical derivative; what is more, they can converge
to the classical derivatives (when the order of the derivative converges to a natural number), and when
this happens, they are called conformable. Among the best known proposals is the conformable Khalil
derivative [19], which is obtained by using the kernel t1−q. This scheme coincides with the classical
derivative when the order of the derivative is a positive integer. Other schemes for nonconformable
derivatives have also been proposed, such as that developed Guzman et al. [20]. Recently, Fleitas et
al. [21] proposed a scheme that generalizes the nonconformable and conformable derivatives. This
new definition is based on introducing a perturbation through the use of a positive function (kernel),
T (t, q), in the classical definition of the n-th derivative of a function at a point t.

The importance that fractional calculus has acquired in recent years is partly due to the fact that,
in the fields of engineering, physics, economics, and, in general, other applied sciences, applications
have appeared in which, in the solution of inverse problems for the adjustment of data, better results
have been obtained than those obtained through the use of classical calculus [22–29]. This is due to
the fact that, by proposing mathematical models with fractional order derivatives, a new parameter is
introduced to the models (the order of the derivative), and, in this way, we can achieve a better fit to
a set of real data and thus better predict the evolution of the modeled system, such as models for the
spread of a disease [22,26]. In addition, the use of generalized derivatives (e.g., generalized Caputo or
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generalized conformable) can contribute in that direction by giving more degrees of freedom through
the choice of an admissible function and its parameters when solving an inverse problem; furthermore,
the selection of the kernel function within the admissible functions could, in itself, improve the fit.
Inverse problems involve inferring or estimating the parameters of a model of some system under
study. Some of these parameters can be easily obtained from previous studies, while others require
calibration or estimation processes. This problem can be approached from a statistical point of view by
using Bayesian inference. The problem of parameter estimation for integer order systems and fractional
order systems has been of great interest in recent years, and the use of Bayesian inversion has proven
to be efficient and suitable as a tool to solve inverse problems; see [23–25]; for more information
on fractional models, see [10, 30–37]. Other phenomena that naturally involve the use of fractional
order derivatives are chaos models; see [38] and the tautochrone problem proposed by Abel in [39,40].
One of the questions that arise when studying systems modeled with fractional order equations is as
follows: are the properties of these systems preserved with integer order differential equations (such
as equilibrium points, stability, solution curves, etc.)? In this paper, we present the analysis of a
predator-prey-type eco-epidemiological system with disease in the prey population from three different
perspectives, proposing the model with integer order derivatives by using a global fractional derivative
(Caputo fractional derivative) and a local fractional derivative (conformable Khalil derivative). The
paper is organized as follows. The next section presents some preliminary results for the generalized
Caputo fractional derivative and the generalized conformable fractional derivative. In Section 3, we
provide a detailed explanation of the proposed eco-epidemiological model. In Section 4, we prove
the existence and uniqueness, as well as the non-negativity and boundedness of the solutions, for the
Caputo fractional system. In addition, the conditions for the existence of equilibrium points and their
stability are shown. Numerical simulations of our theoretical results are presented in Section 5. Finally,
conclusions are presented in Section 6.

2. Mathematical preliminaries

In this section, we will introduce some definitions and some useful lemmas for the generalized
Caputo derivative [18] and the generalized conformable derivative [21].

Definition 1. F is an admissible kernel for the interval [a, b] if F : [0, b − a] × (0, 1) → [0,∞) is a
non-negative continuous function such that∫ b−a

0

dτ
F(τ, q)

< ∞ (2.1)

for each q ∈ (0, 1). Moreover, F is an admissible kernel for [a,∞) if it is admissible for [a, b] for every
b > a.

Definition 2. Let f : [a, b] → R be a differentiable function for the interval (a, b), F be an admissible
kernel for [a, b], and let t ∈ [a, b] and q ∈ (0, 1). The generalized Caputo derivative of order q of the
function f at the point t is given by

CDq
F,a f (t) =

∫ t

a

f
′

(τ)
F(t − τ, q)

dτ. (2.2)
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Remark 1. Note that, if F(χ, q) = Γ(1 − q)χq, then we obtain the classical Caputo derivative:

CDq
F,a f (t) =

∫ t

a

f
′

(τ)
F(t − τ, q)

dτ ≈
∫ t

a

f
′

(τ)
Γ(1 − q)(t − τ)q dτ =

1
Γ(1 − q)

∫ t

a

f
′

(τ)
(t − τ)q dτ. (2.3)

Similarly, if F(χ, q) =
(1−q)e

qχ
1−q

M(q) or F(χ, q) =
(1−q)

M(q)Eq

(
−

qχq
1−q

) , we can obtain the Caputo-Fabrizio [41] and

Atangana-Baleanu [42] extensions, respectively.

The following integral operator is associated with the generalized Caputo derivative.

Definition 3. Let f : [a, b] → R be a differentiable function, F be an admissible kernel on [a, b],
t ∈ [a, b], and q ∈ (0, 1); then, the generalized Caputo integral operator of order q of the function f at
the point t is defined as

C Jq
F,a f (t) =

∫ t

a

f (τ)
F(t − τ, q)

dτ. (2.4)

Hence, CDq
F,a f (t) =C Jq

F,a f
′

(t).

Definition 4. Let F be an admissible kernel on [a, b], n ∈ Z+, q ∈ (n − 1, n), and t ∈ [a, b]. For an
n-times differentiable function f : [a, b] → R, the generalized Caputo derivative of f of order q at the
point t is given by

CDq
F,a f (t) =

∫ t

a

f (n)(τ)
F(t − τ, q + 1 − n)

dτ. (2.5)

Proposition 1. Let F be an admissible kernel on [a, b], n ∈ Z+, and q ∈ (0, 1). If f is an (n + 1)-
differentiable function on [a, b], then

CDq+n
F,a f (t) = CDq

F,a f (n)(t). (2.6)

Remark 2. Note that the above proposition is important since we write CDq+n
F,a as a composition of a

local operator and a non-local operator.

For more information about the generalized Caputo derivative, see [18]. In addition to these defini-
tions, a new definition called the conformable fractional derivative was introduced by Khalil et al. in
2014 [19]; this definition introduces a perturbation through the use of a function (kernel) for the defi-
nition of the classical derivative. Following the same idea, in [21], a new definition of the generalized
conformable derivative is proposed through the use of a general kernel T (t, q) in the classical definition
of the n-th derivative of a function at a point t, which is defined as follows.

Definition 5. Let I ⊆ R be an interval, a positive continuous function T (t, q) on the interval I, f : I →
R, and q ∈ R+; then, the derivative Gq

T f of f of order q at the point t ∈ I is defined by

Gq
T f (t) = lim

h→0

1
hdqe

dqe∑
k=0

(−1)k

(
dqe
k

)
f (t − khT (t, q)). (2.7)

If b = max {t ∈ I} (respectively, a = min {t ∈ I}), then Gq
T f (b) (respectively, Gq

T f (a)) is defined by
using h→ 0+ (respectively, h→ 0−) instead of h→ 0 in the limit.
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Remark 3. If there exists a neighborhood of the point t for which f is defined and there exists Dn f (t),
then

Dn f (t) = lim
h→0

1
hn

n∑
k=0

(−1)k

(
n
k

)
f (t − kh). (2.8)

Consequently, if f is smooth enough and q = n ∈ N, then Definition 5 coincides with the classical
definition of the n-th derivative of f .

Remark 4. If T (t, q) = t1−q, then we obtain the conformable Khalil derivative defined in [19].

Some basic properties of the derivative Gq
T f (t) can be found in [19, 21]. The following results will

be used later.

Theorem 1. Let I ⊆ R be an interval, f : I → R, and q ∈ R+.

i. If there exists Ddqe f at the point t ∈ I, then f is Gq
T -differentiable at t and Gq

T f (t) =

T (t, q)dqeDdqe f (t).
ii. If q ∈ (0, 1], then f is Gq

T -differentiable at t ∈ I if and only if f is differentiable at t; in this case,
we have that Gq

T f (t) = T (t, q) f
′

(t).

Theorem 2. (Chain rule). Let q ∈ (0, 1], g by a Gq
T -differentiable function at t, and f be a differentiable

function at g(t). Then, f ◦ g is Gq
T -differentiable in t and Gq

T ( f ◦ g)(t) = f
′

(g(t))Gq
T g(t).

3. Model description

The eco-epidemiological model proposed describes the interaction between a prey population and a
predator population. The prey population is divided into two disjoint classes, i.e., the susceptible prey
population, denoted by S (t), and the infected prey population, denoted by I(t). In this way, at time t,
the total prey population is N(t) = S (t) + I(t). On the other hand, the predator population is denoted
by Y(t), and this class is associated with an increase in its mortality due to the consumption of infected
prey. This model is based on the following assumptions:

A1) We consider that the transmission of disease occurs through the contact between susceptible prey
and infected prey, according to the mass action law.

A2) We do not consider recovery of the infected prey population because this population dies so fast
due to disease that its reproduction is not possible.

A3) In the absence of predators and infected prey (Y(t) = 0 and I(t) = 0), the susceptible population
exhibits grows logistically.

A4) Both susceptible and infected populations are prey for predators. However, infected prey are
easier to hunt, as the disease weakens them and exposes them more to predators.

A5) The term p1S 2Y
1+S +αI can be written as follows: (S Y)

(
p1S

1+S +αI

)
, i.e., the first factor, where (S Y) rep-

resents the number of possible encounters between the susceptible prey and predators; and, the
second one, i.e., p1S

1+S +αI , can be considered as a density-dependent consumption rate of S . Note
that, if S → 0, then p1S

1+S +αI → 0; on the other hand, if S → k1, then p1S
1+S +αI → p1; therefore,

0 < p1S
1+S +αI < p1. Thus, p1 is the maximum consumption rate for the predators. A similar in-

terpretation can be given for the term p2I2Y
1+S +αI . Another interpretation of this term can be found

in [9, 43–45].
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A6) The predator population has an alternative food source, i.e., the predators do not feed exclusively
on this type of prey.

With the above assumptions, we propose the following ordinary differential equation system to
model the aforementioned phenomenon:

Ṡ = r1S
(
1 −

S + I
k1

)
− λS I −

p1S 2Y
1 + S + αI

,

İ = λS I −
p2I2Y

1 + S + αI
− γI,

Ẏ = r2Y
(
1 −

Y
k2 + S + mI

)
+ δ1

(
p1S 2Y

1 + S + αI

)
− δ2

(
p2I2Y

1 + S + αI

)
,

(3.1)

with the initial conditions S (0) ≥ 0, I(0) ≥ 0, and Y(0) ≥ 0. The detailed biological meanings of the
parameters are given in Table 1.

Table 1. Biological meanings of parameters.

Parameter Description
r1 Per capita growth rate of prey in the susceptible subpopulation.
r2 Per capita growth rate of predators.
k1 Carrying capacity of the total prey population.
k2 Carrying capacity of the predator population.
λ Disease transmission rate between susceptible and infected prey.
γ Per capita mortality rate of infected prey due to the disease.
p1, p2 Maximum rates of consumption of susceptible and infected prey,

respectively.
α Predator’s rate of preference for the infected

subpopulation over the susceptible subpopulation.
m Rate of reduction in the carrying capacity of the predator

population through the consumption of infected prey.
δ1, δ2 Predator benefit (damage) rates due to the consumption

of susceptible (infected) prey.

Thus, the variable (Ω) and parameter (Υ) spaces of interest are respectively given by

Ω =
{
(S , I,Y) ∈ R3

+ : S ≥ 0, I ≥ 0,Y ≥ 0
}

and
Υ =

{
(r1, r2, p1, p2, k1, k2, δ1, δ2, α, λ, γ,m) ∈ R12 : r1, r2, p1, p2, k1, k2, λ, γ > 0 ; m, α, δ1, δ2 ≥ 0

}
.

(3.2)
The idea of fractional calculus is a generalization of the notion of differentiation and integration

from integer order to arbitrary order. In this way, the ordinary differential equation system (3.1) can be
written in terms of the generalized Caputo derivative, as follows:

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3713–3741.
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CDq
F,aS (t) = r1S

(
1 −

S + I
k1

)
− λS I −

p1S 2Y
1 + S + αI

,

CDq
F,aI(t) = λS I −

p2I2Y
1 + S + αI

− γI,

CDq
F,aY(t) = r2Y

(
1 −

Y
k2 + S + mI

)
+ δ1

(
p1S 2Y

1 + S + αI

)
− δ2

(
p2I2Y

1 + S + αI

)
,

(3.3)

with q ∈ (0, 1).
Moreover, if F(χ, q) = Γ(1 − q)χq, and following the method proposed in [27], the system (3.3) for the
Caputo fractional derivative is given by

CDq
t S (t) = rq

1S
(
1 −

S + I
kq

1

)
− λqS I −

pq
1S 2Y

1 + S + αqI
,

CDq
t I(t) = λqS I −

pq
2I2Y

1 + S + αqI
− γqI,

CDq
t Y(t) = rq

2Y
(
1 −

Y
kq

2 + S + mqI

)
+ δ

q
1

(
pq

1S 2Y
1 + S + αqI

)
− δ

q
2

(
pq

2I2Y
1 + S + αqI

)
.

(3.4)

On the other hand, the model described by the ordinary differential equation system (3.1) in terms
of the generalized conformable derivative has the following form:

Gq
T S (t) = r1S

(
1 −

S + I
k1

)
− λS I −

p1S 2Y
1 + S + αI

,

Gq
T I(t) = λS I −

p2I2Y
1 + S + αI

− γI,

Gq
T Y(t) = r2Y

(
1 −

Y
k2 + S + mI

)
+ δ1

(
p1S 2Y

1 + S + αI

)
− δ2

(
p2I2Y

1 + S + αI

)
,

(3.5)

with q ∈ (0, 1).
Note that taking T (t, q) = t1−q, the generalized conformable system (3.5) becomes the conformable
Khalil derivative [19]; then, applying Theorem 1(ii), such a system can be written as follow:

t1−qṠ = r1S
(
1 −

S + I
k1

)
− λS I −

p1S 2Y
1 + S + αI

,

t1−q İ = λS I −
p2I2Y

1 + S + αI
− γI,

t1−qẎ = r2Y
(
1 −

Y
k2 + S + mI

)
+ δ1

(
p1S 2Y

1 + S + αI

)
− δ2

(
p2I2Y

1 + S + αI

)
.

(3.6)

or, equivalently,
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Ṡ = tq−1

(
r1S

(
1 −

S + I
k1

)
− λS I −

p1S 2Y
1 + S + αI

)
,

İ = tq−1

(
λS I −

p2I2Y
1 + S + αI

− γI
)
,

Ẏ = tq−1

(
r2Y

(
1 −

Y
k2 + S + mI

)
+ δ1

(
p1S 2Y

1 + S + αI

)
− δ2

(
p2I2Y

1 + S + αI

))
.

(3.7)

We can see that the fractional order systems (3.4) and (3.7) are reduced to the ordinary differential
equation system (3.1) if q→ 1.

4. Mathematical analysis

4.1. Existence and uniqueness

The existence and uniqueness of the solutions of the Caputo fractional differential system (3.4) are
studied in the region Ω × [t0,T ], where Ω = {(S , I,Y) ∈ R3 : max(|S |, |I|, |Y |) ≤ ψ}.

Theorem 3. For each X0 = (S 0, I0,Y0) ∈ Ω, there exists a unique solution X(t) ∈ Ω of the Caputo
fractional differential system (3.4) with the initial condition X0, which is defined for all t ≥ 0.

Proof. Let X = (S , I, P) and X̄ = (S̄ , Ī, P̄) ∈ Ω. Consider a mapping H : R3 → R3 that is defined by
H(X) = (H1(X),H2(X),H3(X)), with

H1(X) = rq
1S

(
1 −

S + I
kq

1

)
− λqS I −

pq
1S 2Y

1 + S + αqI
,

H2(X) = λqS I −
pq

2I2Y
1 + S + αqI

− γqI,

H3(X) = rq
2Y

(
1 −

Y
kq

2 + S + mqI

)
+ δ

q
1

(
pq

1S 2Y
1 + S + αqI

)
− δ

q
2

(
pq

2I2Y
1 + S + αqI

)
.

(4.1)

For any X, X̄ ∈ Ω, it follows from (4.1) that

‖ H(X) − H(X̄) ‖ = | H1(X) − H1(X̄) | + | H2(X) − H2(X̄) | + | H3(X) − H3(X̄) |,

with

| H1(X) − H1(X̄) | = | rq
1S −

rq
1S (S + I)

kq
1

− λqS I −
pq

1S 2Y
1 + S + αqI

− rq
1S̄ +

rq
1S̄ (S̄ + Ī)

kq
1

+ λqS̄ Ī +
pq

1S̄ 2Ȳ

1 + S̄ + αq Ī
|

= | rq
1(S − S̄ ) − λq(S I − S̄ Ī) −

rq
1

kq
1

(
S (S + I) − S̄ (S̄ + Ī)

)
Mathematical Biosciences and Engineering Volume 21, Issue 3, 3713–3741.
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− pq
1

(
S 2Y

1 + S + αqI
−

S̄ 2Ȳ
1 + S̄ + αq Ī

)
|

= | rq
1(S − S̄ ) − λq(S I − S̄ Ī) −

rq
1

kq
1

(
(S 2 − S̄ 2) + (S I − S̄ Ī)

)
− pq

1

(
S 2Y

1 + S + αqI
−

S̄ 2Ȳ
1 + S̄ + αq Ī

)
|

≤ rq
1 | S − S̄ | +λq | S I − S̄ Ī | +

rq
1

kq
1

| S 2 − S̄ 2 | +
rq

1

kq
1

| S I − S̄ Ī |

+ pq
1 |

S 2Y(1 + S̄ + αq Ī) − S̄ 2Ȳ(1 + S + αqI)
(1 + S + αqI)(1 + S̄ + αq Ī)

| .

For this last inequality, note that

|S 2 − S̄ 2| = |(S + S̄ )(S − S̄ )|
≤ |S | | S − S̄ | + | S̄ | |S − S̄ |

≤ ψ | S − S̄ | +ψ|S − S̄ |

≤ 2ψ | S − S̄ |,

and

|S I − S̄ Ī| = |S I − S̄ I + S̄ I − S̄ Ī|

≤ |I||S − S̄ | + |S̄ ||I − Ī|

≤ ψ|S − S̄ | + ψ|I − Ī|.

Also,

|S 2Y(1 + S̄ + αq Ī) − S̄ 2Ȳ(1 + S + αqI)| = |S 2Y + S̄ S 2Y + αq ĪS 2Y − S̄ 2Ȳ − S S̄ 2Ȳ − αqIS̄ 2Ȳ |

≤ |S 2Y − S̄ 2Ȳ | + |S̄ S 2Y − S S̄ 2Ȳ | + αq|ĪS 2Y − IS̄ 2Ȳ |

≤ 2ψ2|S − S̄ | + ψ2|Y − Ȳ | + ψ3|S − S̄ | + ψ3|Y − Ȳ |

+ ψ3αq|S − S̄ | + ψ3αq|Y − Ȳ | + ψ3αq|I − Ī|.

Therefore,

| H1(X) − H1(X̄) | ≤ rq
1 | S − S̄ | +λq | S I − S̄ Ī | +

rq
1

kq
1

| S 2 − S̄ 2 | +
rq

1

kq
1

| S I − S̄ Ī |

+ pq
1 |

S 2Y(1 + S̄ + αq Ī) − S̄ 2Ȳ(1 + S + αqI)
(1 + S + αqI)(1 + S̄ + αq Ī)

|

≤ rq
1 | S − S̄ | +λqψ|S − S̄ | + λqψ|I − Ī| +

2ψrq
1

kq
1

|S − S̄ |

+
rq

1ψ

kq
1

|S − S̄ | +
rq

1ψ

kq
1

|I − Ī| + 2pq
1ψ

2|S − S̄ | + pq
1ψ

2|Y − Ȳ |
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+ pq
1ψ

3|S − S̄ | + pq
1ψ

3|Y − Ȳ | + 2pq
1ψ

3αq|S − S̄ |

+ pq
1ψ

3αq|Y − Ȳ | + pq
1ψ

3αq|I − Ī|

=

(
rq

1 + λqψ +
3ψrq

1

kq
1

+ 2pq
1ψ

2 + pq
1ψ

3 + 2pq
1α

qψ3
)
|S − S̄ |

+

(
λqψ +

rq
1ψ

kq
1

+ pq
1α

qψ3
)
|I − Ī| +

(
pq

1ψ
2 + pq

1ψ
3 + pq

1α
qψ3

)
|Y − Ȳ |.

Similarly, for | H2(X) − H2(X̄) | and | H3(X) − H3(X̄) |, we have

| H2(X) − H2(X̄) | = | λqS I −
pq

2I2Y
1 + S + αqI

− γqI − λqS̄ Ī +
pq

2 Ī2Ȳ

1 + S̄ + αq Ī
+ γq Ī |

≤ (ψλq + ψ3 pq
2)|S − S̄ | + (ψλq + γq + 2ψ2 pq

2 + 2ψ3 pq
2 + 3ψ3 pq

2α
q)|I − Ī|

+ (ψ2 pq
2 + ψ3 pq

2 + ψ3 pq
2α

q)|Y − Ȳ |,

and

| H3(X) − H3(X̄) | = | rq
2Y −

rq
2Y2

kq
2 + S + mqI

+
δ

q
1 pq

1S 2Y
1 + S + αqI

−
δ

q
2 pq

2I2Y
1 + S + αqI

− rq
2Ȳ +

rq
2Ȳ2

kq
2 + S̄ + mq Ī

−
δ

q
1 pq

1S̄ 2Ȳ

1 + S̄ + αq Ī
+

δ
q
2 pq

2 Ī2Ȳ

1 + S̄ + αq Ī
|

≤
(
2ψ2δ

q
1 pq

1 + ψ3δ
q
1 pq

1 + 2ψ3αqδ
q
1 pq

1 + ψ3δ
q
2 pq

2

)
| S − S̄ |

+
(
ψ3αqδ

q
1 pq

1 + 2ψ2δ
q
2 pq

2 + 2ψ3δ
q
2 pq

2 + 3ψ3αqδ
q
2 pq

2

)
| I − Ī |

+

(
rq

2 +
2rq

2ψ

kq
2

+ ψ2δ
q
1 pq

1 + ψ3δ
q
1 pq

1 + ψ3αqδ
q
1 pq

1

)
| Y − Ȳ |

+
(
ψ2δ

q
2 pq

2 + ψ3δ
q
2 pq

2 + ψ3αqδ
q
2 pq

2

)
| Y − Ȳ | .

Therefore,

‖ H(X) − H(X̄) ‖ = | H1(X) − H1(X̄) | + | H2(X) − H2(X̄) | + | H3(X) − H3(X̄) |

≤

(
rq

1 + 2ψλq +
3ψrq

1

kq
1

+ (2ψ2 pq
1 + ψ3(1 + 2αq))(1 + δ

q
1)
) ∣∣∣S − S̄

∣∣∣
+

(
ψ3 pq

2(1 + δ
q
2)
) ∣∣∣S − S̄

∣∣∣ +

(
2ψλq +

rq
1ψ

kq
1

+ γq

) ∣∣∣I − Ī
∣∣∣

+
(
ψ3 pq

1α
q(1 + δ

q
1) + (2ψ2 pq

2 + ψ3 pq
2(2 + 3αq))(1 + δ

q
2)
) ∣∣∣I − Ī

∣∣∣
+

(
rq

2 +
2rq

2ψ

kq
2

+ (ψ3 pq
1(1 + δ

q
1) + ψ3 pq

2(1 + δ
q
2))(1 + αq)

) ∣∣∣Y − Ȳ
∣∣∣

+
(
ψ2 pq

1(1 + δ
q
1) + ψ2 pq

2(1 + δ
q
2)
) ∣∣∣Y − Ȳ

∣∣∣
≤ L||X − X̄||,
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with

L = max{rq
1 + 2ψλq +

3ψrq
1

kq
1

+ (2ψ2 pq
1 + ψ3(1 + 2αq))(1 + δ

q
1) + ψ3 pq

2(1 + δ
q
2),

2ψλq +
rq

1ψ

kq
1

+ γq + ψ3 pq
1α

q(1 + δ
q
1) + (2ψ2 pq

2 + ψ3 pq
2(2 + 3αq))(1 + δ

q
2),

rq
2 +

2rq
2ψ

kq
2

+ (ψ3 pq
1(1 + δ

q
1) + ψ3 pq

2(1 + δ
q
2))(1 + αq) + ψ2 pq

1(1 + δ
q
1) + ψ2 pq

2(1 + δ
q
2)}.

(4.2)

Thus, H(X) satisfies the Lipschitz condition with respect to X. In accordance with Theorem 3.4
in [17], it follows that there exists a unique solution X(t) of the Caputo fractional differential system
(3.4) with the initial condition X0 = (S 0, I0,Y0).

�

4.2. Non-negativity and boundedness

The following results show the non-negativity of the solutions of the Caputo fractional differential
system (3.4).

Theorem 4. R3
+ is a positively invariant domain of the Caputo fractional differential system (3.4).

Proof. We need to show that the domainR3
+ is positively invariant. For the Caputo fractional differential

system (3.4), it holds that

CDq
t S (t)|S =0 = 0,

CDq
t I(t)|I=0 = 0,

CDq
t Y(t)|Y=0 = 0.

(4.3)

In accordance with Theorem 1 in [46] and Lemma 6 in [47], we have that the solutions of the Caputo
fractional differential system (3.4) are non-negative. Consequently, for each hyperplane bounding the
non-negative orthant, the vector field points into R3

+. Therefore, the domain R3
+ is a positively invariant

region. �

Now, the boundedness of the solutions of the Caputo fractional differential system (3.4) is investi-
gated in the following theorem:

Theorem 5. All solutions of the Caputo fractional differential system (3.4) starting in R3
+ are uniformly

bounded.

Proof. Let (s(t), i(t), y(t)) be a solution of the system with non-negative initial conditions, and consid-
ering the function V(t) = S (t) + I(t) + 1

δ
q
1
Y(t), then, for each η > 0,

CDq
t V(t) + ηV(t) = rq

1S
(
1 −

S + I
kq

1

)
−

pq
2I2Y

1 + S + αqI
− γqI +

rq
2Y

δ
q
1

(
1 −

Y
kq

2 + S + mqI

)
−

δ
q
2

δ
q
1

(
pq

2I2Y
1 + S + αqI

)
+ ηS + ηI +

η

δ
q
1

Y
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= (η + rq
1)S − (γq − η)I +

1
δ

q
1

(η + rq
2)Y −

pq
2I2Y

1 + S + αqI

(
1 +

δ
q
2

δ
q
1

)
−

rq
2Y2

δ
q
1(kq

2 + S + mqI)
−

rq
1S (S + I)

kq
1

.

Thus, if we choose η < γq, then

CDq
t V(t) + ηV(t) ≤ (η + rq

1)S +
1
δ

q
1

(η + rq
2)Y

≤ (η + rq
1)kq

1 +
1
δ

q
1

(η + rq
2)(kq

1 + kq
2)

=
kq

1

δ
q
1

(
η + rq

2 + δ
q
1(η + rq

1)
)

+
kq

2

δ
q
1

(η + rq
2) = M.

Consequently, we can find a positive number M such that

CDq
t V(t) + ηV(t) ≤ M. (4.4)

In accordance with Lemma 9 in [48], it follows that

V(t) ≤
(
V(t0) −

M
η

)
Eq

[
η(t − t0)q] +

M
η
, (4.5)

with Eq as the Mittag-Leffler function, defined as Eq(z) =

∞∑
j=0

z j

Γ( jq + 1)
for q > 0, and Γ is the gamma

function. Since Eq
[
η(t − t0)q]→ 0 as t → ∞ (Lemma 5 and Corollary 6 in [48]), we have

V(t) ≤
M
η
, t → ∞. (4.6)

Therefore, all solutions of the Caputo fractional differential system (3.4) starting inR3
+ are uniformly

bounded in the region Λ, with

Λ =

{
(S , I,Y) ∈ R3

+ : V(t) ≤
M
η

+ ε, ε > 0
}
. (4.7)

�

Remark 5. A similar analysis is used to prove the existence, uniqueness, non-negativity, and bound-
edness of the solutions for the Khalil fractional system (3.7).
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4.3. Equilibrium points and stability

It is easy to see that the equilibrium points of the integer order model, the Caputo derivative model,
and the Khalil derivative model are the same since the parameter q in the Caputo fractional differential
system (3.4) only affects the units of the parameters but not their numerical value. So, we will focus
on the study of the equilibrium points of the Caputo fractional differential system.
Local stability for the Caputo fractional differential system (3.4) around the biologically feasible equi-
librium points has been investigated as follows. In order to do this, we chose to calculate the basic
reproduction number corresponding to this model, which we will call the fractional basic reproduction
number (R f

0), defined by R f
0 =

λqkq
1

γq , to determine the conditions for the existence and stability of the
equilibrium points of the system.

Remark 6. Note that the conditions for the fractional basic reproduction number, R f
0 =

λqkq
1

γq , to be
greater than one are preserved with respect to the basic reproduction number for the ordinary differ-
ential equation system (3.1), R0. Furthermore, observe that R f

0 can be written in terms of R0, i.e.,
R

f
0 = (R0)q with R0 = λk1

γ
, and both coincide if q = 1.

The Caputo fractional differential system (3.4) has the following equilibrium points:

i) Trivial equilibrium point E0 = (0, 0, 0).
ii) Axial equilibrium point E1 = (kq

1, 0, 0), where only the susceptible prey population exists.
iii) Axial equilibrium point E2 = (0, 0, kq

2), where only the predator population exists.

iv) Predator-free equilibrium point E3 =

γq

λq ,
rq

1γ
q(R f

0 − 1)

λq
(
γqR

f
0 + rq

1

) , 0, which belongs to region Ω if R f
0 >

1.

v) Disease-free equilibrium point E4 = (S̃ , 0, Ỹ), where Ỹ =
rq

1(kq
1 − S )(S + 1)

pq
1kq

1S
and S̃ is a positive

root of the quintic polynomial equation

(S − kq
1)(AS 4 + BS 3 + CS 2 + DS + E) = 0 (4.8)

with
A = δ

q
1 p2q

1 kq
1,

B = δ
q
1 p2qkq

1kq
2 + rq

2 pq
1kq

1 + rq
1rq

2,

C = rq
2 pq

1kq
1kq

2 + rq
2 pq

1kq
1 − rq

1rq
2kq

1 + 2rq
1rq

2,

D = rq
2 pq

1kq
1kq

2 − 2rq
1rq

2kq
1 + rq

1rq
2,

E = −rq
1rq

2kq
1.

Note that, if S = kq
1, then the equilibrium point E4 coincides with the equilibrium point E1. Let

p1(S ) = (AS 4 + BS 3 + CS 2 + DS + E); using Descartes’ sign rule, we can prove that p1(S ) has at
least one positive root in (0, kq

1). In this way, the disease-free equilibrium point E4 belongs to the
region Ω if and only if 0 < S < kq

1.
vi) Coexistence equilibrium point E5 = (Ŝ , Î, Ŷ) (its existence will be described numerically).

Local stability of the equilibrium points for the Caputo fractional differential system (3.4) is an-
alyzed by using the Jacobian matrix, the Routh-Hurwitz stability criteria [49, 50], and the following
theorem [51, 52].
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Theorem 6. Consider the following fractional order system:

CDqx(t) = f (t, x), 0 < q < 1
x(0) = x0,

(4.9)

where f (t, x) : R+ × Rn → Rn. The equilibrium points of the Caputo fractional differential system
(4.9) are locally asymptotic stable if all eigenvalues µi of the Jacobian matrix ∂ f (t,x)

∂x evaluated at the
equilibrium points satisfy the following condition:

| arg(µi) |>
qπ
2 . (4.10)

A similar theorem for the stability analysis of the conformable Khalil fractional system (3.7) can be
found in [53].

Remark 7. The trivial equilibrium point E0 = (0, 0, 0) is not biologically viable because the population
will go extinct at E0. Note that the trivial equilibrium point E0 is an unstable equilibrium point.

Theorem 7. i) Axial equilibrium point E1 is always unstable.
ii) Axial equilibrium point E2 is always unstable.

iii) Predator-free equilibrium point E3 ∈ Ω is locally asymptotically stable if and only if R f
0 > 1.

Proof. i) The Jacobian matrix of the Caputo fractional differential system (3.4) around the axial
equilibrium point E1 = (kq

1, 0, 0) is given by

J |E1=


−rq

1 −λ
qkq

1 − rq −
pq

1k2q
1

1+kq
1

0 λqkq
1 − γ

q 0

0 0 rq
2 +

δ
q
1 pq

1k2q
1

1+kq
1

 . (4.11)

The eigenvalues of matrix (4.11) are as follows: µ1 = −rq, µ2 = λqkq
1 − γ

q, and µ3 = rq
2 +

δ
q
1 pq

1k2q
1

1+kq
1

.

Following Theorem 6, |arg(µ1)| = π, |arg(µ2)| = π if R f
0 < 1, and |arg(µ3)| = 0. Since the

eigenvalues µ2 (when R f
0 > 1) and µ3 do not satisfy the condition |arg(µ2,3)| > qπ

2 for all q ∈ (0, 1),
the axial equilibrium point E1 is an unstable saddle point if R f

0 < 1.

ii) The Jacobian matrix of the Caputo fractional differential system (3.4) around the axial equilibrium
point E2 = (0, 0, kq

2) is given by

J |E2=


rq

1 0 0
0 −γq 0
rq

2 mqrq
2 −rq

2

 . (4.12)

The eigenvalues of matrix (4.12) are µ4 = rq
1, µ5 = −γq, and µ6 = −rq

2. Following Theorem 6, it
can be observed that | arg(µ5,6) |= π and | arg(µ4) |= 0. Since the eigenvalue µ4 does not satisfy
that | arg(µ4) |> qπ

2 for all 0 < q < 1, the axial equilibrium point E2 is always unstable.
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iii) The Jacobian matrix of the Caputo fractional differential system (3.4) around the predator-free

equilibrium point E3 =

(
γq

λq ,
rq

1γ
q(R f

0−1)

λq
(
γqR

f
0 +rq

1

) , 0) is given by

J |E3=


−

rq
1

R
f
0

−( rq
1

R
f
0

+ γq) − pq
1S ∗2

(1+S ∗+αqI∗)

rq
1γ

q(R f
0−1)

γqR
f
0 +rq

1
0 −

pq
2I∗2

(1+S ∗+αqI∗)

0 0 J3,3

 , (4.13)

with S ∗ =
γq

λq , I∗ =
rq

1γ
q(R f

0−1)

λq(γqR
f
0 +rq

1)
, J3,3 =

(
rq

2λ
2q + rq

2λ
qγq + δ

q
1 pq

1γ
2q
)

Z2 + rq
1rq

2γ
qαqλq

(
R

f
0 − 1

)
Z −

δ
q
2 pq

2rq
1γ

2q(R f
0 − 1)2, and Z = γqR

f
0 + rq

1.

The characteristic polynomial associated with (4.13) is given by

P(µ) =
(
µ − J3,3

) µ2 +
rq

1

R
f
0

µ +
γqrq

1

(
R

f
0 − 1

)
R

f
0

 . (4.14)

Therefore, the eigenvalues associated with the characteristic polynomial are denoted by J3,3, and

the solutions of the quadratic polynomial are represented by p1(µ) = µ2 +
rq

1

R
f
0
µ +

γqrq
1

(
R

f
0−1

)
R

f
0

. By

Theorem 6, | arg(µ7) |= π if J33 < 0. On the other hand, note that the quadratic polynomial p1(µ)

is Hurwitz if rq
1

R
f
0
> 0 and

γqrq
1

(
R

f
0−1

)
R

f
0

> 0. This ensures that the eigenvalues of the polynomial p1(µ)

have a negative real part; thus, by Theorem 6, | arg(µ8,9) |= π if and only if R f
0 > 1. Therefore,

the predator-free equilibrium point E3 of the Caputo fractional differential system (3.4) is locally
asymptotically stable.

�

The following results present conditions for the existence of equilibrium points E4 and E5.

Theorem 8. The disease-free equilibrium point E4 = (S̃ , 0, Ỹ) of the Caputo fractional differential sys-
tem (3.4) is locally asymptotically stable if the characteristic polynomial associated with the Jacobian
matrix evaluated on E4 is Hurwitz.

Proof. Assume that the Jacobian matrix evaluated at point E4 = (S̃ , 0, Ỹ) is given by

J |E4=


a11 a12 a13

0 a22 0
a31 a32 a33

 , (4.15)
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with

a11 = rq
1

(
1 − S̃

kq
1

)
−

rq
1 S̃
kq

1
−

2pq
1S̃ Ỹ

1+S̃ +
pq

1S̃ 2Ỹ
(1+S̃ )2 ,

a12 = −
rq

1 S̃
kq

1
− λqS̃ +

pq
1α

qS̃ 2Ỹ
(1+S̃ )2 ,

a13 = −
pq

1S̃ 2

1+S̃ ,

a22 = λqS̃ − γq,

a31 =
rq

2 Ỹ2

(S̃ +kq
2)2 +

2pq
1δ

q
1S̃ Ỹ

1+S̃ −
pq

1δ
q
1S̃ 2Ỹ

(1+S̃ )2 ,

a32 =
rq

2aqỸ2

(S̃ +kq
2)2 −

δ
q
1 pq

1α
qS̃ 2Ỹ

(1+S̃ )2 ,

a33 = rq
2

(
1 − Ỹ

S̃ +kq
2

)
−

rq
2 Ỹ

S̃ +kq
2

+
δ

q
1 pq

1S̃ 2

1+S̃ .

The characteristic polynomial associated with (4.15) is given by

µ3 + A1µ
2 + A2µ + A3 = 0, (4.16)

with A1 = − (a33 + a22 + a11), A2 = − (−a22a11 − a33a11 + a31a13 − a33a22), and A3 = a31a13a22 −

a33a22a11. By the Routh-Hurwitz stability criteria, the disease-free equilibrium point E4 is locally
asymptotically stable if and only if A1 > 0, A3 > 0, and A1A2 > A3. Note that all three of the above
conditions can be satisfied by appropriately selecting the parameter values. �

Theorem 9. The coexistence equilibrium point E5 = (Ŝ , Î, Ŷ) of the Caputo fractional differential sys-
tem (3.4) is locally asymptotically stable if the characteristic polynomial associated with the Jacobian
matrix evaluated on E5 is Hurwitz.

Proof. Assume that the Jacobian matrix evaluated at point E5 = (Ŝ , Î, Ŷ) is given by

J |E5=


b11 b12 b13

b21 b22 b23

b31 b32 b33

 , (4.17)
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with

b11 = rq
1

(
1 −

Ŝ + Î
kq

1

)
−

rq
1Ŝ

kq
1

− λq Î −
2pq

1Ŝ Ŷ

1 + Ŝ + αq Î
+

pq
1Ŝ 2Ŷ

(1 + Ŝ + αq Î)2
,

b12 = −
rq

1Ŝ

kq
1

− λqŜ +
αq pq

1Ŝ 2Ŷ

(1 + Ŝ + αq Î)2
,

b13 = −
pq

1Ŝ 2

1 + Ŝ + αq Î
,

b21 = λq Î +
pq

2 Î2Ŷ

(1 + Ŝ + αq Î)2
,

b23 = −
pq

2 Î2

1 + Ŝ + αq Î
,

b22 = λqŜ −
2pq

2 ÎŶ

1 + Ŝ + αq Î
+

pq
2α

q Î2Ŷ

(1 + Ŝ + αq Î)2
− γq,

b31 =
rq

2Ŷ2

(kq
2 + mq Î + Ŝ )2

+
2δq

1 pq
1Ŝ Ŷ

1 + αq Î + Ŝ
−

pq
1δ

q
1Ŝ 2Ŷ

(1 + αq Î + Ŝ )2
+

δ
q
2 pq

2 Î2Ŷ

(1 + αq Î + Ŝ )2
,

b32 =
rq

2mqŶ2

(kq
2 + mq Î + Ŝ )2

−
δ

q
1 pq

1α
qŜ 2Ŷ

(1 + αq Î + Ŝ )2
−

2δq
2 pq

2 ÎŶ

1 + αq Î + Ŝ
+

δ
q
2 pq

2α
q Î2Ŷ

(1 + αq Î + Ŝ )2
,

b33 = rq
2

1 − Ŷ
kq

2 + mq Î + Ŝ

 − rq
2Ŷ

kq
2 + mq Î + Ŝ

+
pq

1δ
q
1Ŝ 2

1 + αq Î + Ŝ
−

pq
2δ

q
2 Î2

1 + αq Î + Ŝ
.

The characteristic polynomial associated with (4.17) is given by

µ3 + B1µ
2 + B2µ + B3 = 0, (4.18)

with B1 = − (b33 + b22 + b11), B2 = b22b11 + b33b11 − b21b12 − b31b13 + b33b22 − b32b23, and B3 =

−b11b22b33 + b11b23b32 + a12b21b33 − b12b23b31 − b13b21b32 + b13b22b31. According to the Routh-Hurwitz
stability criteria, the coexistence equilibrium point E5 is locally asymptotically stable if and only if B1 >

0, B3 > 0, and B1B2 > B3. The stability of this equilibrium point will be demonstrated numerically. �

Remark 8. A study of global stability in the subspaces S , S I, Y, and S Y, as well as the space S IY,
can be conducted by constructing Lyapunov functions [54], for example. On the other hand, although
an analysis of bifurcations has not been performed for this model, conditions can be given for the
existence of different bifurcations. For more information on bifurcations in fractional order models,
see [55–59], and, for ordinary differential equation models, see [60–63].

5. Numerical simulations

In this section, we show, through numerical simulations, some of the analytical results that were
obtained in the previous sections. For the numerical simulations of the analyzed system, we chose
to use the standard Euler method [64] (the conformable Khalil derivative) and the fractional forward
Euler method (the classical Caputo derivative); also, the last method introduced by Tomášek [65]
transforms the fractional differential equation into a fractional integral equation with a posterior
discretization of the fractional integral. The simulations were developed in an R environment (version
4.1.1). Numerical results for the system (direct problem) are presented and have been compared from
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the perspective of fractional order (Caputo and Khalil) and integer order differential equations. In
addition, we show the different scenarios of coexistence between the three populations (i.e., susceptible
prey, infected prey, and predators), as well as the coexistence between susceptible and infected prey
or the coexistence between susceptible prey and predators. For this numerical analysis, we chose
the following set of parameters based on the eco-epidemiological study of tilapia and pelicans in the
Salton Sea, as provided by Chattopadhyay et al. [66, 67] and Greenhalgh et al. [8, 9], with r2 = 0.0015
and m = 0.25 (see Table 2).

Table 2. Set of parameter values used for integer order and fractional order models.

p1 α r1 p2 k1 δ1 δ2 γ λ r2 k2 m
0.05 6 1.8 0.05 50 0.35 0.18 0.24 0.06 0.0015 20 0.25

For this set of parameter values, the equilibrium points of the models were set as E0 = (0, 0, 0),
E1 = (50, 0, 0), E2 = (0, 0, 20), E3 = (4, 17.25, 0), E4 = (0.68, 0, 87.51), and E5 = (9.33, 12.82, 43.55),
and it also holds that R f

0 = 12.5 > 1. The following Table 3 shows the stability of the equilibrium
points.

Table 3. Equilibrium points and their stability, corresponding to the parameters in Table 2.

Equilibrium points Eigenvalues Stability

E0 = (0, 0, 0) µ1 = 1.8, µ2 = −0.24, µ3 = 0.0015 Unstable
E1 = (50, 0, 0) µ1 = −1.8, µ2 = 2.76, µ3 = 0.85 Unstable
E2 = (0, 0, 20) µ1 = 1.80, µ2 = −0.24, µ3 = −0.0015, Unstable
E3 = (4, 17.25, 0) µ1 = −0.07 + 0.62i, µ2 = −0.07 − 0.62i, µ3 = −0.02 Locally asymptotic stable
E4 = (0.68, 0, 87.51) µ1 = −1.06, µ2 = −0.01, µ3 = −0.19 Locally asymptotic stable
E5 = (9.33, 12.82, 43.55) µ1 = −0.30 + 0.74i, µ2 = −0.30 − 0.74i, µ3 = 0.03 Unstable

Remark 9. Note that, for this set of parameter values, we have two locally asymptotically stable
equilibrium points, the predator-free equilibrium point E3, and the disease-free equilibrium point E4.
Also, we have that R f

0 > 1. This result is apparently a contradiction of Theorem 2 of [68] since, despite
the setting of R f

0 > 1, the disease-free equilibrium point E4 is asymptotically stable. However, this
theorem does not take into account the presence of a predator population. This shows that the presence
of predators can help to control the spread of a disease by decreasing the population of infected prey
through the consumption of predators and, thus, decreasing the interaction between susceptible and
infected prey.

In the following simulations, the blue and red curves represent the subpopulations of susceptible
and infected prey, respectively, and the green curves represent the population of predators.
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(a) Numerical solution of the Caputo approach.
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(b) Numerical solution of the conformable Khalil approach.
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(c) Numerical solution of the Caputo approach.
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(d) Numerical solution of the conformable Khalil approach.

0 20 40 60 80 100

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

ODE
q=0.3
q=0.6
q=0.9

Time

P
op

ul
at

io
n

(e) Numerical solution of the Caputo approach.
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(f) Numerical solution of the conformable Khalil approach.

Figure 1. Stable dynamical behavior of the systems (3.1), (3.4), and (3.7) for the parameter
values given in Table 2, with the initial condition (S , I,Y) = (10, 3.5, 1.5).
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In the Figure 1, we show the family of solutions associated with systems of differential equations
of integer order (3.1) and fractional order (the classical Caputo derivative (3.4) and the conformable
Khalil derivative (3.7)). For the first values of the parameters of Table 2, it is observed that all trajec-
tories of the fractional and ordinary systems approach the predator-free equilibrium point, E3. Note
that the eigenvalues of the Jacobian matrix of the system at E3 were found to be µ1,2 = −0.07 ± 0.62i
and µ3 = −0.02, which satisfy that | arg(µ1,2,3) |= π > qπ

2 ; thus, the predator-free equilibrium point
is locally asymptotically stable, as proved in Theorem 7. On the other hand, in order to verify the
Routh–Hurwitz criteria, note that A1 = 1.2850 > 0, A3 = 0.0041 > 0, and A1A2 − A3 = 0.3005 > 0,
which ensures the stability of the disease-free equilibrium E4, as stated in Theorem 8.

Given that there are two locally asymptotically stable equilibrium points for the parameter values
given in Table 2, the models (3.1), (3.4) and (3.7) show a bistability phenomenon in Figure 2(a); it is
observed that the systems converge to two different equilibrium points for the same parameter values
based on the variation of the initial conditions. For the phase diagrams, we applied two different
initial values, i.e., (10, 3.5, 1.5) and (12.5, 1.35, 30.5), for which the systems converge to the different
equilibrium points E3 = (4, 17.25, 0) and E4 = (0.68, 0, 87.51), respectively.
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Figure 2. Phase portraits of the systems (3.1), (3.4) and (3.7) for the parameter values given
in Table 2. (a) Bistability phenomenon in Scenario 1: Caputo fractional derivative (blue),
Khalil fractional derivative (pink), integer order derivative (green), and Scenario 2: Caputo
fractional derivative (brown), Khalil fractional derivative (yellow), integer order derivative
(orange); b) Phase portrait of the coexistence equilibrium point E5 = (9.33, 12.82, 43.55).
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(a) Numerical solution of the Caputo approach.
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(b) Numerical solution of the conformable Khalil approach.
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(c) Numerical solution of the Caputo approach.
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(d) Numerical solution of the conformable Khalil approach.
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(e) Numerical solution of the Caputo approach.
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(f) Numerical solution of the conformable Khalil approach.

Figure 3. Stable dynamical behavior of the systems (3.1), (3.4), and (3.7) for the parameter
values given in Table 2 (except r2), with the initial condition (S , I,Y) = (10, 3.5, 1.5).
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In the Figure 3, we chose to use the same values from Table 2, except for the parameter r2, which was
applied with the value of r2 = 0.15. With this set of parameter values, the equilibrium points E0, E1, E2,
and E3 were found, which coincide with the equilibrium points of the previous simulation, as they do
not depend on this parameter; in addition, the E4 = (5.26, 0, 38.32) and E5 = (7.72, 14.62, 29.46) were
found. In this case, it is observed that all trajectories of the fractional and ordinary systems approach
the coexistence equilibrium point E5 with the initial condition (S 0, I0,Y0) = (10, 3.5, 1.5) (see Figure
2(b) and Figure 3). Moreover, for the parameter values were B1 = 0.5475 > 0, B3 = 0.0704 > 0, and
B1B2 − B3 = 0.3086 > 0, which satisfy the Routh-Hurwitz stability criteria. Therefore, the coexistence
equilibrium point E5 is locally asymptotically stable, as indicated in Theorem 9.

For the next set of simulations, we took the following hypothetical values for the parameters (see
Table 4).

Table 4. Set of parameter values used for integer order and fractional order models.

p1 α r1 p2 k1 δ1 δ2 γ λ r2 k2 m
0.05 3.5 1.5 0.15 50 0.35 0.20 0.30 0.15 0.35 20 0.25

In the Figure 4, we considered that the maximum rate of consumption of infected prey is greater than
that of susceptible prey, i.e., p2 > p1. From this set of values, we obtained the following equilibrium
points: E0 = (0, 0, 0), E1 = (50, 0, 0), E2 = (0, 0, 20), E3 = (2, 8, 0), E4 = (5.52, 0, 31.50), and
E5 = (7.54, 4.47, 30). In this case, only E5 is locally asymptotically stable; also, it is observed that
all trajectories of the fractional and ordinary systems approach the coexistence equilibrium point E5

(see Figure 4), and that the susceptible prey population is bigger than the infected prey population,
which evidences that the predator population can help to control the spread of the disease in the prey
population. Note that, for these parameter values, we have that B1 = 1.2081 > 0, B3 = 0.2158 > 0, and
B1B2 − B3 = 1.2496253 > 0, which satisfies the Routh-Hurwitz stability criteria, as stated in Theorem
9.
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(a) Numerical solution of the Caputo approach.

0 10 20 30 40 50 60

0
5

10
15

20

ODE
q=0.3
q=0.6
q=0.9

Time

P
op

ul
at

io
n

(b) Numerical solution of the conformable Khalil approach.
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(c) Numerical solution of the Caputo approach.
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(d) Numerical solution of the conformable Khalil approach.
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(e) Numerical solution of the Caputo approach.
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(f) Numerical solution of the conformable Khalil approach.

Figure 4. Stable dynamical behavior of the systems (3.1), (3.4), and (3.5) for the parameter
values given in Table 3, with the initial condition (S , I,Y) = (10, 3.5, 1.5).
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6. Conclusions

In this paper, we have proposed an epidemiological model, first with the generalized Caputo frac-
tional derivative and the generalized conformable fractional derivative to analyze a predator-prey model
in the presence of an infectious disease in the prey and density-dependent predation rates. We have
demonstrated the existence and uniqueness of the solution of the Caputo fractional derivative system
(3.4), and that the solution remains positive and bounded whenever it starts with a positive initial value,
showing that the model is well-posed. We found that there are five biologically meaningful equilib-
rium points, for which we have determined the existence and stability conditions. In particular, we
show that, if R f

0 > 1, the predator-free equilibrium point, E3, is in Ω and is locally asymptotically sta-
ble. We have also shown that the equilibrium points E4 and E5 are locally asymptotically stable if the
Routh-Hurwitz criterion is satisfied. Numerical simulations have been performed, and the results show
that the solutions of the Caputo fractional derivative and Khalil fractional derivative converge to the
solution of the integer order system when q → 1. Similarly, we have shown that both fractional order
models preserve the form of the solution of the integer order system, i.e., they preserve the oscillations
of the susceptible and infected prey population and the solution tends to the equilibrium points of the
integer order system.
From a biological point of view, determining the conditions of existence and stability for the coexis-
tence equilibrium point, E5, is important, as it guarantees the interaction between all species of the
system. Particularly, in Table 3, we can see that, apparently, Theorem 2 of [68] is contradicted since
the disease-free equilibrium point, E4, is locally asymptotically stable despite the fact that R f

0 > 1;
however, this theorem does not take into account that the predation of infected prey decreases the pop-
ulation of the infectious class, so it can be seen that the predator population can aid in the control of
infectious diseases among a population of susceptible and infected prey.
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29. O. Rosario, A. Fleitas, J. F. Gómez, A. F. Sarmiento, Modeling alcohol concentration in blood via
a fractional context, Symmetry, 12 (2020), 459. https://doi.org/10.3390/sym12030459

30. E. Ahmed, A. M. A. El-Sayed, H. A. El-Saka, Equilibrium points, stability and numerical solutions
of fractional-order predator–prey and rabies models, J. Math. Anal. Appl., 325 (2007), 542–553.
http://dx.doi.org/10.1016/j.jmaa.2006.01.087

31. M. Das, A. Maiti, G. P. Samanta, Stability analysis of a prey-predator frac-
tional order model incorporating prey refuge, Ecolog. Genet. Genom., 7 (2018), 33–46.
http://dx.doi.org/10.1016/j.egg.2018.05.001

32. J. P. C Dos Santos, L. C. Cardoso, E. Monteiro, N. H. Lemes, A fractional-order epi-
demic model for bovine babesiosis disease and tick populations, Abstract Appl. Anal., 2015.
http://dx.doi.org/10.1155/2015/729894
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52. I. Petráš, Fractional-order nonlinear systems: Modeling, analysis and simulation, Springer Science
& Business Media, (2011).

53. H. Rezazadeh, H. Aminikhah, A. H. R. Sheikhani, Stability Analysis of Con-
formable Fractional Systems, Iranian J. Numer. Anal. Optimiz., 7 (2017), 13–32.
https://doi.org/10.22067/ijnao.v7i1.46917

54. C. Vargas-De-León, Volterra-type Lyapunov functions for fractional-order epi-
demic systems, Commun. Nonlinear Sci. Numer. Simul., 24 (2015), 75–85.
http://dx.doi.org/10.1016/j.cnsns.2014.12.013

55. C. Xu, W. Ou, Y. Pang, Q. Cui, M. ur Rahman, M. Farman, et al., Hopf bifurcation control of a
fractional-order delayed turbidostat model via a novel extended hybrid controller, MATCH Com-
mun. Math. Computer Chem., 91 (2024), 367–413. http://dx.doi.org/10.46793/match.91-2.367X

56. C. Xu, Z. Liu, P. Li, J. Yan, L. Yao, Bifurcation mechanism for fractional-order
three-triangle multi-delayed neural networks, Neural Process. Letters, 55 (2023), 6125–6151.
http://dx.doi.org/10.1007/s11063-022-11130-y

57. P. Li, Y. Lu, C. Xu, J. Ren, Insight into Hopf Bifurcation and Control Methods in Fractional
Order BAM Neural Networks Incorporating Symmetric Structure and Delay, Cognit. Comput., 15
(2023), 1825. http://dx.doi.org/10.1007/s12559-023-10155-2

58. P. Li, X. Peng, C. Xu, L. Han, S. Shi, Novel extended mixed controller design for bifurcation
control of fractional-order Myc/E2F/miR-17-92 network model concerning delay, Math. Methods
Appl. Sci., 46 (2023), 18878–18898. http://dx.doi.org/10.1002/mma.9597

59. Y. Zhang, P. Li, C. Xu, X. Peng, R. Qiao, Investigating the Effects of a Fractional Operator on the
Evolution of the ENSO Model: Bifurcations, Stability and Numerical Analysis, Fractal Fract., 7
(2023), 602. http://dx.doi.org/10.3390/fractalfract7080602

60. W. Ou, C. Xu, Q. Cui, Y. Pang, Z. Liu, J. Shen, et al., Hopf bifurcation exploration and con-
trol technique in a predator-prey system incorporating delay, AIMS Math., 9 (2024), 1622–1651.
http://dx.doi.org/10.3934/math.2024080

61. Q. Cui, C. Xu, W. Ou, Y. Pang, Z. Liu, P. Li, et al., Bifurcation Behavior and Hybrid Controller De-
sign of a 2D Lotka–Volterra Commensal Symbiosis System Accompanying Delay, Mathematics,
11 (2023), 4808. http://dx.doi.org/10.3390/math11234808

62. C. Xu, Y. Zhao, J. Lin, Y. Pang, Z. Liu, J. Shen, et al., Mathematical exploration on control of
bifurcation for a plankton–oxygen dynamical model owning delay, J. Math. Chem., (2023), 1–31.
http://dx.doi.org/10.1007/s10910-023-01543-y

63. C. Xua, Q. Cui, Z. Liu, Y. Pan, X. Cui, W. Ou, et al., Extended hybrid controller design of
bifurcation in a delayed chemostat model, MATCH Commun. Math. Computer Chem., 90 (2023),
609–648. http://dx.doi.org/10.46793/match.90-3.609X

Mathematical Biosciences and Engineering Volume 21, Issue 3, 3713–3741.

http://dx.doi.org/http://dx.doi.org/10.15517/rmta.v24i1.27751
http://dx.doi.org/https://doi.org/10.22067/ijnao.v7i1.46917
http://dx.doi.org/http://dx.doi.org/10.1016/j.cnsns.2014.12.013
http://dx.doi.org/http://dx.doi.org/10.46793/match.91-2.367X
http://dx.doi.org/http://dx.doi.org/10.1007/s11063-022-11130-y
http://dx.doi.org/http://dx.doi.org/10.1007/s12559-023-10155-2
http://dx.doi.org/http://dx.doi.org/10.1002/mma.9597
http://dx.doi.org/http://dx.doi.org/10.3390/fractalfract7080602
http://dx.doi.org/http://dx.doi.org/10.3934/math.2024080
http://dx.doi.org/http://dx.doi.org/10.3390/math11234808
http://dx.doi.org/http://dx.doi.org/10.1007/s10910-023-01543-y
http://dx.doi.org/http://dx.doi.org/10.46793/match.90-3.609X


3741
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