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Abstract: In daily life, snail classification is an important mean to ensure food safety and prevent the 

occurrence of situations that toxic snails are mistakenly consumed. However, the current methods for 

snail classification are mostly based on manual labor, which is inefficient. Therefore, a snail 

detection and classification method based on improved YOLOv7 was proposed in this paper. First, in 

order to reduce the FLOPs of the model, the backbone of the original model was improved. 

Specifically, the original 3×3 regular convolution was replaced with 3×3 partial convolution, and the 

Conv2D_BN_SiLU module in the partial convolution was replaced with the Conv2D_BN_FReLU 

module. FReLU could enhance the model's representational capacity without increasing the number 

of parameters. Then, based on the specific features of snail images, in order to solve the problems of 

small and dense targets of diverse shapes, a receptive field enhancement module was added to the 

head to learn the different receptive fields of the feature maps and enhance the feature pyramid 

representation. In addition, the CIoU was replaced with the WIoU to make the model pay more 

attention to targets at the edge or difficult-to-regress accurate bounding boxes. Finally, the images of 

nine common types of snails were collected, including the Pomacea canaliculata, the Viviparidae, 

the Nassariidae, and so on. These images were then labeled using LabelImg software to create a snail 

image dataset. Experiments were conducted based on the dataset, and the results showed that the 

proposed method demonstrated the best performance compared to other state-of-the-art methods. 
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1. Introduction  

Food not only has a profound impact on human health and nutrition but is also closely related to 

our identity, culture, and other information [1]. As the French gourmet Briat Savarin said, "Tell me 
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what you eat, and I will tell you who you are." Therefore, research related to food [2,3] is always a 

hot research topic. Researchers from different fields have conducted research related to food from 

different perspectives, including food choice, food consumption, and food safety. We focus on the 

branch of food safety and conducts research on the detection and classification of a common food 

ingredient - snails, to avoid food poisoning incidents caused by accidental consumption. 

Snails are a common food delicacy with rich nutrients, delicious taste and chewy texture, and 

highly popular in cuisine in multiple countries and regions around the world. However, there are 

many different species of snails, with over 25,000 known species. Most snail species are primarily 

used for ornamental purposes, and only a few species are edible, such as helix pomatia, garden snail, 

achatina fulica, white jade snail, and so on. On the other hand, there are also many inedible snail 

species, for example, nassarius contain tetrodotoxin, which is difficult to destroy at normal cooking 

temperatures and its minimum lethal dose to humans is approximately 2 mg [4]. The cone snail is a 

marine gastropod known for its beautiful appearance and dangerous toxicity. The venom of the cone 

snail is very complex and is generally referred to as conotoxin. According to research, the venom of 

a cone snail can cause ten deaths [5]. However, because the profits are too great, many illegal 

merchants use inedible snails as edible snails for sale. Therefore, designing a classification algorithm 

that can identify different species of snails has great practical significance. 

Aimed at helping consumers quickly identify different species of snails and better safeguard 

their food safety, a multi-class classification method for snails based on YOLOv7 were proposed in 

this paper. The main improvements and innovations are as follows: 

• The ELAN structure in the original backbone network is improved to the PELAN structure. 

First, the 3×3 convolution in the backbone network is replaced with 3×3 partial convolution (PConv) 

to reduce the calculation amount and parameter amount of the model. However, after the model is 

lightweight, it will inevitably lead to a decrease in accuracy; thus, the activation function in PELAN 

is changed to the funnel activation (FReLU). FReLU can enhance the representation ability of the 

model without increasing the number of model parameters, making the model lightweight while 

improving accuracy. 

• A receptive field enhancer module (RFEM) is added to the head of the network model to learn 

the different receptive fields of the feature maps. Based on the different morphological features of 

the target in snail images, this module enhances the network's ability to extract features from dense 

and small targets. In other words, it helps the network to better understand the features of different 

sizes and shapes in the snail images, leading to more accurate identification of different snail species. 

• The Weighted Intersection over Union (WIoU) loss function was used to optimize the model 

because it has a focusing mechanism that can achieve better performance in boundary box regression 

tasks and provide more accurate evaluation in the presence of imbalanced objects of different sizes. 

• The most important of all, a dataset for snail multi-class identification is constructed. Based on 

common types of snails on the market, as well as some snails that are easily mistaken for others, 

determine the species of labeled objects in the dataset and annotate them manually. Finally, organize 

the dataset in the corresponding format for use as input data for the network. 

2. Related works 

Before the development of computers, product classification mostly relied on manual and 

traditional mechanical processing methods, which were not only inefficient but also required a large 
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amount of labor. However, using computer vision technology for product identification, positioning, 

and classification can not only improve production efficiency while ensuring product quality but also 

reduce the demand for labor. Before the development of deep learning, scholars often used traditional 

machine learning algorithms for classification. For example, the K-means clustering algorithm [6] is 

a very common method. It is an unsupervised learning technique used to identify clusters of data 

objects in a dataset. When implementing K-means clustering, it is important to consider the 

appropriate number of clusters and the characteristics of the data, as this method may has limitations 

in high-dimensional spaces and identifying clusters of varying densities. Support Vector Machines 

(SVM) [7] is another classic approach. It was proposed for binary classification problems and has 

successfully been applied to pattern recognition problems such as portrait recognition and text 

classification. Although SVM has achieved great success in solving binary classification problems, it 

is further required how to generalize SVM to many multi-valued classification problems in practical 

applications.  

With the emergence of deep learning, deep learning-based algorithms have been widely used in 

product classification. For the study of fruits and vegetables, Mai et al. [8] proposed to add a 

multi-classifier fusion strategy to the Faster R-CNN network model to detect two small fruit data sets. 

In addition, the correlation coefficient is used to measure the diversity of classifiers, and a loss 

function with classifier correlation is introduced. Finally, the model achieved better detection results. 

However, the detection efficiency was relatively low due to the need for bounding box annotation. 

Liu et al. [9] conducted detection and recognition of fruit targets in complex backgrounds, using 

R-FCN (Region-based Fully Convolutional Networks) to improve the detection speed by reducing 

the time for extracting candidate regions, but there is room for improvement in detection accuracy. 

However, the above research only focuses on spherical objects, and there is room for further research 

on the detection and classification of non-spherical objects. 

In the study of seafood, Villon et al. [10] conducted detection on underwater fish, using a CNN 

network for detection, with a detection rate of 94.6%, which was higher than the manual detection 

rate of 89.3%. Feng et al. [11] conducted classification research on shellfish and used an improved 

Faster R-CNN to recognize different shellfish under different scenes, increasing the recognition 

accuracy by nearly 4% compared to the original model. It can be seen that deep learning-based 

object detection algorithms have achieved ideal results in the field of seafood detection and 

classification. Wang et al. [12] used faster R-CNN for real-time detection of snails, but their goal was 

to analyze snail behavior in order to develop more effective pest control strategies. Borreta et al. [13] 

developed a Tiny-YOLOv4 snail recognition system using Raspberry Pi. Also, the system is used for 

agriculture and gardening, it refers only to four types of snails, and the dataset comprised only 200 

images, making it prone to overfitting and low accuracy.  

In a study using the YOLO algorithm for classification, Agorku et al. [14] used YOLO, SSD 

and EffientDet models to classify the presence of vessels and/or barges. Among them, the F1 score of 

YOLOv8 was 96%, which was higher than the other models. For public transportation agencies, 

Remote transportation planning efforts are also valuable. Cap et al. [15] proposed that in terms of 

plant disease diagnosis, YOLO-based systems generally provide advantages over classification-based 

systems, such as the ability to detect disease locations and superior classification performance. 

Haque et al. [16] proposed a rice leaf disease classification and detection method based on YOLOv5 

deep learning to help farmers identify rice leaf diseases and improve the quality and quantity of crops. 

Pundhir et al. [17] used YOLOv3 to classify smokers and non-smokers in various environments and 
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achieved a classification accuracy of 96.74%. Liu et al. [18] used YOLO instead of Mask-RCNN to 

detect whether everyone wears a mask in public places, making the efficiency and detection accuracy 

better than manual classification and improving classification performance. The above literature 

shows that the YOLO algorithm can also have good results in classification tasks. 

3. Method 

In order to solve the problem of snail classification and effectively identify the categories of 

poisonous snails, in this paper, an improved method is proposed based on YOLOv7 [19] network 

structure. The YOLOv7 algorithm is not specialized in detecting dense small targets as it is a unified 

detector that detects the entire image at once. This can result in smaller targets being ignored or 

falsely detected due to their low pixel count. Additionally, in order to improve the robustness of the 

algorithm, the snails in the images of the dataset constructed in this paper exhibit varying object 

states and significant size differences, making it challenging for traditional methods to accurately 

locate them. Therefore, three improvements to the overall network structure of YOLOv7 are 

proposed. The improved network structure is shown in Figure 1. 
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Figure 1. Our improvements to the overall structure of YOLOv7 and detailed structure of 

each module. The red box labeled PELAN is transformed from the ELAN structure and 

replaces the original CBS-k3-s1 with the PConv-CBF module. The green box labeled 

with RFEM is the added receptive field enhancer. 

3.1. Improved Partial Convolution 

PConv [20] is a technique used in convolutional neural networks (CNNs) for handling image 

boundaries and missing information. A filter is used to detect specific features in an image, where the 
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filter is a matrix of size m×n, and different filters have different parameters. However, in traditional 

convolutional layers, the filter is applied to the entire input image, including the boundary pixels. 

This can lead to the loss of important information at the boundaries, thereby affecting the overall 

performance of the network. Therefore, in PConv, the filter is applied only to the valid pixels of the 

input image. This means that the filter does not extend beyond the borders of the input image and 

only operates on pixels that have valid information. The output of the PConv is then normalized by 

the number of valid pixels in the output. Furthermore, a re-evaluation of the computation speed of 

Depthwise Convolution (DWConv) [21] revealed that the main reason for the low FLOPs issue is 

frequent memory access. In contrast, PConv not only reduces computational redundancy but also 

decreases the number of memory accesses. It exploits redundancy in feature maps and systematically 

applies regular Conv only on a subset of input channels, without affecting the remaining channels. In 

fact, PConv has lower FLOPs compared to regular Conv. For an input I ∈R^(c×h×w), the FLOPs of 

regular Conv are 

ℎ × 𝑤 × 𝑘2 × 𝑐2 (1) 

Input Output

CpCp
* =

Filter

Convolution

Identify

 

Figure 2. PConv removes redundant channels and processes only a few input channels to 

achieve speed and efficiency. 

Figure 2 illustrates the working principle of PConv. It applies regular convolution for spatial 

feature extraction only to a portion of the input channels, while leaving the rest of the channels 

untouched. For continuous or conventional memory access, the first or last consecutive cp channels 

are treated as representatives of the entire feature map for computation. In general, the default 

number of input and output feature map channels is the same. Thus, the FLOPs of PConv are only 

ℎ × 𝑤 × 𝑘2 × 𝑐𝑝
2 (2) 

In the typical case of partial ratio r = 𝑐𝑝/c = 1/4, the FLOPs of PConv are only 1/16 of regular 

Conv. Additionally, PConv has a smaller memory access compared to regular convolution, where the 

memory access of regular Conv is 

ℎ × 𝑤 × 2𝑐 + 𝑘2 × 𝑐2 ≈ ℎ × 𝑤 × 2𝑐 (3) 

and the memory access of PConv is 

ℎ × 𝑤 × 2𝑐𝑝 + 𝑘2 × 𝑐𝑝
2 ≈ ℎ × 𝑤 × 2𝑐𝑝 (4) 

which is only 1/4 of the memory access amount of regular convolution. 

Furthermore, in PConv, since it utilizes regular convolution for spatial feature extraction, the 

activation function used in regular convolution is the the Sigmoid Linear Unit (SiLU) activation 
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function, which is described in detail in reference [22]. Its specific expression is Eq.5. 

𝑓(𝑥) = 𝑥 × 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) (5) 

SiLU is a non-linear function used in neural networks that maps a real number to the interval 

(0,1). The SiLU function has been widely used in the field of deep learning to improve the accuracy 

and convergence speed of neural networks. However, compared to SiLU, FReLU has the better 

properties, which can enhance the network's response to small targets and provide some 

regularization to improve detection performance. In addition, FReLU has fewer parameters and 

better computational efficiency, which is very useful in situations where deep learning 

computational resources are limited. Therefore, in this paper, SiLU is replaced with FReLU, as 

studied in reference [23], and modify the original Conv2D_BN_SiLU module to the 

Conv2D_BN_FReLU module. 

FReLU solves the problem of activation functions not depending on spatial conditions in 

previous versions by adding a spatial condition. It extends the ReLU (the expression of which is Eq.6) 

studied in reference [24], the PReLU mentioned in reference [25] to a visually parameterized ReLU 

with pixel-level modeling capabilities, improving the spatial sensitivity of the activation function. 

This improvement adds a negligible computational cost and is relatively easy to implement. 

𝑓(𝑥) = 𝑚𝑎𝑥(𝑥, 0) (6) 

𝑓(𝑥) = 𝑚𝑎𝑥[𝑥, 𝑇(𝑥)] (7) 

In Eq.7, 𝑓(𝑥) is the non-linear activation function and 𝑥 is the independent variable. 𝑇(𝑥) 

represents a simple and efficient spatial context feature extractor. It uses a parameterized pooling 

window to enhance spatial attention, and its specific expression is Eq.8. 

𝑇(𝑥) = 𝑥𝑐,𝑖,𝑗
𝑤 𝑃𝑐

𝑤  (8) 

In Eq.8, 𝑥𝑐,𝑖,𝑗
𝑤  represents a point on the two-dimensional space (i, j) at the center of the pixel in 

the c-th channel, and the parameterized pooling window takes the non-linear activation function on 

the c-th channel as the input pixel. 𝑃𝑐
𝑤 represents the coefficients shared by the pixels in the same 

channel on this parameter window. 

Finally, the ablation experiment results show that the improvements for PConv are effective for 

most small and dense objects. It not only reduces computational complexity and decreases the 

model's size and memory access, but also effectively improves the model's mAP value when the 

FReLU activation function is applied. 

3.2.  Receptive Field Enhancer Module 

Receptive Field Enhancer (RFE) [26] is a feature enhancement technique used in object detection. 

It can increase the size and number of receptive fields, thereby improving the performance of object 

detectors. Most object detectors shrink the input image to a smaller size and perform detection on 

these sizes. However, this may cause the detector to miss some small targets, and the role of RFE is 

to enable the detector to detect smaller targets without using higher resolution images. It enlarges the 

receptive field by convolving the feature map, allowing the detector to better detect targets of 

different sizes. The role of RFE is to optimize the performance of object detectors in order to 
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improve the precision and recall of object detection.  
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Figure 3. The detailed structure of RFE, which consists of 1×1 convolution layers, 3×3 

convolution layers with different dilation rates, and average pooling layers. 

Different sizes of receptive fields mean different abilities to capture long-distance dependencies, 

so the RFE module fully utilizes the advantages of receptive fields in the feature map using dilated 

convolutions [27]. As shown in Figure 3, the RFE module used in this paper can be divided into two 

parts: Multi branches based on dilated convolutions and the gathering and weighting layer. The 

dilation rates of the dilated convolutions in the multi-branch part are 1, 2, and 3, all using a fixed 3×3 

convolution kernel size. 

When faced with similar and hard-to-distinguish objects, such as the Viviparidae and the 

Pomacea canaliculata in the dataset used in this paper, their features are similar and difficult to 

differentiate. Additionally, for small targets that appear densely in images, the preliminary improved 

algorithm is prone to false negatives or false positives during the detection process. However, after 

adding the RFE module to the preliminary improved model, it can more effectively handle snail 

images with different shapes, categories, and angles, and better capture the contextual information 

that is useful for object detection and target recognition. 

In addition, to prevent the problems of gradient explosion and vanishing during training, 

residual connections were added. To ensure the effectiveness of this module for the model in this 

paper, the RFE module was added to the head of YOLOv7, in order to increase the receptive field of 

the feature map and improve the precision of the improved model for multi-scale object detection 

and recognitiont. 

3.3. Weighted Intersection over Union 

The loss function used by the YOLOv7 model is CIoU [28], which calculates the overlap area, 

center point distance, and aspect ratio (width-to-height ratio) of the predicted bounding box as three 

important factors. It is based on DIoU [29] and further improves the consistency of aspect ratios. 

The introduction of WIoU [30] involves weighting the IoU by considering the area between the 

predicted and ground truth boxes, which addresses the potential bias issue in evaluating results using 

traditional IoU. In WIoU, the weight value for each object box depends on the degree of overlap with 

the ground truth box. The greater the overlap, the higher the weight of the object box, and vice versa. 

The function expression of WIoU is Eq.9, and the following is the calculation method: 
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(1) Calculate the IoU score between the predicted and ground truth boxes. 

(2) Calculate the area between two boxes: Calculate the distance between the center points of 

the predicted and ground truth boxes and use this distance as the maximum distance between the two 

boxes to calculate the area between them. 

(3) Based on the area between the two boxes, calculate the weight coefficient. This coefficient 

measures the relationship between the two boxes and can be used to weight the IoU score. 

(4) By introducing the area and weight coefficient between the boxes, WIoU can more 

accurately evaluate the object detection results and avoid the bias problem of traditional IoU. 

𝑊𝐼𝑜𝑈 =
∑ 𝜔𝑖𝐼𝑜𝑈(𝑏𝑖, 𝑔𝑖)𝑛

𝑖=1

∑ 𝜔𝑖
𝑛
𝑖=1

 (9) 

𝜔𝑖 =
𝑣

(1 − 𝐼𝑜𝑈(𝑏𝑖, 𝑔𝑖)) + 𝑣
 (10) 

𝑣 =
4

𝜋2
(𝑡𝑎𝑛−1

𝑤

ℎ
+ 𝑡𝑎𝑛−1

𝑤𝑔𝑡

ℎ
𝑔𝑡 )

2

 (11) 

Here, 𝑛 represents the number of object boxes, 𝑏𝑖 represents the coordinates of the i-th object 

box, 𝑔𝑖  represents the coordinates of the ground truth box for the i-th object, 𝐼𝑜𝑈(𝑏𝑖, 𝑔𝑖) 

represents the IoU value between the i-th object box and the ground truth box, and 𝜔𝑖 represents the 

weight value, 𝑣 is a parameter used to measure aspect ratio consistency. 

Snails often exhibit different states (e.g., extending their heads while moving or retracting their 

heads and tails into their shells when startled). When faced with targets that undergo morphological 

transformations like these situations, different species of snails vary greatly in size. Therefore, 

compared to CIoU, WIoU can better evaluate detection results because it has a better focus 

mechanism, can better handle background noise and larger targets, and thus achieves better 

performance in bounding box regression tasks. It can also provide more accurate evaluations in the 

presence of imbalanced sizes of objects. 

4. Experiment and analysis 

4.1. Dataset 

The image collection was carried out through on-site shooting and web crawling methods. To 

ensure the classification effect, the images of 9 different species of snails are collected. Part of them 

are five common edible snails in daily life, the other part are the snails more commonly seen in 

social news that are easy to be eaten by mistake, and there is another snail which is inedible and only 

for ornamental purposes. 

(1) Data collection. The experimental dataset consists of two parts: web data and on-site data. 

The web data consists of images of 9 different kinds of snails obtained from the Internet using a web 

crawler tool, while the on-site data is obtained by cameras or mobile phones at places such as fruit 

markets and supermarkets. 

(2) Data annotation. The image data was annotated using the LabelImg software and saved in 

XML format in PascalVOC format, with the file name matching the image name. Figure 4 provides 

some examples of dataset annotation. 

(3) Data segmentation. Through the above two steps, 5550 images were obtained, which were 
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divided into training, validation, and testing subsets in an 8:1:1 ratio. Table 1 shows the statistical 

information of the dataset, including the number of image instances in the training, validation, and 

testing set splits. 

(a) Pomacea canaliculata (b)Euglandina rosea (c) Rapana bezona Linnaeus (d) Bellamya aeruginosa (e) Nassariidae

(f) Turbo petholatus L (g) Viviparidae (h) Babylonia lutosa (i)  Babelomurex kawanishii
 

Figure 4. Example of dataset annotation. (a) Pomacea canaliculata, (b) Euglandina rosea, (c) 

Rapana bezona Linnaeus, (d) Bellamya aeruginosa, (e) Nassariidae, (f) Turbo petholatus L, (g) 

Viviparidae, (h) Babylonia lutosa, and (i) Babelomurex kawanishii. 

Table 1. The details of dataset. 

category 
Pomacea 

canaliculata 

Euglandina 

rosea 

Rapana 

bezona 

Linnaeus 

Bellamya 

aeruginosa 
Nassariidae 

Turbo 

petholatus 

L 

Viviparidae 
Babylonia 

lutosa 

Babelomurex 

kawanishii 

train 611 440 436 486 627 628 490 599 311 

valid 66 49 47 32 78 78 45 80 19 

test 76 25 17 19 65 64 56 73 8 

sum 753 514 500 537 770 770 591 752 404 

4.2. Experimental platform 

The official YOLOv7 code was used to implement the experiments. All models were trained for 

100 iterations with a batch size of 8. At each iteration, the validation split was evaluated. For each 

model, the training checkpoint that obtained the best mAP at an IOU threshold of 0.65 was selected 

for evaluating the test split. All experiments were run on a NVIDIA GeForce RTX 3090 GPU. 

4.3. Evaluation metric 

To evaluate the performance of the snail classification detection models, we use mean average 

precision (mAP), precision, recall, parameters, FLOPs and F1 score in reference [31].  

Precision refers to the proportion of predicted positives that are true positives, while recall 

refers to the proportion of true positives that are correctly predicted. The formulas are Eq.12 and 

Eq.13. 

𝑃 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃)⁄  (12) 
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𝑅 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁)⁄  (13) 

where 𝑇𝑃 represents the number of true positive samples identified, 𝐹𝑃 represents the number of 

false positive samples identified, and 𝐹𝑁 represents the number of positive samples that were not 

identified. 

AP represents the average precision for each class. mAP is the mean average precision for all 

classes, calculated using the Eq.14 and Eq.15 

𝐴𝑃 = ∫ 𝑃(𝑅) 𝑑𝑅
1

0

 (14) 

𝑚𝐴𝑃 = ∑ 𝐴𝑃𝑖 𝑁⁄
𝑁

𝑖=1
 (15) 

where 𝑅 means the recall value, 𝑃(𝑅) is the precision when the recall value is 𝑅, and N represents 

the number of detected target categories. 

The F1 score is a comprehensive indicator used to evaluate the performance of a classification 

model. It is the harmonic average of precision and recall. Specifically, the F1 score can be calculated 

by Eq.16. 

𝐹1 = 2 ∙ P𝑅 (𝑃 + 𝑅)⁄  (16) 

where P stands for precision and R stands for recall. 

Parameter volume and computation volume (usually referred to as FLOPs) are two metrics used 

to evaluate model size and computational complexity, and their size is related to aspects such as 

model accuracy, runtime, and memory usage. 

4.4. Ablation experiments. 

To verify the effectiveness of each improvement module in the algorithm proposed in this paper, 

four ablation experiments were conducted under the same experimental conditions, and the 

experimental results are shown in the Table 2. 

Table 2. Results of Ablation Experiment. 

Model PConv +FReLU RFE WIoU Params GFLOPs P R mAP mAP@0.5:0.95 F1 

YOLOv7 × × × × 37.23M 105.3 0.843 0.852 0.901 0.661 0.847 

model 1 √ × × × 32.73M 85.0 0.826 0.847 0.888 0.643 0.836 

model 2 √ √ × × 32.75M 85.2 0.878 0.874 0.915 0.695 0.875 

model 3 √ √ √ × 34.46M 86.5 0.874 0.897 0.926 0.704 0.885 

model 4 √ √ √ √ 34.46M 86.5 0.884 0.911 0.932 0.716 0.897 

As can be seen from Table 2, compared with the original model, although the model added with 

PConv has decreased in parameter amount and calculation amount, the decline in precision is also 

serious. However, the improved PConv using FReLU improved the network's expression ability and 

performance. Ignoring the number of parameters and calculations, the improved PConv increased the 

mAP of the model by 2.7%. Compared with the original model, the mAP increased by 1.4%, and F1 

score increased by 2.8%, which shows that the improvements to the PConv module are effective. 

After adding REFM, the calculation and parameter quantity of the model increased slightly, but it 

was also within the acceptable range. Moreover, due to the expanded receptive field and the 

optimization of the performance of the object detector, the mAP and F1 score increased by 1.1% and 
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1%, respectively. After the final modification of IoU, the model’s performance was further improved 

due to the focus mechanism of WIoU. The mAP increased by 0.6% and the F1 score increased by 

1.2%. In the end, the mAP of the improved model reached 93.2%, which is 3.1% higher than the 

original model, and the F1 score reached 89.7%, which is 5% higher than the original model. 

Table 3. The precisions of each species in ablation experiments. 

Model 
Pomacea 

canaliculata 

Euglandina 

rosea 

Rapana 

bezona 

Linnaeus 

Bellamya 

aeruginosa 
Nassariidae 

Turbo 

petholatus 

L 

Viviparidae 
Babylonia 

lutosa 

Babelomurex 

kawanishii 

YOLOv7 0.907 0.81 0.815 0.981 0.937 0.946 0.846 0.887 0.984 

model 1 0.899 0.867 0.708 0.971 0.934 0.922 0.841 0.873 0.980 

model 2 0.927 0.746 0.885 0.971 0.967 0.942 0.879 0.927 0.989 

model 3 0.913 0.854 0.923 0.970 0.971 0.947 0.873 0.907 0.988 

model 4 0.941 0.944 0.870 0.971 0.966 0.938 0.882 0.895 0.987 

As can be seen from Table 3, the identification precisions of the 9 species of snails have 

basically improved to varying degrees. After adding all three improvements to the original model, the 

identification precisions of Pomacea canaliculata, Euglandina rosea, Rapana bezona Linnaeus, 

Nassariidae, Viviparidae, Babylonia lutosa and Babelomurex kawanishii have been improved to 

varying degrees; compared with the original model, they have increased by 3.4%, 13.4%, 5.5%, 

2.9%, 3.6%, 0.8%, and 0.3%, respectively. However, the precisions of Bellamya aeruginosa and 

Turbo petholatus L has decreased by 1% and 0.8% respectively, which is within the acceptable range. 

The improved model makes the identification precision of each species more balanced. The above 

experimental data shows the effectiveness of the improved model proposed in this article. 

4.5. Comparative experiments 

In order to further demonstrate the comprehensive performance of the algorithm proposed in 

this paper, we conducted comparative experiments with other algorithms on the dataset constructed 

in this paper, and the results are shown in Table 4. As can be seen from Table 4, the performance of 

the improved model in this article is better than other models. Although the parameter amount and 

calculation amount of the improved model are larger than other YOLO series algorithms, it has a 

greater advantage, the mAP is 4.7%, 1.7%, 3.1%, 1.3% and 4.8% higher than YOLOv5s, YOLOv6, 

YOLOv7, YOLOv8 and YOLOX algorithms, respectively, and the F1 score increased by 7.4%, 2.1%, 

5%, 1.6% and 7.9%, respectively. This is because the model proposed in this article introduces more 

convolutional layers and adds a receptive field enhancer, which expands the receptive field, thus 

improving the perceptual and expressive capabilities of the model. Compared with Faster R-CNN, 

the Faster R-CNN model can better capture the details and contextual information of the target using 

a region proposal network (RPN) to generate candidate boxes. This makes Faster R-CNN more 

accurate when processing small targets or images with complex backgrounds. These characteristics 

all exist in the images in the dataset constructed in this article, so it has better performance than the 

original YOLOv7, but it is not as good as the improved algorithm in this article. Compared with the 

traditional SSD algorithm, the YOLO series of algorithms not only greatly reduces the calculation 

and the number of parameters, but also greatly improves the mAP and F1 score. This is because the 
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YOLO series algorithms can handle occlusion, scale change, different viewing angles, and other 

complex scenarios. By performing global perception on the entire image, YOLO can better capture 

the contextual information of the target, thereby improving the precision and robustness. In general, 

the algorithm in this paper achieves the best results in mAP and F1 score, whether compared with the 

YOLO series algorithms or compared with the traditional two-stage models. 

Table 4. Results of Comparative Experiment. 

Model Backbone Params GFLOPs mAP F1 

YOLOv5s CSPDark-Net53 7.1M 16.5 0.885 0.823 

YOLOv6[32] EfficientRep 18.5M 45.3 0.915 0.876 

YOLOv8 CSPDark-Net53 3M 8.1 0.919 0.881 

YOLOX[33] CSPDark-Net53 8.94M 26.78 0.884 0.818 

Faster R-CNN[34] VGG16 136.8M 402.0 0.911 0.874 

SSD[35] VGG16 24.2M 274.8 0.851 0.797 

RetinaNet[36] ResNet50 - - 0.891 0.832 

YOLOv7 - 37.24M 105.3 0.901 0.847 

YOLOv7-Tiny - 6.03M 13.2 0.852 0.803 

Ours - 34.46M 86.5 0.932 0.897 

Table 5. The precisions of each species in comparative experiments. 

Model 
Pomacea 

canaliculata 

Euglandina 

rosea 

Rapana 

bezona 

Linnaeus 

Bellamya 

aeruginosa 
Nassariidae 

Turbo 

petholatus L 
Viviparidae 

Babylonia 

lutosa 

Babelomurex 

kawanishii 

YOLOv5s 0.926 0.725 0.731 0.968 0.948 0.934 0.846 0.898 0.988 

YOLOv6  0.904 0.897 0.866 0.972 0.944 0.926 0.844 0.900 0.982 

YOLOv8 0.893 0.908 0.876 0.976 0.946 0.924 0.852 0.901 0.994 

YOLOX 0.917 0.74 0.732 0.968 0.948 0.930 0.849 0.888 0.984 

Faster 

R-CNN 
0.887 0.858 0.799 0.962 0.931 0.927 0.851 0.909 0.985 

SSD 0.902 0.657 0.689 0.941 0.915 0.898 0.822 0.862 0.973 

RetinaNet 0.903 0.788 0.803 0.972 0.918 0.934 0.837 0.888 0.976 

YOLOv7 0.907 0.81 0.815 0.981 0.937 0.946 0.846 0.887 0.984 

YOLOv7-

Tiny 
0.892 0.626 0.698 0.948 0.911 0.934 0.815 0.860 0.982 

Ours 0.941 0.944 0.870 0.971 0.966 0.938 0.882 0.895 0.987 

As can be seen from Table 5, in terms of each species, the average precisions of Rapana bezona 

Linnaeus, Viviparidae, and Babylonia lutosa are slightly inferior to other species. The improved 

network model in this paper has the best precision in the identification of Pomacea canaliculata, 

Euglandina rosea, Nassariidae and Viviparidae species. Among them, Pomacea canaliculata, 

Euglandina rosea, and Nassariidae are the most common species of inedible snails that can cause 

poisoning, which is also in line with the central theme of food safety discussed in this paper. The 

identification precision of the remaining inedible Babelomurex kawanishii is only 0.7% less than the 
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best data obtained by YOLOv8. Although the average precisions of other species have not reached 

the best, they are within an acceptable range. Overall, the improved model in this article is better 

than other mainstream models in snail species identification on the dataset constructed in this article. 

5. Conclusions 

In this paper, food safety is taken as the background, and a series of studies on snail species 

identification are conducted in response to the social incidents of poisoning caused by accidentally 

eating poisonous snails in daily life. However, there are challenges such as dense small targets, 

multi-scale targets, and category imbalance in the snail species identification task based on computer 

vision. Therefore, an improved model based on YOLOv7 for snail species identification is proposed 

in this paper. First, since there is no public data set that can be used directly, the images of 9 different 

kinds of snails are collected for manual annotation and a dedicated data set for snail species 

identification is constructed. Second, in order to improve algorithm performance without increasing 

the number of calculations and parameters as much as possible, the backbone network of original 

model is replaced with an improved PConv. In addition, due to the characteristics of small and dense 

targets in the snail images, a receptive field enhancer is added, and the loss function is replaced. 

Experimental results show that the model proposed in this article has better precision and 

practicability than other mainstream models. In subsequent research, we will continue to optimize 

the model so that it can be deployed on edge devices with limited computing and storage resources 

without reducing the performance. 
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