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Abstract: Time series clustering is a usual task in many different areas. Algorithms such as K-means
and model-based clustering procedures are used relating to multivariate assumptions on the datasets,
as the consideration of Euclidean distances, or a probabilistic distribution of the observed variables.
However, in many cases the observed time series are of unequal length and/or there is missing data or,
simply, the time periods observed for the series are not comparable between them, which does not allow
the direct application of these methods. In this framework, dynamic time warping is an advisable and
well-known elastic dissimilarity procedure, in particular when the analysis is accomplished in terms of
the shape of the time series. In relation to a dissimilarity matrix, K-means clustering can be performed
using a particular procedure based on classical multidimensional scaling in full dimension, which can
result in a clustering problem in high dimensionality for large sample sizes. In this paper, we propose
a procedure robust to dimensionality reduction, based on an auxiliary configuration estimated from
the squared dynamic time warping dissimilarities, using an alternating least squares procedure. The
performance of the model is compared to that obtained using classical multidimensional scaling, as
well as to that of model-based clustering using this related auxiliary linear projection. An extensive
Monte Carlo procedure is employed to analyze the performance of the proposed method in which
real and simulated datasets are considered. The results obtained indicate that the proposed K-means
procedure, in general, slightly improves the one based on the classical configuration, both being robust
in reduced dimensionality, making it advisable for large datasets. In contrast, model-based clustering in
the classical projection is greatly affected by high dimensionality, offering worse results than K-means,
even in reduced dimension.
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1. Introduction

Time series clustering is a recurring problem in real-world applications that has been addressed in
many different areas. Many clustering procedures have been proposed, with partition clustering being
one of the most used methods, its objective being to determine separate homogeneous groups of time
series (see e.g., [1,2] for a comprehensive review). Applications can be found, for example, related
to the analysis of smart environments based on IoT [3], biomedical measurements like blood pres-
sure, electrocardiogram [4], image processing as in brain activity [5], or diverse applications evolving
microarray time series [6], among others. Usually, these datasets are characterized by a high dimen-
sionality compared to the sample size, and the data usually needs to be preprocessed before clustering.
A notable situation is when the times in which the event are observed are not directly comparable
between different time series, since this characteristic does not allow the consideration of an intrinsic
coordinate system in the observed dataset. Here we are interested in partition clustering procedures
when traditional methods cannot be directly applied to the raw observed dataset. This situation may
arise, for instance, when the time series are of different lengths, when there is missing data, and, in
general, when the information for clustering is focused on some dissimilarity measure between the
time series. A particularly useful and well-known dissimilarity measure in this framework is dynamic
time warping (see e.g., [2]), which enables comparisons between series in terms of their shape, with or
without the same length, and, in general, with non-synchronized observations.

Traditional partitioning methods as K-means [7] or model-based clustering procedures [8] are re-
lated to inherent assumptions on the observed datasets, as the consideration of Euclidean distance as
the dissimilarity measure between time series in the first (see e.g., [9]) or a probabilistic distribution
assumption on the raw data [10]. When the information of interest is given in terms of dissimilari-
ties between the time series that are not Euclidean distances, procedures as K-means clustering cannot
be directly applied. Furthermore, class-specific distribution patterns in the observed time series are
difficult to assume and scalability problems may also arise [1], which makes probabilistic clustering
procedures also not directly applicable.

Several general dissimilarity measures can be considered between time series further apart of Eu-
clidean distances (see e.g., [11-13]), for an extensive description. Among these, here we focus on
comparing the time series with respect to their shape using elastic dissimilarity measures [2], in partic-
ular, dynamic time warping. Although generalized K-means clustering procedures have been proposed
for a dissimilarity matrix (see e.g., [14]), none of them can be properly considered a K-means cluster-
ing procedure if the dissimilarities are not Euclidean distances. Recently, Vera and Macias [15] have
shown a procedure to perform real clustering of K-means in a dissimilarity matrix using an auxiliary
configuration that is a linear projection estimated from a matrix of Euclidean distances using (classical)
multidimensional scaling (MDS) in full dimension. One advantage of this procedure is that the esti-
mated partition using traditional K-means on this configuration is equivalent to that estimated using the
observed dissimilarity matrix in a true K-means clustering procedure. Based on these results, Vera and
Angulo [16] have shown a unified approach for performing K-means clustering in time series analysis,
in particular, when dynamic time warping dissimilarities are used. The procedure does not need to
estimate time series cluster prototypes and has shown superior results compared to K-medoids [17] in
the data analyzed in this framework.

In the above described procedures, K-means clustering can be performed on the auxiliary configu-
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ration using any traditional algorithm. However, it is well known that K-means may perform poorly
when a large number of variables and/or samples is present. The fact that multidimensional scaling
is carried out in full dimension may result in a practical limitation since the dimensionality of the es-
timated configuration can turn out to be large and close to the size of the sample (see [18]). Several
methods have been proposed to reduce dimensionality combined with time series clustering [1]. In
particular, for K-means clustering, principal components analysis has been used to reduce the number
of variables, but it is well known that tandem analysis, which first reduces the number of variables and
then performs K-means grouping, generally it doesn’t work well (see, for example, [19]). Although
an extensive simulation experiment has not been carried out in this regard, the main drawback of this
procedure seems to be that the use of a very reduced space obtained from principal component analysis
does not guarantee the definition of a subspace that is informative with respect to the true underlying
structure of the data, possibly because Euclidean distances are altered [20]. However, since the auxil-
iary configuration in the procedure of Vera and Angulo [16] is naturally oriented in the directions of
the principal axes, the partition should not be greatly affected by a reduction of dimensionality while
preserving the representation (as for MDS).

The auxiliary configuration in the Vera and Angulo [16] procedure exactly represents the time se-
ries in terms of the related squared Euclidean distances using classical MDS [15], for which it uses full
dimension. However, a least squares efficient MDS method that directly approximates squared dissimi-
larities by squared Euclidean distances is that given by the alternating least squares scaling (ALSCAL)
procedure of Takane, Young and de Leeuw [21], which generally outperforms the classical configura-
tion, and is usually used as the initial solution in the alternating iterative procedure, in low dimension.
Bailey and Gower [22] showed the maximum dimensionality in ALSCAL is the same as the classical
MDS procedure on the (non-squared) dissimilarities [15]. Since ALSCAL starts from Euclidean dis-
tances using an additive constant, it is interesting to study if the auxiliary configuration estimated using
ALSCAL also preserves the K-means partition, being the nonlinear solution that best approximates the
squared dissimilarities by squared Euclidean distances. In addition, the classical MDS configuration
is nested, that is, the solution in any dimension simply is an extension of the solution in the previous
dimensions (a solution in lower dimension is a linear projection of that in full dimension). However,
in the alternating least squares approach, the solution in each dimension is estimated optimally and
independently of the previous solutions. Hence, the ALSCAL configuration may result an interesting
alternative approach to perform K-means clustering.

In addition to analyzing the performance of K-means clustering under alternative conditions for
the auxiliary configuration, probabilistic formulations in MDS, and, in particular, the well-known
Hefner [23] model, we also motivate the consideration of a model-based clustering procedure in the
auxiliary configuration. The Hefner model induces Gaussian distributions of the dimensions in the
MDS configuration [24] and, therefore, the performance of model-based clustering under the con-
sideration of a Gaussian mixture approach [25] is an interesting alternative, taking into account its
well-known relationship between a Gaussian mixture and K-means clustering [19]. In this paper we
also investigate whether the results persist for time series clustering in this particular framework of dy-
namic time warping, under different scenarios and dimensionality reduction in this probabilistic model.
The main motivation regarding the previous findings is that the auxiliary configuration is in the orienta-
tion of the principal axes, while exactly preserving the original partition structure of the dynamic time
warping dissimilarities related to a translation of the squared dissimilarities.
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In general, it is well known that the additive constant problem considerably increases the dimen-
sionality of the solution, but of very smooth shape. This means that a greater number of dimensions is
needed to explain the same percentage of variability compared to the untranslated solution, and more
dimensions are needed to go from one percentage to a higher one. Thus, proper dimension reduction
should not greatly alter the structure of the data in this situation, while gaining computational effi-
ciency. In this paper, we show that time series K-means clustering is robust to dimension reduction in
a dynamic time warping framework. In addition, a flexible and dimensionally robust procedure is pro-
posed to perform K-means clustering using ALSCAL together with the squared Euclidean distances
resulting from the additive constant procedure on the observed squared dissimilarities. Therefore, the
performance of the K-means procedure is studied when considering variations in the configuration us-
ing ALSCAL, in the estimation method considering mixtures of Gaussian distributions, as well as in
dimensionality reduction, all within the framework of dynamic time warping dissimilarities, in which
large datasets are usually involved. It is important to keep in mind that the dimensionality reduction
in classical MDS is related to the optimal linear projection, while in ALSCAL, this configuration is
obtained as the best approximation in reduced dimension in a least squares framework and, therefore,
is less restrictive.

The remainder of the paper is structured as follows. In the following section, K-means clustering
in a dissimilarity matrix is described, along with two alternative clustering procedures, one related
to the ALSCAL configuration and the other one in a related probabilistic framework. In Section 3
an extensive Monte Carlo experiment is described to analyze the behavior of the analyzed clustering
procedures, both for real and simulated datasets. In the final section, we discuss the results obtained
and summarize the main conclusions drawn.

2. Materials and methods

Let us consider two time series @ = (ay,...,a,)and b = (by,...,b,,) of lengths n and m, respectively.
Dynamic time warping is a method that allows us to determine the dissimilarities between both series
in terms of shape, even when there is missing data or the series are of unequal lengths (see [26] for a
detailed description of the method in those different scenarios). A warping path w = (wy,...,wg) of
pairs w, = (i, j,), ir € {1,...,n}, j, €{l,...,m},r =1,..., R, is estimated minimizing the normalized
cumulative distance, i.e.,

R

dprw(a,b) = rrgn% Z; d,,, 2.1)
where d,, = d(a;,bj; ), r = 1,...,R, is found within the set # of warping paths, usually by means of
dynamic programming. The warping path must satisfy three conditions. First, d,,, = d(a;, b;), and
dy, = d(ay, by), that is, the path must start and finish in diagonally opposite corner cells of the matrix
of distances. Second, the allowable steps of the path must be adjacent cells of the distance matrix, and
third, the points in the warping path must be monotonically spaced in time, with the length R satisfying
max(n,m) < R < m+n — 1. Let us assume we observe N time series and denote by A the obtained
dynamic time warping symmetric dissimilarity matrix between the N(N — 1)/2 pairs of comparisons.
Note that in general, dynamic time warping dissimilarities may not be symmetric (see [26]), but without
loss of generality, in MDS the dissimilarity matrix will be assumed to be symmetric considering only
the triangular part, or it is transformed to be symmetric (see [27, 28]).
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MDS gives us a representation of the time series in a Euclidean space of dimension at most N — 1,
so that the Euclidean distances are as close as possible to the observed dissimilarities. For K-means
clustering based on a dissimilarity measure, Vera and Macias [15] have shown a procedure based on
the additive constant problem that allows obtaining a configuration that exactly preserves the partition
of K-means in the original dissimilarities. In particular, the procedure establishes how to perform
clustering of K-means in time series in a dynamic time warping framework [16], without the need to
estimate clustering prototypes, avoiding the problems previously noted in this regard [1].

From A?, the matrix with entries and the squared dissimilarities, K-means clustering can be per-
formed considering A =A% c(11" — I), a linear transformation of the off diagonal elements of A2,
with ¢ = =24y > 0, where 4; > --- > Ay are the eigenvalues of B = —%HAZH, and H = I - %11/
is the centering matrix. The intercept is ¢ = 0 only when A is a matrix of Euclidean distances. Since
A is a matrix of squared Euclidean distances [15], performing K-means clustering on the classical
multidimensional scaling configuration X in dimension p = rank(B) < N — 2, related to the Euclidean
distance matrix D(X) = A, is equivalent to doing so by minimizing

K

N Ko XN
WK) = ) D eady = ) 5 > D enends, 22)
k=1 i=1 k=1 i=1 j=1
where dl.zk is the squared Euclidean distance between the ith row of X and the center of the rows of X
related to the kth cluster of time series, dl.zj =(x—-x j)/(x,- — x;) represents the squared Euclidean dis-
tance between the rows x; and x; of X, and N, is the cardinality of cluster k. Vera and Macias [15] have
shown that the estimated partition matrix minimising (2.2) is equivalent to that given when A is used
instead of D in 2.2. Since the configuration X is given in the direction of the principal axes, the par-
tition can be expected to be preserved despite a certain reduction in dimensionality. This formulation
has the additional implication of performing K-means clustering without the need to compute cluster
prototypes throughout the procedure, which represents an additional advantage in time series cluster-
ing (see [16]). However, once the clusters are estimated, the cluster representative can be calculated
using any procedure according to each specific practical application.

2.1. Two related clustering approaches

The K-means procedure described above has been shown to be adequate in relation to an exact
representation of the squared dissimilarities in terms of squared Euclidean distances, and, to this end,
the classic MDS solution in full dimension p = N — 2 is used. However, this model is naturally related
to two alternative procedures. On the one hand, there is the estimation of the optimal partition by
model-based clustering on the basis of the MDS solution. On the other hand, we consider the direct
estimation of the configuration in a least squares model that approximates the squared dissimilarities
through squared Euclidean distances, without the need for a prior additive constant. In both situations,
it is also interesting to investigate how dimensionality reduction affects the quality of the solution
obtained.

2.1.1. Model-based clustering on the linear projection

Each dimension in the above estimated configuration X is represented by the corresponding eigen-
vector to one of the nonzero eigenvalues of B, thus being the columns of X orthogonal between them.
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In this situation, the specific probabilistic model proposed by Hefner [23] can be assumed, based on
which model-based clustering can be performed on X. Here, we follow the extension of this model
proposed by Zinnes and Mackay [24], and therefore, it is assumed each row of X is characterized,
in each dimension by a localization and a variability parameter. The row is considered a p dimen-
sional random vector, the component of which is normally and independently distributed with variance
varying on each dimension. This assumption is also in line with that assumed by Oh and Raftery [25],
although associated with a Bayesian estimation approach for model-based clustering on dissimilarities.
In a mixture model framework, the probability f,() of arow x;,i = 1,..., N that belongs to cluster ¢, for
t = 1,...K, is given by the multivariate normal distribution of mean vector g, and covariance matrix
X,

[ ) = Quy? | E, 7% exp (—%(xi —p) T (g - m)). (2.3)

Because we do not know in advance which latent class a row belongs to, the p.d.f. (g(-)) of the random
variable x; becomes a finite mixture of Gaussian densities, also in consonance with the assumption in
Oh and Raftery [25] given by (2.3), adopting the expression:

K
gCxi |7, E) = > yifilxi | i, L), (2.4)

t=1

where ¥ = (y1...,vx),0 <y < 1,and 3,y = 1. So, the log-likelihood function to be a maximized
subject to the above constraints can be written as

N K
log L = Z log Z Yofi(xi | . Eo). (2.5)
i=1 =1

Given the maximum likelihood estimators ji and £,, the posterior probability that an element x; belongs
to latent class ¢ is calculated by means of Bayes’ theorem as follows:

Fufixi | {1, )
g(xi | 1, X)
Hence, from the maximum likelihood estimators, a row x; will be assigned to the class that it is most
likely to belong to given these posterior probabilities, and for the parameter estimation, the expectation-
maximization (EM) algorithm [37] can be employed. When X; = ol k = 1,...,K, the above
estimation procedure reduces to the K-means clustering algorithm [19]. The procedure is summarized

in Figure 1.

T, E) = (2.6)

2.1.2. A K-means clustering approach using an alternating least squared configuration

In a least squares framework, classical MDS can be seen as the problem of minimizing (minus)
the square of doubly residuals between squared distances and squared dissimilarities [29], i.e., the
distortion,
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Dissimilarities: Calculate dynamic time warping dissimilarities Ayyy
Symmetrise: ANxN=0.5(ANXN+A;\,X »)» Or use the triangular part
Additive constant: Calculate: H = I — (1/N)11', A* = (6}), B = -0.5HA’H
Eigenvalues: Obtain singular values of B; 4; > --- > Ay
Additive constant: ¢ = -2y
Squared Euclidean distances: A=A 2Ay(11° = 1)
Classical MDS: Calculate: B = —(1/2)HA’H
Eigendecomposition: B = TAT"
Auxiliary configuration: X, = rA'”?
Model-based clustering: Hefner: Each row x; of X, follows g(x; | 4, X) = Zfi, vefe(xi |y, o)
Maximise using EM: max,, ,, s, log L = %, log S8, 7. fi(xi | g, £0)
Bl £1)
glxilax)
EstimateE by max, 7;;;
Cluster prototypes: Calculate cluster representatives, if required, using any approach

Calculate r;, =

Figure 1. Model-based clustering algorithm for dissimilarities.

o 1 .
min||B — XX |I* = min|| — EH(AZ - D*(X)H|*. (2.7)
X X

On the other hand, the ALSCAL model of Takane, Young and de Leeuw [21] is a general multidi-
mensional scaling procedure stating that for the given N X N dissimilarity matrix A, it enables the direct
estimation of a configuration Y such that the matrix of squares dissimilarities A” is directly approached
by the matrix of squared Euclidean distances D*(Y) by minimizing the S-Stress criterion given by,

SSTRESS(Y) = myin (A% — D*(Y))|]*. (2.8)

Bailey and Gower [22] showed that the least squares residuals between squared dissimilarities and
squared distances (without double centering), result in an equivalent symmetric matrix approximation
problem through a positive semi-definite matrix with diagonal entries weighted by w = (N +2)/4, with
respect to the off-diagonal elements, that is,

N N
12 = DR = 22 = b + Yy - B 2.9)
4 5 iz) r

where the distances are assumed to be related to a centred configuration ¥ in dimension p < rank(B),
B = YY', and normalized such that I dl.zj = 22 6fj. Therefore, here we propose a K-means
clustering procedure for dynamic time warping dissimilarities based on this configuration. As shown
for ALSCAL, its maximum dimensionality will be, at most, that of the classical method. The K means
clustering procedure based on this configuration Y aims at minimizing (2.2) in terms of the Euclidean
distances D* when this well approximates the squared dissimilarities A’. We name this procedure
KmALS CAL. Figure 2 summarizes this procedure.
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Dissimilarities: Calculate dynamic time warping dissimilarities Ayxy
Symmetrise: ANX]V:O.S(ANX;\;+A;\,X ~), or use the triangular part
ALSCAL: Minimise: S Stress(Y) = [[(A” = D*(Y))|[?, which A” defined as in Figure 1
Auxiliary configuration: ¥ = miny S S tress(Y), centered, and normalised: Y. j dl.zj = Yicj 5'?].
K-means: Estimate the partition E using any classical algorithm on Y;
equivalently, using D?(Y), squared Euclidean distances on Y
Cluster prototypes: Calculate cluster representatives, if required, using any approach

Figure 2. K-means clustering algorithm using ALSCAL.

3. Results

The performance of the KmALSCAL and model-based clustering procedures in this framework
were tested and the given results were compared with those obtained using the K-means procedure on
the classical solution, following a method similar to that described in Vera and Angulo [16]. Fifteen
well-known time series datasets from the UCR Time Series Classification Archive [30] database were
considered, as well as time series sets simulated using different scenarios in an extensive Monte Carlo
experiment. In addition, the influence of dimension reduction on the behavior of the three procedures
was also investigated.

The analysis was performed using R Statistical Software (v4.3.1; R Core Team 2023), using the
functions cmdscale and kmean for classical MDS and K-means clustering, the function alscal imple-
mented in the smacofx R package (v0.6.6; Rusch et al. [31]) for ALSCAL MDS, and the function
Mclust implemented in the mclust R package [32] for model-based clustering. The dissimilarity be-
tween each pair of time series was calculated by dynamic time warping using the dtw package (v1.23.1;
Giorgino [26]), and each dataset was analyzed considering 50 random starts and a maximum of 100
iterations for each procedure. The accuracy of the resulting classification was measured using the clus-
ter similarity index defined by Gavrilov et al. [33], as implemented in the 7TSclust package (v1.3.1;
Montero and Vilar [11]), which is given by

K

1 N/,
Sim(E.E) = - > max Vil 3.1)
K i 1<i<K |l + |77

where E = {Jy,...,Ji}and E' = {J}, ..., J } are two partitions for the same dataset, and | - | denotes the
cardinality. This index takes into account the well-known labeling problem and varies between zero,
meaning total dissimilarity, and one, which indicates that the two classifications are identical (see [33]).
As in Vera and Angulo [16], in this experiment, only the datasets producing an accuracy greater than
0.7 in at least one of the procedures used were taken into account.

3.1. UCR time series archive datasets

The real and simulated datasets from the UCR Time Series Classification Archive [30], previously
studied by Vera and Angulo [16] in comparison to K-medoids [17], have been analyzed in this context.
In particular, the GesturePebbleZ1 and GesturePebbleZ2 sets of series of unequal length, together with
the CBF, Mallat, SmoothSubspace, SyntheticControl, and TwoPattern sets of series of equal length,
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Table 1. Results for the UCR datasets using dynamic time warping. The size (number
of instances), length of the series, number of clusters and similarity index (3.1) values for
the K-means, KmALSCAL and the mclust procedures, are shown. The dimensionality of
the classical MDS auxiliary configuration is also shown. For the first two sets of series of
unequal length, the largest length value is shown. The complete dataset was analysed, except
for the very large sets, in which case only the training or test subsets were considered. The
results for the datasets with an accuracy greater than 0.7 for at least one method are shown.

K-means KmALSCAL mclust

Data set Size Length K Sim Dim Sim Sim
Simulated series of unequal length
GesturePebbleZ1 (TEST) 172 455 6 070 88 0.68 0.28
GesturePebbleZ2(TRAIN) 146 455 6 072 75 0.69 0.28
Simulated series of equal length
CBF 930 128 3 0.88 549 0.88 0.50
Mallat(TRAIN) 55 1024 8 095 32 095 0.26
SmoothSubspace 300 15 3 090 149 094 0.50
SyntheticControl 600 60 6 098 335 097 0.28
TwoPatterns(TRAIN) 1000 128 4 099 507 0.99 0.40
Real data sets with series of equal length
BasicMotions 80 100 4 078 51 0.80 0.40
DiatomSizeReduction 322 345 4 0.81 167 0.76 0.39
DistalPOAgeGroup 439 80 3 070 230 0.68 0.46
FaceFour 102 350 4 073 71 0.73 0.40
InsectEPGRegular 311 601 31 148 1 0.75
OliveOil 60 570 4 0.80 43 0.74 0.36
Plane 210 144 7 1 110 1 0.25
Trace 200 275 4 076 101 0.54 0.40

were analyzed. Each set was divided into a training sample and a test sample and, together with the
complete set, all were analysed separately, except for the Mallat and TwoPattern sets, due to their large
size. In addition, the eight real datasets BasicMotions, DiatomSizeReduction, DistalPOAgeGroup,
FaceFour, InsectEPGRegular, OliveOil, Plane and Trace, were considered. In this experiment, only the
datasets producing an accuracy greater than 0.7 in at least one of the procedures used were taken into
account, and in all situations, the performance of K-means clustering was superior to that given by the
K-medoids procedure.

Table 1 shows the resulting classification accuracy in terms of the Sim values for the K-means,
KmALS CAL, and mclust procedures in full dimension when compared to the true classification. As
can be seen, the model-based clustering procedure showed very poor results on all datasets. On the
contrary, the K-means clustering procedure on the classical and ALSCAL solutions showed similar
results in full dimension.

To investigate the influence that a dimensionality reduction in the auxiliary configuration could has
on the precision of the three procedures, the data have been analyzed when the auxiliary configuration
preserves 60%, 70%, 80%, and 90% of the variability of the exact solution. For a fixed percentage
of variability, the selected dimension has been the smallest value p, so that the sum of the p eigen-
values ordered from largest to smallest of the matrix B = —0.5HD?H, divided by the total sum, is
at least the indicated percentage. Table 2 shows the results obtained for the UCR datasets, showing
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Table 2. Similarity index values (3.1) for the UCR datasets using the K-means, KmALSCAL
and, mclust procedures when the dimension for the auxiliary configuration explains the 60%,
70%, 80%, and 90% of the variability according to classic MDS.

K-means KmALSCAL mclust
60% 70% 80% 90% 60% 70% 80% 90% 60% 70% 80% 90%
Simulated series of unequal length
GesturePebbleZI(TEST) 0.70 0.67 0.66 0.67 0.67 0.68 0.65 0.65 0.28 0.28 0.28 0.28
GesturePebbleZ2(TRAIN) 0.72 0.69 0.65 0.70 0.78 0.76 0.76 0.76 0.28 0.28 0.28 0.28
Simulated series of equal length

CBF 0.72 0.69 0.65 0.70 0.78 0.76 0.76 0.76 0.28 0.28 0.28 0.28
Mallat(TRAIN) 0.87 0.85 0.87 0.85 095 0.95 095 0.95 023 0.51 025 0.22
SmoothSubspace 094 094 091 091 094 0.94 094 0.94 050 0.50 0.50 0.50
SyntheticControl 0.83 092 0.77 091 098 0.98 097 0.97 029 0.29 0.29 0.29
TwoPatterns(TRAIN) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.40 0.40 0.40 0.40
Real data sets with series of equal length
BasicMotions 0.78 0.75 0.75 0.75 0.78 0.78 0.78 0.78 0.72 0.64 0.62 0.40
DiatomSizeReduction 0.78 0.77 0.77 0.77 0.76 0.76 0.76 0.76 0.39 0.39 0.39 0.39
DistalPOAgeGroup 0.69 0.69 0.69 0.70 0.68 0.68 0.68 0.68 0.46 0.46 0.46 0.46
FaceFour 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.40 0.40 0.40 0.40
InsectEPGRegular 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.48 0.48 0.49 0.49
OliveOil 0.74 0.80 0.80 0.80 0.74 0.74 0.74 0.74 0.77 0.80 0.65 0.39
Plane 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.25 0.25 0.25 0.25
Trace 0.54 0.55 0.54 0.54 0.53 0.53 0.53 0.54 040 0.40 0.40 0.40

few differences between the dimensions tested when the classic or ALSCAL configurations are used,
these being somewhat more in favor of the KmALSCAL procedure for the set of simulated time series.
As can be appreciated, the mclust procedure does not seem to perform well in any of the dimensions
tested. This is an interesting finding, since the assumptions of a normal mixture distribution based
on the classical MDS configuration has been indirectly assumed by several models. On the contrary,
except for the Trace dataset, for which the ALSCAL procedure did not show good results even in full
dimension, the K-means procedure showed good behavior in reduced dimensionality, both for the clas-
sical configuration and for that of ALSCAL, with the KmALSCAL procedure showing slightly better
performance.

3.2. Simulated time series of unequal length

We also analyzed with the extended procedures the 125 datasets in a Monte Carlo experiment similar
to that performed in Vera and Angulo [16], each one with 20 series belonging to two groups of 10 time
series related to a stochastic process and length of the corresponding pairs. The datasets consisted
on the simulation of ten time series for each of the time series lengths of 100, 200, 300, 400, 500, and
each of the nine different processes described below. For each situation, a set of twenty series are thus
analyzed in which there are two groups, one for each process. The following comparisons were then
made:

1) AR(1), ¢ = 0.9, versus AR(1), ¢ = 0.5;
2) AR(1), ¢ = 0.95, versus ARIMA(0,1,0);
3) AR(2), ¢ = 0.6, ¢, = —0.3, versus MA(2), 6, = -0.6, 6, = 0.3;
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4) ARFIMA(0,0.45,0), versus white noise;

5) ARMA(1,1), ¢ = 0.95, 6 = 0.74, versus white noise.

In all cases, the models are considered to be driven by Gaussian white noise. The first situation com-
pares low-order models of a similar type and autocorrelation function structure. In the second case, a
nonstationary process and a near-nonstationary autoregressive (AR) process are compared. In the third,
we compare the performance of two selected second-order autoregressive moving-average (ARMA)
processes in order to deal with peak spectra. In the fourth and fifth situations, near-nonstationary long
and short-memory processes, respectively, are compared with a white noise process.

Table 3. Average value of similarity indices for the classifications obtained with K-means,
KmALSCAL, and mclust for the simulated time series. For each pair of processes (Pairs),
twenty series were generated for each pair of lengths, thus ten time series per process and
length. For each pair of processes and each combination of two lengths, the twenty corre-
sponding series were analyzed. The experiment was repeated ten times.

K-means KmALSCAL mclust
Length (100)
Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)

ARI-AR1 0.73 098 1.00 1.00 1.00 0.75 097 1.00 1.00 1.00 0.66 0.66 0.66 0.83 0.93
ARI-ARI 0.66 0.66 0.67 0.69 0.67 0.65 0.68 0.67 0.68 0.67 0.66 0.66 0.66 0.66 0.66
AR2-MA2 0.63 1.00 1.00 1.00 1.00 0.62 1.00 1.00 1.00 1.00 0.66 0.66 0.66 0.69 0.66
ARF-ARI 0.60 1.00 1.00 1.00 1.00 0.61 1.00 1.00 1.00 1.00 0.66 0.66 0.66 0.66 0.66
ARM-ARI 0.62 1.00 1.00 1.00 1.00 0.60 1.00 1.00 1.00 1.00 0.66 0.66 0.66 0.66 0.66
Length (200)
Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
AR1-AR1 0.73 083 099 1.00 1.00 0.78 0.87 099 1.00 1.00 0.66 0.66 0.66 0.66 0.90
ARI1-ARI 0.67 0.67 0.67 0.66 0.67 0.69 0.66 0.67 0.67 0.67 0.66 0.66 0.66 0.66 0.66
AR2-MA2 1.00 0.66 0.88 1.00 1.00 1.00 0.69 0.85 1.00 1.00 0.66 0.66 0.66 0.66 0.66
ARF-ARI 1.00 0.65 1.00 1.00 1.00 1.00 0.64 1.00 1.00 1.00 0.66 0.66 0.66 0.66 0.66
ARM-ARI 1.00 0.59 097 1.00 1.00 1.00 0.59 096 1.00 1.00 0.66 0.66 0.66 0.66 0.66
Length (300)
Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI-AR1 0.78 0.81 0.92 0.99 1.00 0.81 0.85 094 098 1.00 066 0.66 0.66 0.66 0.69
ARI-ARI 0.67 0.67 0.67 0.67 0.67 0.69 0.68 0.67 0.68 0.68 0.66 0.66 0.66 0.66 0.66
AR2-MA2 1.00 1.00 0.69 0.73 099 1.00 1.00 0.70 0.72 099 0.69 0.66 0.66 0.65 0.65
ARF-ARI 1.00 0.99 0.61 095 1.00 1.00 099 0.61 094 1.00 0.66 0.66 0.66 0.65 0.66
ARM-ARI 1.00 0.98 0.60 0.95 1.00 1.00 098 0.59 096 1.00 0.66 0.66 0.66 0.66 0.66
Length (400)
Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI-AR1 0.83 0.89 091 097 1.00 0.86 090 091 097 1.00 0.66 0.66 0.66 0.66 0.66
ARI-ARI 0.72 0.71 0.72 0.72 0.72 0.74 0.73 0.73 0.73 0.73 0.65 0.66 0.66 0.66 0.66
AR2-MA2 1.00 1.00 1.00 0.67 0.67 1.00 1.00 1.00 0.72 0.66 0.72 0.66 0.66 0.66 0.66
ARF-ARI 1.00 1.00 0.94 0.62 0.84 1.00 1.00 095 0.61 0.89 0.66 0.66 0.66 0.66 0.66
ARM-ARI 1.00 1.00 0.90 0.63 0.87 1.00 1.00 094 0.61 0.89 0.66 0.66 0.66 0.66 0.66
Length (500)
Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI-AR1 0.89 0.94 0.92 097 099 0.87 094 092 097 1.00 0.66 0.66 0.66 0.66 0.66
ARI-ARI 0.68 0.65 0.65 0.65 0.65 0.73 0.67 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66
AR2-MA2 1.00 1.00 1.00 1.00 0.68 1.00 1.00 1.00 1.00 0.75 1.00 0.66 0.66 0.65 0.65
ARF-ARI 1.00 1.00 1.00 0.85 0.62 1.00 1.00 1.00 0.85 0.63 0.66 0.66 0.66 0.66 0.66
ARM-ARI 1.00 1.00 1.00 0.85 0.61 1.00 1.00 1.00 0.88 0.62 0.66 0.66 0.66 0.66 0.66
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For each of the five pairs of processes, 5 X 5 sets of time series corresponding to all combinations
of the sizes were analyzed. This procedure was repeated ten times, and therefore, 1250 sets of time
series were analyzed using the proposed K-means, the KmALSCAL, and mclust procedures. The
resulting classifications were then compared with the original. Table 3 shows the given results in full
dimension for the three tested procedures. Again, mclust showed the worst results in all combinations
of lengths and pairs of processes, except in the comparisons between a nonstationary process and
a near-nonstationary AR process, for which all procedures, in general, offered low results. This is
consistent with the fact that for those processes, the MDS configuration obtained from the dynamic
time warping dissimilarities showed a large degree of overlap between the two groups and, as is well
known, K-means performance decreases in the presence of overlap between groups [9]. Regarding
the performance of K-means when using ALSCAL or the classic MDS solution in full dimension,
both procedures offered very similar results in all comparisons, with the performance being somewhat
higher the more the lengths of the series of both groups differ and slightly better for KmALSCAL.

Table 4. Average value of the resulting similarity indices for K-means, KmALSCAL and
mclust, for the simulated pairs of time series in the dimensions that explain 60%, 70%, 80%,
90% and 100% of the variability according to classical MDS. The length of the first process
is set to 100.

K-means KmALSCAL mclust
Length (100)

Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI1-AR1

60% 0.73 097 1.00 100 1.00 076 0.97 1.00 1.00 1.00 0.86 0.96 097 0.98 1.00
70% 0.73 097 1.00 100 1.00 075 097 1.00 1.00 1.00 0.72 0.92 097 1.00 1.00
80% 0.73 097 1.00 100 1.00 075 097 1.00 1.00 1.00 0.65 0.72 097 0.97 1.00
90% 0.72 098 1.00 1.00 1.00 075 097 1.00 1.00 1.00 0.66 0.68 090 0.97 1.00
100% 0.73 098 1.00 1.00 1.00 075 097 1.00 1.00 1.00 0.67 0.72 069 0.83 093
AR1-ARI

60% 0.64 0.67 067 0.69 068 064 0.67 067 067 0.67 0.65 065 0.68 078 0.72
70% 0.64 0.67 067 0.68 0.66 065 0.67 0.67 067 0.67 0.65 066 065 0.66 0.65
80% 0.64 0.67 066 0.67 066 064 0.68 0.68 068 0.67 0.66 066 0.65 0.66 0.66
90% 0.65 0.68 0.67 068 0.68 064 0.69 0.69 0.69 0.68 0.66 0.66 066 0.66 0.66
100% 0.66 0.66 067 0.69 0.67 065 0.68 0.67 068 0.67 0.66 066 0.66 0.66 0.66
AR2-MA2

60% 0.62 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.64 0.77 0.99 1.00 1.00
70% 0.63 1.00 1.00 1.00 1.00 064 1.00 1.00 1.00 1.00 0.64 0.67 0.92 098 0.99
80% 0.62 1.00 1.00 1.00 1.00 063 1.00 1.00 1.00 1.00 0.65 066 0.72 0.79 0.90
90% 0.63 1.00 1.00 1.00 1.00 063 1.00 1.00 1.00 1.00 0.65 066 0.66 0.66 0.72
100% 0.62 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.65 0.69 0.66 0.69 0.69
ARF-ARI

60% 0.61 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.62 0.68 1.00 1.00 1.00
70% 0.61 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.64 065 0.83 0.86 0.99
80% 0.59 1.00 1.00 1.00 1.00 060 1.00 1.00 1.00 1.00 0.65 065 0.69 0.72 0.79
90% 0.59 1.00 1.00 1.00 1.00 060 1.00 1.00 1.00 1.00 0.66 0.66 0.66 0.66 0.66
100% 0.60 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.66 0.72 0.66 0.66 0.69
ARM-ARI

60% 0.64 1.00 1.00 1.00 1.00 061 1.00 1.00 1.00 1.00 0.63 0.75 1.00 1.00 0.98
70% 0.61 1.00 1.00 1.00 1.00 060 1.00 1.00 1.00 1.00 0.65 065 0.86 093 0.98
80% 0.63 1.00 1.00 1.00 1.00 060 1.00 1.00 1.00 1.00 0.66 065 0.72 0.76 0.83
90% 0.62 1.00 1.00 1.00 1.00 060 1.00 1.00 1.00 1.00 0.66 0.65 0.66 0.66 0.72

100% 062 1.00 1.00 1.00 1.00 0.60 1.00 1.00 1.00 1.00 0.66 0.66 0.69 0.66 0.69
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We again investigate the influence of dimensionality on the clustering procedure when the auxiliary
configuration is considered in low dimension. For each dataset, the analysis was performed considering
the corresponding auxiliary configuration in the dimension that explains the 60%, 70%, 80%, 90%, and
100% of the variability according to the exact representation, as indicated for the UCR datasets. For
the sake of preserving space, we show here only the tables with the length size combinations with 100,
300, and 500 (all the given results are available as supplementary material).

Table 5. Average value of the resulting similarity indices for K-means, KmALSCAL and
mclust, for the simulated pairs of time series in the dimensions that explain 60%, 70%, 80%,
90% and 100% of the variability according to classical MDS. The length of the first process
is set to 300.

K-means KmALSCAL mclust
Length (300)

Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI1-AR1

60% 0.79 079 093 099 1.00 081 0.85 094 098 1.00 095 098 1.00 098 0.99
70% 0.79 0.81 093 099 100 081 0.85 094 098 1.00 0.87 097 0.99 097 0.99
80% 0.78 0.81 092 099 1.00 081 0.85 094 098 1.00 0.72 085 0.75 091 0.90
90% 0.79 0.81 092 099 100 081 0.85 094 098 1.00 0.66 0.66 0.66 0.65 0.69
100% 0.78 0.80 092 0.99 1.00 081 0.83 094 098 1.00 0.66 0.65 0.66 0.66 0.72
ARI1-ARI

60% 0.66 0.65 0.65 0.65 0.65 067 0.65 0.65 067 0.67 0.67 067 072 0.68 0.75
70% 0.66 0.65 0.65 0.65 0.65 068 0.66 0.65 067 0.67 0.67 066 0.66 0.65 0.66
80% 0.66 0.67 0.65 0.65 0.65 0.67 0.67 0.65 067 0.67 0.66 066 0.66 0.66 0.66
90% 0.67 0.66 0.65 0.65 0.65 0.69 0.66 0.66 068 0.69 0.66 066 0.66 0.66 0.66
100% 0.66 0.67 0.67 0.67 0.66 0.67 0.68 0.65 068 0.68 070 0.66 0.71 0.66 0.69
AR2-MA2

60% 1.00 1.00 072 0.76 0.99 1.00 1.00 0.72 0.75 099 1.00 0.72 0.67 0.67 0.89
70% 1.00 1.00 0.70 0.75 0.99 1.00 1.00 0.70 0.76 099 0.97 0.65 0.66 0.65 0.68
80% 1.00 1.00 070 0.76 0.99 1.00 1.00 0.70 0.74 098 0.83 0.65 0.65 0.65 0.65
90% 1.00 1.00 0.71 0.72 0.99 1.00 1.00 0.70 0.70 098 0.72 0.66 0.66 0.66 0.66
100% 1.00 1.00 068 0.73 099 1.00 1.00 0.68 0.72 099 0.72 0.66 0.65 0.65 0.65
ARF-ARI

60% 1.00 099 061 096 1.00 1.00 099 0.60 096 1.00 1.00 0.67 0.66 0.63 0.64
70% 1.00 099 061 094 1.00 1.00 099 0.59 095 1.00 091 0.65 0.65 0.65 0.65
80% 1.00 099 059 095 1.00 1.00 099 0.60 095 1.00 0.69 0.65 0.65 0.65 0.66
90% 1.00 099 061 094 1.00 1.00 099 0.59 095 1.00 0.66 0.66 0.65 0.66 0.66
100% 1.00 099 0.60 095 1.00 1.00 099 0.61 094 1.00 0.79 0.66 0.66 0.65 0.66
ARM-ARI

60% 1.00 098 059 094 1.00 1.00 098 0.59 094 1.00 1.00 0.66 0.62 0.64 0.66
70% 1.00 098 058 096 1.00 1.00 098 0.59 096 1.00 0.86 0.65 0.65 0.65 0.65
80% 1.00 098 059 095 1.00 1.00 098 0.58 096 1.00 0.72 0.66 0.65 0.66 0.65
90% 1.00 098 058 094 1.00 1.00 098 0.59 096 1.00 0.66 0.65 0.66 0.66 0.65
100% 1.00 098 0.60 095 1.00 1.00 098 0.59 096 1.00 0.72 0.66 0.66 0.66 0.69

Table 4 shows the results of the comparison index S im when the length of the simulated time series
for the first process of each pair was set to 100, which represents the first situation of greater discrep-
ancy in the length of the pairs. The performance of the K-means procedure when the auxiliary matrix is
estimated in low dimension offered the same efficiency for all the pairs of tested processes, even when
only the 60% of the variability was explained by the auxiliary configuration. This means the proposed
K-means procedure of Vera and Angulo [16] is robust against the dimensionality of the solution. This
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is an interesting finding in relation to the proposed procedure, since dimensionality reduction is one of
the most used procedures when performing time series clustering [1]. On the other hand, the mclust
procedure offered good results when applied to the MDS configuration in low dimension, and much
better than those obtained in full dimension. In general, its performance decreases as the number of
dimensions increases, which is in line with the well-known decrease in performance of model-based
clustering procedures in high-dimensional applications, as a result of over-parameterization [34].

Table 6. Average value of the resulting similarity indices for K-means, KmALSCAL and
mclust, for the simulated pairs of time series in the dimensions that explain 60%, 70%, 80%,
90% and 100% of the variability according to classical MDS. The length of the first process
is set to 500.

K-means KmALSCAL mclust
Length (500)

Pairs (100) (200) (300) (400) (500) (100) (200) (300) (400) (500) (100) (200) (300) (400) (500)
ARI1-AR1

60% 0.88 094 092 097 099 087 094 092 097 0.99 099 1.00 1.00 1.00 0.99
70% 0.89 094 092 097 099 087 094 091 097 1.00 096 1.00 1.00 0.99 1.00
80% 0.89 094 092 097 099 087 094 092 097 1.00 0.86 093 0.83 0.87 0.83
90% 0.89 094 092 097 099 087 094 092 097 1.00 0.66 0.69 0.69 0.69 0.66
100% 0.89 094 092 097 099 087 094 091 096 1.00 0.66 0.68 0.68 0.72 0.66
ARI1-ARI

60% 0.68 0.65 064 0.64 064 072 0.67 0.66 066 0.66 0.70 071 0.75 0.77 0.71
70% 0.68 0.66 064 0.64 0.64 072 0.67 0.66 066 0.66 0.65 071 0.68 0.67 0.71
80% 0.67 0.65 0.65 0.65 064 072 0.68 0.66 0.66 0.65 0.66 0.66 0.65 0.65 0.68
90% 0.67 0.66 0.65 0.64 0.64 073 0.67 0.66 0.67 0.66 0.66 0.66 0.66 0.66 0.66
100% 0.68 0.65 0.65 0.65 0.65 073 0.67 0.66 0.67 0.66 0.66 0.66 0.68 0.65 0.67
AR2-MA2

60% 1.00 1.00 1.00 1.00 0.69 1.00 1.00 1.00 1.00 0.73 1.00 099 0.80 0.74 0.74
70% 1.00 1.00 1.00 1.00 0.70 1.00 1.00 1.00 1.00 0.74 1.00 096 0.71 0.69 0.68
80% 1.00 1.00 1.00 1.00 0.70 1.00 1.00 1.00 1.00 0.73 1.00 0.76 0.65 0.65 0.65
90% 1.00 1.00 1.00 1.00 0.68 1.00 1.00 1.00 1.00 0.70 0.97 0.72 0.66 0.65 0.65
100% 1.00 1.00 1.00 1.00 0.68 1.00 1.00 1.00 1.00 0.75 1.00 0.72 0.66 0.65 0.65
ARF-ARI

60% 1.00 1.00 1.00 0.79 0.60 1.00 1.00 1.00 0.82 0.61 1.00 090 0.68 0.64 0.64
70% 1.00 1.00 1.00 085 0.62 1.00 1.00 1.00 0.85 0.61 097 079 0.64 0.65 0.65
80% 1.00 1.00 1.00 0.85 0.61 1.00 1.00 1.00 0.82 0.64 0.83 0.66 0.66 0.66 0.66
90% 1.00 1.00 1.00 0.85 0.61 1.00 1.00 1.00 0.85 0.62 0.69 0.66 0.66 0.66 0.66
100% 1.00 1.00 1.00 085 0.62 1.00 1.00 1.00 0.85 0.63 0.69 0.69 0.66 0.66 0.66
ARM-ARI

60% 1.00 1.00 1.00 0.83 0.60 1.00 1.00 1.00 0.88 0.62 1.00 095 0.65 0.65 0.62
70% 1.00 1.00 1.00 0.84 0.59 1.00 1.00 1.00 0.88 0.64 1.00 0.79 0.66 0.66 0.65
80% 1.00 1.00 1.00 085 0.62 1.00 1.00 1.00 0.89 0.61 0.79 0.69 0.66 0.66 0.66
90% 1.00 1.00 1.00 0.83 0.61 1.00 1.00 1.00 0.88 0.62 0.69 0.66 0.66 0.66 0.66
100% 1.00 1.00 1.00 085 0.62 1.00 1.00 1.00 0.88 0.63 0.76 0.66 0.66 0.66 0.65

Table 5 shows the results given when the first group is formed by series of length 300. In general,
the differences in lengths between the time series in both groups are the most similar in the experi-
ment, with the groups by time series of generally large lengths. Again, the results when using classic
MDS or ALSCAL in K-means are practically the same when the configurations are considered in full
dimension or in reduced dimension, explaining only 60% of the variability. As in previous situations,
the differences are more evident for the mclust procedure, which generally decreases its performance
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as the dimension increases. This discrepancy is more evident when comparing the group of series of
length 300 with that of time series of length 100, while when compared to the group of length 500,
the results are not as good. Therefore, it is observed that mclust offers worse results both for large
dimensions and when the length of the series in both groups is medium or large.

Table 6 shows the results when one of the groups is conformed by the larger times series of length
500. For dispersions up to 70%, mclust showed good results, sometimes slightly better than K-means in
the first three pairs of processes analyzed, its performance decreasing as the dimension increases. The
two K-means procedures, as before, did not show significant differences regarding their performance
in low dimension in all analyzed datasets, being good in general in all situations.

3.3. Hand images

To illustrate the performance of the three clustering procedures a well known set of time series
generated from hand images was analyzed [35]. The original problem was to study the effectiveness
of hand and bone contour detection in predicting bone age [36]. In particular, we analyze the proximal
phalanx contour age group dataset, which is focused on the problem of using the contour of one of the
phalanges to predict whether the subject belongs to one of three age groups: 0—6 years, 7—12 years,
and 13-19 years old. This dataset is also available in the UCR time series archive. The dataset has a
total size of 605 instances, with all time series being of equal length 80. Figure show the three times
series groups in this dataset.

Cluster 1: 0-6 years old Cluster 2 : 7-12 years old

-05 00 05 1.0 15

Image transformed values
Image transformed values

-1.0

-15

Reference points Reference points

Image transformed values
-05 00 05 1.0 15

Reference points

Figure 3. Representation of the proximal phalanx time series for the age groups.
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First, the 605 x 605 dissimilarity matrix was calculated using dynamic time warping, and classical
MDS was performed in full dimension 603, then, K-means clustering was performed for K = 3 clusters
on the given MDS configuration, following the procedure of Vera and Angulo [16]. A Sim value of
0.77 was obtained when comparing the given partition with the real one, then K-means was conducted
for K = 3 on the configuration obtained using ALSCAL, applying it directly to the dynamic time
squared dissimilarity dissimilarities A%. The classification obtained was similar to that obtained using
the classic MDS configuration, with a value of Sim = 0.771. Finally, the Gaussian mixture model
on the classical MDS configuration in full dimension was estimated, obtaining the best results for the
model with covariance matrix diagonal and equal volume and shape in the three clusters, after all the
possible models estimated by the Mclust function were analyzed. However, a poor solution compared
to the true classification was obtained, for a Sim value of 0.49.

The analysis was performed also in the four dimensions 303, 373, 446, and 520, related to the
percentages of estimated variability of 60%, 70%, 80%, and 90% of the auxiliary matrix X. For the
K-means procedure using the classical MDS solution and the ALSCAL solution, similar classification
results were found at all dispersion values, again indicating that the procedure is robust to dimensional-
ity reduction. In contrast, the mclust solution was practically the same in all dimensions, showing bad
behavior. To investigate the low performance of the model based clustering procedure, the Gaussian
mixture was also estimated for K = 1,...,9 components (the default option in the Mclust function).
The best solution found was that of a single group in all dimensions tested, which indicates the poor
performance of the model-based clustering model when dealing with a high-dimensional dataset.

Finally, we analyzed the differences in the K-means clustering results both using the classical and
the ALSCAL multidimensional scaling configurations. Both procedures obtained identical results for
the three clusters except for the time series number 132, classified in different clusters by both proce-
dures, being classified in the right cluster when using ALSCAL.

4. Discussion

In this paper, we revisit the problem of K-means clustering in time series of equal or unequal length
using dynamic time warping dissimilarities [16]. The classical method is carried out in full dimension,
based on the equivalence in K-means between the partition of the dissimilarity matrix and the partition
of an auxiliary configuration estimated by means of classical MDS. The auxiliary configuration is thus
oriented in the direction of the principal axes while exactly preserving the K-means partition in the
dynamic time warping dissimilarities. Here, the robustness of the procedure is discussed in terms
of an approximate configuration, estimated by alternating least squares from the squared dynamic
time warping dissimilarities (with additive constant) using ALSCAL, as well as using model-based
clustering in the classical solution.

In addition, since K-means may perform poorly for a large number of dimensions, we investigate the
robustness of the procedure under dimensionality reduction, as this is one of the most used and contro-
versial strategies when performing time series clustering [1]. The main motivation comes from the fact
that this model should not be greatly affected by a dimension reduction, as long as the representation of
the time series is adequately preserved, which facilitates its application on large datasets. Given that the
classical configuration is nested and therefore the possible low-dimensional approximations are linear
projections of the full dimensional solution, the use of an alternative auxiliary approximation in low
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dimension in a nonlinear framework is proposed using ALSCAL. Alternatively, the relationship be-
tween K-means clustering, the Gaussian distribution in MDS [23] and clustering based on mixtures of
Gaussian distributions [25], make it necessary to analyze the behavior when performing model-based
clustering based on the classical auxiliary configuration.

The three aspects are discussed therefore, a nonlinearly estimated auxiliary configuration alternative
to the classic MDS solution using ALSCAL, the dimensionality reduction, and a related probabilistic
estimation procedure that would allow performing inference, for instance, to select the number of clus-
ters. A Monte Carlo experiment similar to that described by Vera and Angulo [16] has been performed
for time series of equal and unequal lengths, now considering, in addition to the classical MDS solu-
tion, the performance of model-based clustering in this configuration, and the efficiency of the method
for the estimated configuration using ALSCAL. Furthermore, the influence of the dimensionality of the
auxiliary configuration on the recovery of the clusters is studied, analyzing four scenarios that explain
60, 70, 80, 90 and 100 percent of the total variability of the configuration that accurately represents
the time series. In general, in all the scenarios analyzed, the performance of the K-means clustering,
both for the classical and for the ALSCAL configurations, was good and similar in both procedures in
full dimension, although some differences were found in low dimension in favor of the KmALSCAL
procedure.

Specifically, for the UCR datasets, small differences were found for the solutions obtained along
the different dimensions tested. In these datasets, in general, the model-based clustering procedure
showed very poor results, which showed the performance of this procedure being greatly affected by
large dimensionality problems. On the contrary, the K-means procedure showed a generally good
performance when using the classical and the ALSCAL auxiliary configurations, also for reduced di-
mensionality (except in one dataset), these being somewhat in favor of the KmALSCAL procedure.
For the simulation experiment, the K-means clustering again showed similar results for both the clas-
sical and ALSCAL configurations, with performance increasing as the differences in time series length
between each group increased, and somewhat a favor of the KmALSCAL procedure. In terms of the
dimensionality, similar efficiency was found for both K-means procedure, showing almost the same
results in all dimensions tested. For model-based clustering, the best results were obtained in the lower
dimension and much better than those obtained in the full dimension, and, in general, they offered
worse results when the series length in both groups was medium or large, showing a bad behavior in
high dimensionality.

Finally, the performance in recovering the right partition of a well-known image-related time series
dataset was analyzed using all the three procedures and scenaries for K = 3 clusters. While K-means
clustering showed the best results for both configurations, the model based clustering performance was
poor in any dimension. The consequence of a higher dimensionality, even in the minor dispersion
scenery (303 dimensions), was that only one cluster was the estimated response when the procedure
was run from one to nine clusters, in all dimension tested. Differences in the classification for K-means
using the classical or the ALSCAL solutions was only for the time series in row 132, which was well
classified using KmALSCAL.

In summary, the performance of KmALSCAL was good in all scenarios compared to K-means
clustering using the classical configuration, with the results being somewhat better than the latter in re-
duced dimension for some datasets. Given that both procedures used the Euclidean distances obtained
from the translated squared dissimilarities, the good performance of KmALSCAL was more evident
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in low dimension, since the classical solution is restricted to a linear projection. Therefore, both pro-
cedures were robust to dimension reduction, since the estimated configuration in reduced dimension
is still informative about the true underlying structure of the data, unlike the typical performance of
a two-step clustering procedure [20]. In addition to preserving the partition in the dissimilarities, the
proposed KmALSCAL procedure also enables the possibility of estimating the auxiliary configuration
considering weights for the time series and usual transformations in MDS, in this case, of the squared
Euclidean distances, which allows including constraints in the configuration.

Although an elastic measure of dissimilarity such as dynamic time warping allows comparisons
between series of different lengths, the presence of a large amount of missing data influences the ob-
served values. It is interesting to investigate the behavior of these procedures when other dissimilarity
measures are used and/or the series are of equal length, which is currently being investigated by the
authors. Furthermore, the use of ALSCAL to estimate the auxiliary configuration also allows con-
sidering a non-metric MDS procedure based on isotonic regression, which is less restrictive since it
only preserves the order of the original dissimilarities and therefore it does not alter the distances for
K-means. The performance of such a model is also currently being investigated by the authors.
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