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Abstract: Aspect-level sentiment analysis can provide a fine-grain sentiment classification for 

inferring the sentiment polarity of specific aspects. Graph convolutional network (GCN) becomes 

increasingly popular because its graph structure can characterize the words’ correlation for extracting 

more sentiment information. However, the word distance is often ignored and cause the cross-

misclassification of different aspects. To address the problem, we propose a novel dual GCN structure 

to take advantage of word distance, syntactic information, and sentiment knowledge in a joint way. 

The word distance is not only used to enhance the syntactic dependency tree, but also to construct a 

new graph with semantic knowledge. Then, the two kinds of word distance assisted graphs are fed into 

two GCNs for further classification. The comprehensive results on two self-collected Chinese datasets 

(MOOC comments and Douban book reviews) as well as five open-source English datasets, 

demonstrate that our proposed approach achieves higher classification accuracy than the state-of-the-

art methods with up to 1.81x training acceleration.  

Keywords: aspect-level sentiment analysis; word distance; sentiment knowledge; syntactic 

dependency tree; graph convolutional networks 

 

1. Introduction 

As a significant branch in the field of natural language processing, sentiment analysis aims to 

extract the sentiment polarity from an input text. Unlike the chapter-level or sentence-level sentiment 

analysis, the aspect-level sentiment analysis can identify the fine-grain polarity of different aspects in 

a sentence [1–3]. For example, in the sentence: “While the lesson content is substantial, the teacher’s 
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speaking pace is excessively rapid!”, the sentiment classification of “content” is positive and that of 

“speaking” is negative. 

With the development of deep learning methods, the aspect-level sentiment analysis has achieved 

remarkable performance in the past few years. Wang et al. [4] proposed a long short-term memory 

(LSTM) network based on an attention mechanism to extract more information from different parts of 

a sentence. Ma et al. [5] proposed an interactive attention network to learn the attention weights of 

context and aspect words for good representations of target and context, respectively. However, the 

attention mechanism is not sufficient to capture the syntactic dependency between aspect words and 

context words. In order to solve this problem, a GCN based on dependency trees was proposed by Sun 

et al. [6]. Since, a variety of GCN variants are designed such as graph attention networks [7,8], multi-

channel GCN [9], heterogenous GCNs [10] and dual GCNs [11–15] to capture more syntactic 

information and sematic information for accurate classification. 

However, the existed works of advanced GCNs pay more attention on the sentiment knowledge 

information of individual words in a comment sentence and ignore the distance information between 

context words and aspect words. It is proven that the word distance is important for aspect-level 

sentiment analysis [16,17]. Therefore, it is significant to integrate word distance information into a 

graph network effectively facilitates the model in extracting dependency relationships between 

contextual words and specific aspects. Therefore, we first construct a conventional dependency graph 

for each sentence based on a dependency tree to capture the sentence’s syntactic information. Then, 

through combining sentiment dependency relationships between contextual words and aspect words 

with distance relationships between words, all this information is fused into the dependency graph. 

Based on the syntactic dependency relationships and sentiment information of the sentence, a 

sentiment dependency graph for specific aspects is built. Moreover, considering the syntactic 

dependency relationships and distance information of the sentence, a distance-enhanced dependency 

graph for specific aspects is also constructed. Finally, the distance-enhanced and sentiment dependency 

graphs are input into a dual GCN model to obtain the graph representation of the comment sentence. 

Therefore, we propose a word distance assisted dual graph convolutional network (DA2GCN) to 

characterize both sematic information and syntactic information well. The main contributions are as 

follows: 

• We design a heterogenous dual-GCN to make good use of the word distance for characterizing 

the correlation of aspect words and context words. The word distance of a sentence is represented 

by a constructed matrix to establish the distance relationship between them. Then, the word 

distance information assists the dependency tree and sentiment graph to capture more information 

and are fed into two GCNs for further sentiment classification.  

• We conduct a lot of experiments to verify the advances of our proposed DA2GCN on two self-

collected Chinese dataset and five open-source English datasets. The comprehensive results and 

ablation study demonstrate that the proposed method DA2GCN can achieve higher accuracy and 

F1 with 1.69–1.81x training speedup over the latest dual-GCN work. 

• We make the self-built Chinese datasets of MOOC and Douban, as well as the source code of 

DA2GCN publicly available on https://github.com/TJSL0715/DA2GCN under open-source 

licensing. 
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2. Related work 

In this section, we introduce the typical deep learning methods and graph convolutional network 

assisted methods for aspect-level sentiment analysis. 

2.1. Typical deep learning methods for aspect-level sentiment analysis 

Most aspect-level sentiment analysis depends on extracting the sentiment information of 

sentences from the context for identifying the sentiment polarity of a specific aspect. Tang et al. [18] 

proposed a target-based long short-term memory network to predict the sentiment polarity by modeling 

the relationship between aspect words and context, and selecting the most relevant parts in the context. 

Huang et al. [19] proposed an attention-over-attention neural network to learn the representation of 

aspect words and sentences through bidirectional LSTM (Bi-LSTM), and automatically focuses on 

important parts of the sentence using the attention mechanism. Zhao et al. [20] proposed a knowledge-

enabled language representation model BERT, which can inject the domain-specific emotional 

knowledge into language representation for aspect-based sentiment analysis. Xiao et al. [21] proposed 

an enhanced aspect-level sentiment analysis method based on both BERT and multi-attention. Through 

the interactive attention mechanism of text and aspect words, it captures the correlation between aspect 

words and the entire text sentence, thereby improving the accuracy of ABSA. An et al. [10] proposed 

a heterogeneous aspect graph neural network to learn structural and semantic knowledge from inter-

sentence relationships to improve the sentiment classification performance. Ma et al. [22] proposed an 

aspect-context dense connection model to merge the deep semantic information from different aspects 

and contexts. Yan et al. [23] proposed a sentiment knowledge-based bidirectional encoder 

representation from transformers. This model utilizes the BERT pre-trained model to encode emotional 

knowledge vocabulary and contextual words separately, which are subsequently employed for 

sentiment classification. Tian et al. [24] proposed an attention-based multi-level feature aggregation 

network, which considers both local and global information by applying attention to convolutional 

filters. This model uses a multi-level self-attention module to effectively learn the feature information 

between aspect words and context. However, these typical models cannot consider the words 

dependency well from a long-distance perspective well so that the sentiment classification is limited. 

2.2. GCN enhanced aspect-level sentiment analysis 

To address the long-distance correlation issue, GCNs are increasingly applied into the field of 

aspect-level sentiment analysis. GCN [25] can obtain the information of adjacent nodes, so that it can 

better capture the local information and global structure of an input text by constructing a graph of 

words dependency. Zhang et al. [26] extracted the grammatical information of the sentence by 

constructing a syntactic dependency tree generated by the corresponding grammatical information 

adjacency matrix and used GCN to learn the obtained grammatical information for excellent 

classification results. Wang et al. [27] proposed a multi-oriented heterogeneous graph convolution 

network, which can aggregate multi-faceted information of sentences into a graph, and uses a GCN to 

update and represent nodes jointly. However, using a single graph to characterize the multiple kinds of 

information is limited. Wu et al. [28] proposed a phrase dependency relational graph attention network, 

which aggregates directed dependency edges and phrase information. Phan et al. [29] proposed an 
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aspect-level sentiment analysis of CNN Over BERT-GCN model. It uses BERT word embedding, Bi-

LSTM to extract contextual features, GCN to extract grammatical information, and a CNN model is 

adopted on the feature vector to classify aspect-level emotions. Huang et al. [9] uses the multiple 

channels in subgraph structure in a novel scalable GCN for higher accuracy.  

Dual graphs are proposed for a more effective aspect-level sentiment analysis. Among them, the 

combinations of dual GCN models based on syntax and semantics have achieved excellent results in 

emotion classification. Zhu et al. [11] proposed a global dependency and local dependency mixed GCN, 

which can make good use of both syntactic dependency structure and contextual information to mine 

the local structure information of sentences, and constructs a word-document graph through the entire 

corpus to reveal global dependency information between words. Zhu et al. [12] developed a text 

sequence graph and refined a dependency graph to uncover valuable structural insights. Two graph 

convolutional networks are used to effectively extract and enhance the understanding of this structural 

information. Wei et al. [13] proposed a new method GP-GCN, which aimed at to reduce noise by 

constructing a simplified global feature structure of text, and use the local structure and global features 

obtained by orthogonal feature projection for the final aspect-level sentiment classification. Jin et al. 

[30] proposed a knowledge-enhanced dual-channel graph neural network. The model integrates 

external emotional knowledge into both semantic and syntactic channels, and then utilizes a dynamic 

attention mechanism to fuse the diverse information from these channels. Wu et al. [14] fused two 

parallel graph convolutional networks to simultaneously learn different relationship features between 

sentences, and added a gate mechanism to GCN to filter the related noise during aggregating 

information. Although this method considers both the grammatical information and the sentiment 

information of the word, it does not consider the distance information between the aspect word and 

other words. 

Inspired by these works, we also adopt a dual-GCN framework to capture more heterogeneous 

feature information. More importantly, unlike the existed work, our proposed DA2GCN exploits the 

word distance information to rebuild the grammatical dependency tree and syntactic sentiment 

knowledge and feed them into two GCNs for accurate and fast aspect-level sentiment analysis. 

3. Proposed model DA2GCN 

In this section, we detail the proposed method DA2GCN for accurate and fast aspect-level 

sentiment analysis. 

3.1. Overall framework 

The proposed DA2GCN consists of five parts: (1) the word embedding layer and Bi-LSTM layer, 

(2) dual graph convolution layers, (3) graph convolution fusion layer with aspect masking, (4) 

interactive attention layer, and (5) output layer as illustrated in Figure 1. Given a sentence 𝑆 

containing 𝑛  words, 𝑆 = {𝜔1, 𝜔2, ⋯ , 𝜔𝜏+1, ⋯ , 𝜔𝜏+𝑚, ⋯ , 𝜔𝑛−1, 𝜔𝑛} , where {𝜔𝜏+1, ⋯ , 𝜔𝜏+𝑚} 

represents the aspect word or aspect phrase in the sentence. The input sentence proceeds to the five 

parts orderly and the sentiment classification result can be output finally. 
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Figure 1. Overall framework of proposed model DA2GCN. 

3.2. Word embedding and Bi-LSTM 

This paper utilizes a 300-dimensional pre-trained word vector to transform the input sentence 𝑆 

into a word embedding matrix 𝑉 ∈ 𝑅|𝑛|×𝑑𝑒 , where 𝑑𝑒  represents the dimensionality of the word 

embeddings. As the experiments in this paper involve datasets in both Chinese and English, we have 

utilized pre-trained word vectors from Chinese Wikipedia [31] and GloVe [32]. Subsequently, the word 

embedding matrix 𝑉  is fed into a Bi-LSTM, resulting in the hidden layer state vector 𝐻 =
{ℎ1, ℎ2, ⋯ , ℎ𝜏+1, ⋯ , ℎ𝜏+𝑚, ⋯ , ℎ𝑛} for the sentence. Here, ℎ𝑖 ∈ 𝑅2𝑑ℎ denotes the hidden state vector 

for the 𝑖 word, and 𝑑ℎ represents the output dimension of the unidirectional LSTM. 

3.3. Word distance module 

Typically, the aspect words and the sentiment words in a sentence are relatively close to each 

other. The distance between the sentiment words and the aspect words probably contains some 

important information. Therefore, we incorporate the distance between the aspect words and other 

words in a sentence into a sentiment classification model to exploring the key information. The 

distance between the aspect words and other words is shown in Figure 2. For example, “Substantial” 

is closer to “content” than “speaking”, while its distance information is 2 and 4 for the content aspect 

and the speaking aspect, respectively. 
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Figure 2. An example of word distance representation for different aspects. 

Given a sentence 𝑆  containing 𝑛  words, 𝑆 = {𝜔1, 𝜔2, ⋯ , 𝜔𝜏+1, ⋯ , 𝜔𝜏+𝑚, ⋯ , 𝜔𝑛−1, 𝜔𝑛} , 
where {𝜔𝜏+1, ⋯ , 𝜔𝜏+𝑚} represents the aspect word or aspect phrase in the sentence. According to the 

distance between each word and a specific aspect word, an 𝑛 × 𝑛 diagonal matrix is constructed, 

where 𝐷𝑛 = diag⁡(𝑦1, 𝑦2, ⋯ , 𝑦𝑛) represents the distance between each word and the aspect word. Due 

to the excessive length of certain sentences leading to a significant disparity in distances between the 

aspect words and the other words, and considering that words closer to the aspect words carry greater 

weight in terms of information, the diagonal matrix can be modified by Eq (1): 

𝐷 = 𝑑𝑖𝑎𝑔⁡ (1 −
𝑦𝑖

2∗𝑦𝑚𝑎𝑥
)                                      (1) 

Among them,1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑚𝑎𝑥 refers to the maximum value from 𝑦1 to 𝑦𝑛. 

3.4. Dual graph convolutional networks 

3.4.1. Distance assisted sentiment knowledge for a grammatical GCN 

In order to utilize the sentiment information between the words in a given sentence, we use 

different polices for Chinese datasets and English datasets. As for a Chinese dataset, we use the Chinese 

sentiment word extreme value table from the Department of Chinese Language and Literature of 

Tsinghua University to build a sentiment knowledge module for Chinese dataset. English datasets are 

handled by the sentiment dictionary SenticNet [33] to build a sentiment knowledge module. When the 

word is positive, the extreme sentiment value is > 0; when the word is negative, the extreme sentiment 

value is < 0; when the word is neutral, the extreme sentiment value is = 0. 

For any two words, 𝜔𝑖 and 𝜔𝑗 in the sentence 𝑆, their corresponding weight is calculated by 

Eq (2): 

  𝑆𝑖𝑗 = |𝑇𝑠𝑁𝑒𝑡(𝜔𝑖)| + |𝑇𝑠𝑁𝑒𝑡(𝜔𝑗)|                              (2) 

Among them, TsNet⁡(𝜔𝑖)represents the weight of the word 𝜔𝑖 in the sentiment dictionary. When the 

word 𝜔𝑖  is not present in the sentiment polarity lexicon,⁡ TsNet(𝜔𝑖) = 0 . Consequently, the 

sentiment information matrix 𝐸 ∈ 𝑅𝑛×𝑛 for the sentence can be obtained. 

In addition, the word distance matrix is combined with the sentiment knowledge matrix to rebuild 

a new sentiment knowledge matrix in Eq (3). 

𝐷𝑠 = 𝐷 + 𝐸                                      (3) 

A GCN is further used to extract the distance and the sentiment features, the adjacency matrix 𝐷𝑠 

of the new distanced assisted sentiment knowledge, along with the context representations H, which 

is generated by Bi-LSTM. The update procedure for each node in the grammatical GCN is as follows: 
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ℎ𝑖
𝑙 = ∑  𝑛

𝑗=1 𝐷𝑠𝑊
𝑙𝑔𝑗

𝑙−1                               (4) 

ℎ𝑖
𝑙 = ReLU⁡(ℎ𝑖

𝑙/(𝑑𝑖 + 1) + 𝑏𝑙)                          (5) 

𝑔𝑖
𝑙 = 𝑓(ℎ𝑖

𝑙)                                      (6) 

where 𝑔𝑗
𝑙−1 ∈ 𝑅2𝑑ℎ   is the hidden representation of the 𝑗 -th node convolved in the 𝑙 − 1  layer 

graph, ℎ𝑖
𝑙 ∈ 𝑅2𝑑ℎ  is the hidden representation of the 𝑖 -th node convolved in the 𝑙 -th layer graph, 

𝑑𝑖 = ∑𝐷𝑠 is the degree of the node, 𝑊𝑙 and  𝑏𝑙 represent the weight matrix and bias term of the 𝑙-
th layer graph convolutional network, respectively, and 𝑓(·)  is a position-aware transformation 

function. 

This grammatical graph convolutional network, which is augmented with sentiment knowledge 

through layer-wise distances over 𝐿 layers, can ultimately provide the following representation in Eq (7): 

ℎ𝑠
𝐿 = {ℎ1

𝐿 , ℎ2
𝐿 , ⋯ , ℎ𝑛

𝐿}                                      (7) 

3.4.2. Distance assisted dependency tree for a syntactic GCN 

To leverage the word dependency relationships within a sentence, we employ the SpaCy [34] toolkit 

to construct a sentence dependency tree. Considering the positions of words in a dependency tree, an 

adjacency matrix 𝐺 ∈ 𝑅𝑛×𝑛 of the sentence dependency tree can be derived, where 𝑛 represents the 

number of words in the sentence. When⁡ 𝐺𝑖𝑗 = 1, it signifies a connection between the word 𝑖 and the 

word 𝑗 in the dependency tree. When 𝐺𝑖𝑗 = 0, it indicates the absence of a relationship between the 

word 𝑖  and the word 𝑗  in the dependency tree. Using the self-loop concept [25] to retain more 

information of word nodes, a self-loop operation is added to all the word nodes in the dependency tree, 

when⁡ 𝑖 = 𝑗,⁡ 𝐺𝑖𝑗 = 1. 

To take advantage of the relationship between different words in the dependency tree, this paper 

integrates the word distance information into a sentence’s dependency tree. A new distance dependency 

tree can be constructed by considering both the dependency relationships between sentiment words 

and aspect words as well as the distance information between them. This approach takes into account 

both the syntactic dependencies and the spatial relationships between sentiment words and aspect 

words in Eq (8). 

𝐷𝑔 = 𝐷 + 𝐺                                   (8) 

Similar to the above grammatical GCN, a syntactic GCN is used to extract the distance 

information and the sentiment features, the adjacency matrix 𝐷𝑔of the distance-enhanced dependency 

tree, along with the context representations H, which is generated by Bi-LSTM. Each node is updated 

in the graph convolutional network as follows: 

ℎ𝑖
𝑙 = ∑  𝑛

𝑗=1 𝐷𝑔𝑊
𝑙𝑔𝑗

𝑙−1                              (9) 

ℎ𝑖
𝑙 = ReLU⁡(ℎ𝑖

𝑙/(𝑑𝑖 + 1) + 𝑏𝑙)                         (10) 

𝑔𝑖
𝑙 = 𝑓(ℎ𝑖

𝑙)                                  (11) 

where 𝑔𝑗
𝑙−1 ∈ 𝑅2𝑑ℎ is the hidden representation of the 𝑗-th node convolved in the 𝑙 − 1 layer graph, 

ℎ𝑖
𝑙 ∈ 𝑅2𝑑ℎ is the hidden representation of the 𝑖-th node convolved in the 𝑙-th layer graph, 𝑑𝑖 = ∑𝐷𝑔 
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is the degree of the node, 𝑊𝑙 and 𝑏𝑙 represent the weight matrix and bias term of the 𝑙-th layer 

graph convolutional network, respectively, and 𝑓(·) is a position-aware transformation function. 

This syntactic GCN is enhanced by layer-wise distance for the dependency tree over 𝐿 layers, 

and gives the following information in Eq (12):  

 

ℎ𝑔
𝐿 = {ℎ1

𝐿 , ℎ2
𝐿 , ⋯ , ℎ𝑛

𝐿 }                               (12) 

3.5. Graph convolution fusion layer and Aspect-specific Masking layer 

After the input sentence is processed by the two GCNs, we concatenate the outputs of two distinct 

graph convolutional networks to obtain a more comprehensive feature representation, denoted as ℎ𝑠𝑔. 

ℎ𝑠𝑔 = [ℎ𝑠; ℎ𝑔]                                (13) 

To emphasize the feature information of the aspect words in a sentence, this proposed method 

DA2GCN masks the hidden state vectors of non-aspect words while keeping the state of aspect words 

unchanged in Eq (14): 

ℎ𝑡
𝐿 = 0                                    (14) 

Where the condition should be satisfied 1 ≤ 𝑡 < 𝜏 + 1, 𝜏 + 𝑚 < 𝑡 ≤ 𝑛  

Then, the output of the aspect masking layer is obtained in Eq (15): 

𝐻mask 
𝐿 = {0,⋯ , ℎ𝜏+1

𝐿 , ⋯ , ℎ𝜏+𝑚
𝐿 , ⋯ ,0}                       (15) 

3.6. Aspect-specific masking and Aspect-aware Attention 

The idea of the interactive attention layer is to learn the weights for interactions between different 

elements in the input, which enables a more effective capture of the interdependence among elements. 

Thus, in the interactive attention layer, our proposed model learns the correlations between aspect 

words and other words, which facilitates a more comprehensive understanding of the relationships and 

patterns in the input data. 

The calculation of interactive attention weights is as follows: 

𝛽𝑡 = ∑  𝑛
𝑡=1 ℎ𝑡ℎ𝑡

𝐿 = ∑  𝜏+𝑚
𝑡=𝜏+1 ℎ𝑡ℎ𝑡

𝐿                      (16) 

𝛼𝑡 =
𝑒𝑥𝑝(𝛽𝑡)

∑  𝑛
𝑖=1 𝑒𝑥𝑝⁡(𝛽𝑖)

                                (17) 

𝑟 = ∑  𝑛
𝑡=1 𝛼𝑡ℎ𝑡                                 (18) 

where, ℎ𝑡 refers to the output of the Bi-LSTM, ℎ𝑡
𝐿 corresponds to the output of the aspect masking 

layer. 

3.7. Sentiment classification and model training 

The output 𝛾 of the interactive attention layer is the input into a fully connected layer, so that 

the classification output is obtained through a softmax normalization layer. 
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𝑝 = softmax⁡(𝑊𝑝𝑟 + 𝑏𝑝)                          (19) 

where, 𝑊𝑝⁡is the weight matrix, and 𝑏𝑝 is the bias term. 

This paper uses the cross-entropy function and 𝐿2 regularization as loss function: 

Loss⁡ = −∑  𝐶
𝑖=1 𝑦𝑖log2⁡ 𝑝𝑖 + 𝜆 ∥ 𝜃 ∥2                     (20) 

Here, 𝐶 represents the number of sentence classifications, 𝑦𝑖 represents the real sentiment category 

of the sentence, 𝑝𝑖 represents the predicted sentence sentiment category, 𝜆 represents the weight of 

the 𝐿2 regularization term, and 𝜃 represents all trainable parameters. 

4. Experiential results and analysis 

In this section, we detailed the experimental configuration and results analysis to verify the 

advances of our proposed method DA2GCN. 

4.1. Experimental configuration 

In order to verify the effectiveness of the proposed DA2GCN in Chinese sentiment analysis, we 

collect an extensive range of review data from the Chinese University MOOC and Douban Book 

Review web pages, preprocess and annotate them. The joint dataset of MOOC and Douban is also used 

to evaluate the generalization of DA2GCN. Each dataset has three sentiment categories: Positive, 

negative, and neutral. Finally, the Chinese datasets are divided for training and test as Table 1 shows. 

Table 1. Chinese Experimental dataset. 

Dataset Positive Negative Neutral 

Train Test Train Test Train Test 

MOOC 2645 1065 580 283 275 152 

Douban 747 334 287 142 566 198 

Joint dataset 3392 1399 967 425 841 350 

Table 2. English Experimental dataset. 

Dataset Positive Negative Neutral 

Train Test Train Test Train Test 

Twitter 1561 173 1560 173 3127 346 

Lap14 994 341 870 128 464 169 

Rest14 2164 728 807 196 637 196 

Rest15 912 326 256 182 36 34 

Rest16 1240 469 439 117 69 30 

Moreover, we conduct the experiments on five public English datasets: one (Twitter) is originally 
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built by Dong et al. [35] containing twitter posts, restaurants (Rest14), and laptops (Lap14) domain of 

SemEval 2014 task 4 [36], and restaurants (Rest15, Rest16) domain of SemEval 2015 task 12 [37] and 

SemEval 2016 task 5 [38]. The datasets configuration is detailed in Table 2. 

The typical classification criteria Accuracy and F1 score are used to measure the sentiment 

analysis results in this paper. The accuracy and F1 are defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                           (21) 

   𝐹1 =
2𝑃𝑅

𝑃+𝑅
                                   (22) 

𝑇𝑃 represents the number of successfully predicted positive samples, 𝐹𝑃 represents the number 

of incorrectly predicted negative samples, 𝑇𝑁  represents the number of successfully predicted 

negative samples, and 𝐹𝑁  represents the number of incorrectly predicted positive samples. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 represents the proportion of correctly classified samples among the total samples. 𝑃 refers 

to the proportion of samples classified as positive among the true positive samples. 𝑅 represents the 

proportion of correctly classified samples among the total samples. The 𝐹1 score is the weighted 

harmonic mean of precision and recall. 

Table 3. Experimental configuration. 

Parameter Value 

Embed_dim 300/768 

Batch_size 32 

Num_Epoch 100 

Learning_rate 0.001/0.00002 

GCN_layers 2 

Optimizer adam 

l2reg 0.00001 

As for non-BERT based models, we use the Chinese Wikipedia 300-dimensional pre-trained word 

vector the Chinese datasets as the initial word embedding, and the GloVe vector to map each word to 

300 dimensions for the English datasets in Table 3. The coefficient 𝜆 of 𝐿2 regularization item is 

0.00001. The dimension of the hidden state vector is set to 300. The model parameters are optimized 

and updated using Adam with a learning rate of 0.001. If BERT is used for the word embedding to 

assist the aspect-level sentiment analysis, the word embedding dimension is configured to 768 for the 

pre-trained uncased BERT-base model. The corresponding learning rate is set to 0.00002. 

To evaluate the effectiveness of our proposed method, we compare it with a series of the state-of-

the-art (SOTA)methods. Due to the limited number of studies on Chinese sentiment analysis, we select 

the following five SOTA methods for comparison: 

• TD-LSTM [18]: A bidirectional LSTM model is proposed to automatically extract target 

information and perform sentiment analysis based on the correlation between aspect words 

and contextual words. 

• ASCNN [26]: Bi-LSTM is combined with an undirected dependency tree for the sentence 

and CNN is used to extract information from syntactic dependency relationships. 
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• ASTCN [26]: GCN takes the place of CNN in the above ASCNN to extract syntactic 

information for a more accurate sentiment analysis. 

• ASGCN [26]: Unlike ASTCN, GCN further exploits contextual features and syntactic 

information between words, which is combined with attention mechanisms for sentiment 

analysis. 

• DSSGCN [15]: A dual-channel semantic learning graph convolutional network is proposed 

to extract semantic information obtained through cosine similarity and structural information 

acquired through co-occurrence words for sentiment analysis. 

In order to further demonstrate the effectiveness of the proposed DA2GCN model, the 

following six GCN based SOTA methods are used on five English datasets: 

• GL-GCN [11]: A local graph based on the syntactic information and sentence order, and a 

word-document global graph are used to construct two GCNs for the aspect-level sentiment 

analysis. 

• SEDC-GCN [12]: The two graphs for text sequence enhanced dependency are constructed to 

characterize the more structural information, while a dual-channel graph encoder is designed 

to model them jointly. 

• GP-GCN [13]: A dual-graph convolutional network is proposed using the global feature 

structure of the text, and the local dependency structure of the sentence for the aspect-level 

sentiment analysis. 

• PFGGCN [14]: It integrates two parallel GCNs to learn the distinct relational features 

between sentences, and a gating mechanism to filter out the noise. 

• TD-BERT [39]: A BERT model is used for assisting the aspect-level sentiment analysis. 

• SK-GCN [40]: A new graph convolutional network model based on grammar and knowledge 

to make good use of both syntactic dependency trees and common-sense knowledge through 

dual GCNs for the aspect-level sentiment classification. 

4.2. Accuracy and F1 comparison with SOTA methods 

Chinese datasets results and analysis. It is observed that the proposed DA2GCN in this paper 

can achieve the best accuracy 78.54% and F1 67.21%, and outperforms the SOTA methods on the joint 

dataset in Figure3. This primarily results from the unique characteristics of word distance consideration 

and dual GCNs in DA2GCN. It is interesting that DA2GCN achieves the highest accuracy, 1.41% and 

1.11% higher accuracy, but a slightly lower F1 than DSSGCN for the two Chinese datasets of MOOC 

and Douban, respectively. Because the imbalance of the training datasets of three sentiment categories 

(positive, negative, and neutral) probably causes a higher accuracy and a bit lower F1 in DA2GCN. 

On the MOOC dataset, the DA2GCN performs a 2.04% higher accuracy and higher 2.38% F1 than 

ASGCN. Since the Douban data set mostly contains long and difficult sentences, the accuracy and f1 

value of the model are both lower than the MOOC dataset. In comparison to the ASGCN model, our 

model exhibits an improvement of 2.22% in accuracy and 1.73% in F1 value. It can be shown that 

considering both sentiment knowledge information and distance information between words in our 

proposed DA2GCN is beneficial to improve the performance aspect-level sentiment analysis. 

English dataset results and analysis. When GloVe is used for word embeddings on the English 

dataset, our proposed DA2GCN perform better than TD-LSTM, ASGCN, GL-GCN, and GP-GCN, 

but a bit worse than SEDC-GCN, FPGGCN, and DSSGCN as shown in Table 4. The primary reason 
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is that the significant differences in the tokenization format between Chinese and English sentences in 

GloVe, while our proposed method is mainly customized for Chinese datasets. More importantly, when 

the popular BERT is used to enhance the word embeddings, our proposed model can achieve 

outstanding classification results on the Rest14, Rest15, and Rest16 datasets over the SOTA methods 

of SK-GCN, TD-BERT and GP-GCN. In a summary, our proposed model not only effectively 

enhances the sentiment classification performance on English datasets but also achieves the superior 

performance on Chinese datasets. 

 

                                   (a) 

 
                                   (b) 

Figure 3. Accuracy and F1 results comparison between different aspect-level sentiment 

analysis methods on Chinese datasets. (a) Accuracy comparison; (b) F1comparison. 
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Table 4. Accuracy and F1 results comparison between different aspect-level sentiment 

analysis methods on five English datasets. 

Embedding Models Twitter(%) LAP14(%) REST14(%) REST15(%) REST16(%) 

Acc. F1. Acc. F1. Acc. F1. Acc. F1. Acc. F1. 

Glove TD-LSTM 68.64  66.60 68.88  63.93 78.60  67.02 78.48  62.84 83.77  61.71 

ASGCN 72.15  70.40 75.55  71.05 80.77  72.02 79.89  61.89 88.99  67.48 

GL-GCN 73.26 71.26 76.91 72.76 82.11 73.46 80.81 64.99 88.47 69.64 

GP-GCN 71.67  69.45 73.90  68.67 80.89  70.90 79.89  61.78 83.90 64.67 

SEDC-GCN 74.42  73.37 77.74 74.68 83.30 77.51 81.73 66.23 90.75 73.84 

PFGGCN - - 78.06 74.52 83.78 76.55 82.15 66.73 90.92 75.26 

DSSGCN 75.25 73.71 78.49 74.63 84.36 77.35 82.62 66.39 91.38 75.43 

DA2GCN 72.83 71.17 76.96 73.68 83.30 76.52 80.26 64.57 88.47 70.75 

BERT SK-GCN 75.00 73.01 79.00 75.57 83.48 75.19 83.20 66.78 87.19 72.02 

TD-BERT 76.69 74.28 78.87 74.38 85.1 78.35 - - - - 

GP-GCN 75.90  73.90 79.90  75.89 83.89  75.09 83.90  66.89 87.78 72.89 

DA2GCN 74.28 72.87 78.2 74.66 85.8 79.66 83.21 68.4 90.26 72.32 

4.3. Training time and model size comparison with SOTA methods 

The model size and training time are also significant for evaluating the training speed. The 

comparative results of model size, training time and speedup are given in Figure 4(a)–(c), respectively.  

The model size is measured by the number of parameters and our method has smaller parameters 

than the effective dual-GCN method DSSGCN. Therefore, the training speedup of our DA2GCN is up 

to 1.81x over DSSGCN. It is noted that the complex DSSGCN brings the higher performance on 

English datasets at the expense of a large model and long training time. Our DA2GCN can achieve the 

good tradeoff between accuracy and speed.  

Compared with the similar-size models ASCNN, ASTCN and ASGCN, the training time of our 

DA2GCN is significantly reduced because of its fast convergence. In a summary, the proposed 

DA2GCN can be used for the fast and accurate aspect-level sentiment analysis using fewer parameters 

and training time. 
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                                   © 

Figure 4. Training time and model size comparison between different aspect-level 

sentiment analysis methods on Chinese datasets. (a) Model size comparison; (b) Training 

time comparison; and (c) Speedup over SOTA. 
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• R-DED: When the distance-enhanced dependency tree module is removed, and the model only 

considers the feature information of distance-enhanced sentiment knowledge. It employs a single 

graph convolutional network to extract features of distance-enhanced sentiment knowledge. 

• R-DES: When the distance-enhanced sentiment knowledge module is removed, the model only 

considers the feature information of the distance-enhanced dependency tree. A single graph 

convolutional network is employed to extract features of the distance-enhanced dependency tree. 

• R-SKM: When the sentiment knowledge information is removed, the model only considers the 

feature information of the dependency tree and word distance. It uses the dual graph convolutional 

networks, features of the word distance matrix, and the distance-enhanced dependency tree matrix 

are extracted separately. 

• R-WDM: When the word distance information is removed, the model considers only the feature 

information of the dependency tree and sentiment knowledge. It uses the dual graph convolutional 

networks, features of the sentiment knowledge matrix, and the dependency tree adjacency matrix 

are extracted separately. 

 

                                   (a) 

 

                                   (b) 

Figure 5. Accuracy and F1 results comparison of ablation study. (a) Accuracy comparison; 

(b) F1 comparison. 
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As is listed in Figure 5, the ablation study demonstrates that the complete DA2GCN model 

surpasses any variant lacking a single module in terms of classification performance. This confirms 

the importance of incorporating word distance and sentiment knowledge information into the model. 

When the word distance module is removed in R-DED, there is a noticeable decrease in accuracy and 

F1 score compared to the complete DA2GCN model, which highlights the significance of the word 

distance information in the accurate aspect-level sentiment analysis. In the case of the Douban dataset, 

the methods of R-DED and R-DES has little better F1 than our proposed method. Because the 

comments from Douban are mostly long sentences, the sentiment classification depends less distance 

information. Therefore, our DA2GCN achieves good performance on MOOC dataset and the joint 

dataset well. 

In addition, we conducted a statistical analysis of the parameter count and training time for the 

models used in the ablation experiments on the MOOC dataset and Douban dataset, as detailed in Table 

5. It is noteworthy that the table indicates an equivalent parameter count for each model. This is 

attributed to our exclusive modification of the values within the input parameter matrices, without 

altering the matrices’ dimensions. Consequently, the total number of parameters in the models remains 

constant throughout this process. However, the training time varies among the models. This 

discrepancy arises because, despite the consistent parameter count, altering the initial values of the 

weights may influence the training and convergence processes, leading to differences in training times. 

Table 5. Parameters and training time of the ablation experimental model. 

Model MOOC Douban 

Time(s) Parameters(M) Time(s) Parameters(M) 

R-DED 123 7.2 266 5.6 

R-DES 153 7.2 244 5.6 

R-SKM 154 7.2 339 5.6 

R-WDM 164 7.2 414 5.6 

DA2GCN 146 7.2 365 5.6 

4.5. The number of GCN layers impacts on DA2GCN 

The number of GCN layers decides how long the neighbor’s information can be collected and is 

significant for GCN. More importantly, we use the effective dual GCNs. Therefore, the number of 

GCN layers in the two GCNs in our proposed DA2GCN is discussed. The homogeneous and 

heterogenous GCNs are both considered, where the same number or different values are set to search 

the optimal configuration. 

The experimental results are illustrated in Figure 6, where the x-axis represents the number of 

layers in the dual graph convolution networks and the y-axis depicts the corresponding accuracy. The 

first digit signifies the layers for the word distance assisted grammatical GCN, while the second digit 

represents the layers for the word distance assisted syntactic GCN. It is noted that when the number of 

GCN layers are both set to 2, the highest accuracy is obtained. If there is only one layer in the two 

GCNs, the model has the lowest accuracy due to a smaller receptive field, failing to capture sufficient 

sentence feature information. On the other hand, as the number of layers increases for the two GCNs, 

the model becomes more complex and also introduces more noise to decrease the accuracy. 

Furthermore, an excessive number of network layers may lead to the overfitting so that the model’s 
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generalization is diminishing. Therefore, selecting an appropriate number of GCN layers is crucial for 

extracting effective feature information for higher accuracy. 

 

Figure 6. The impact of varying dual-GCN layers. 
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knowledge and syntactic dependency tree and achieving higher performance of aspect-level sentiment 

analysis. More importantly, this approach not only works well on each single dataset from two Chinese 

datasets and five English datasets, but also has scalability and performance even larger datasets (joint 

MOOC and Doban up to more than 7000 comments). Furthermore, it is noted that DA2GCN has 

shorter training time than other dual-GCN methods because of the smaller number of parameters. 

Therefore, the lightweight DA2GCN can be used in the real-time applications. In summary, our 

proposed DA2GCN performs good scalability in the real-time applications.  

Besides the aspect-level sentiment analysis, DA2GCN inspire other directions of natural language 

processing (NLP) such as spanning question answering, relation extraction, and machine reading 

comprehension to exploits diverse information in a dual-GCN framework for high performance text 

processing. Thus, the proposed method has good generalizability to other NLP applications. 

However, it is noted that due to the significant differences in the tokenization formats between 

Chinese datasets and English datasets, our proposed method uses the Chinese customized tokenization 

format to extracts the distance information for all the datasets. Therefore, we will focus on the 

customized representation of English word distance for more accurate and fast aspect-level sentiment 

analysis in future work.  

5. Conclusions 

In this paper, a novel dual-GCN method DA2GCN is proposed to make good use of word distance 

information for rebuilding the grammatical knowledge and syntactic dependency tree so that the 

aspect-level sentiment classification can be improved well. The comprehensive results on two self-

built Chinese datasets and five open-source English datasets demonstrate our DA2GCN can achieve 

higher accuracy and F1 over the SOTA methods. Moreover, DA2GCN has fewer parameters and 

consumes less training time than the latest dual-GCN methods. It is noted that due to the significant 

differences in the tokenization formats between Chinese datasets and English datasets, our proposed 

method uses the Chinese customized tokenization format to extracts the distance information for all 

the datasets. Consequently, DA2GCN can represent the distance information for Chinese words more 

effectively and performs better than English. Therefore, we will focus on the customized representation 

of English word distance for more accurate and fast aspect-level sentiment analysis in future work. 

To further improve the performance of aspect-level sentiment classification, multimodal (text, 

video and audio) is increasingly attractive, unlike the pure textual data, the correlations between 

multimodal data are also more intricate. The complex hypergraph neural networks [41] can 

comprehensively depict complex higher-order data correlations using hyperedge convolution 

operations. In the future work, we will develop more effective hypergraph neural networks to 

characterize more heterogeneous information from multimodal and achieve higher performance of 

sentiment classification. 
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