
MBE, 21(2): 2470–2487. 

DOI: 10.3934/mbe.2024109 

Received: 02 November 2023 

Revised: 31 December 2023 

Accepted: 04 January 2024 

Published: 17 January 2024 

http://www.aimspress.com/journal/MBE 

 

Research article 

Functional division of the dorsal striatum based on a graph neural 

network 

Qian Zheng1, Xiaojuan Ba1, Yiyang Xin3, Jiaofen Nan1,*, Xiao Cui1, Lin Xu2,* 

1 College of Software Engineering, Zhengzhou University of Light Industry, Zhengzhou 450000, 
China 

2 College of Intelligent Medicine, Chengdu University of Traditional Chinese Medicine, Chengdu 
611137, China 

3 School of Clinical Medicine, Henan University, Zhengzhou 450000, China 

* Correspondence: Email: nanjiaofen@163.com, xulin@cdutcm.edu.cn; Tel: +8615803898771, 
+8618780206202. 

Abstract: The dorsal striatum, an essential nucleus in subcortical areas, has a crucial role in controlling 
a variety of complex cognitive behaviors; however, few studies have been conducted in recent years 
to explore the functional subregions of the dorsal striatum that are significantly activated when 
performing multiple tasks. To explore the differences and connections between the functional 
subregions of the dorsal striatum that are significantly activated when performing different tasks, we 
propose a framework for functional division of the dorsal striatum based on a graph neural network 
model. First, time series information for each voxel in the dorsal striatum is extracted from acquired 
functional magnetic resonance imaging data and used to calculate the connection strength between 
voxels. Then, a graph is constructed using the voxels as nodes and the connection strengths between 
voxels as edges. Finally, the graph data are analyzed using the graph neural network model to 
functionally divide the dorsal striatum. The framework was used to divide functional subregions 
related to the four tasks including olfactory reward, “0-back” working memory, emotional picture 
stimulation, and capital investment decision-making. The results were further subjected to conjunction 
analysis to obtain 15 functional subregions in the dorsal striatum. The 15 different functional 
subregions divided based on the graph neural network model indicate that there is functional 
differentiation in the dorsal striatum when the brain performs different cognitive tasks. The spatial 
localization of the functional subregions contributes to a clear understanding of the differences and 
connections between functional subregions. 
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1. Introduction 

The dorsal striatum, which is composed of the caudate nucleus and putamen, is the entrance to the basal 
ganglia and receives convergent excitatory afferents from the cortex and thalamus. It forms the origin of 
direct and indirect pathways and various basal ganglia circuits involved in motor control, mostly for tasks 
such as action initiation, timing, controlling, learning, and memory [1]. For example, the release of 
dopamine in the dorsal striatum increases when humans are provided with the opportunity to receive 
monetary rewards or even stimulated by food in a state of hunger. The brain reacts in a similar way when 
processing negative emotions and accessing “N-back” working memory [2–4]. Blood oxygen level 
dependence (BOLD) in the dorsal striatum is increased when the brain is stimulated with choice or 
decision-related aspects of expected reward value [5]. Based on several types of research, it is generally 
accepted that the caudate in the dorsal striatum contributes to cognitive functions, while the putamen 
is mainly involved in motor functions but to some extent also in cognitive functions [6]. Many 
pathophysiological models of psychiatric disorders (including Huntington’s disease, Parkinson’s 
disease, and Alzheimer’s disease) include key roles for the caudate and the putamen, as they are closely 
linked to other regions known to be involved in dysfunction in psychiatric conditions [7–9]. Therefore, 
it is particularly important to functionally locate the different subregions in the dorsal striatum and to 
explore the connections between them. 

The combination of deep learning algorithms and medical imaging has led to advances in research 
on the relationship between brain structure and brain function. Traditional deep learning has 
demonstrated powerful capabilities in medical image anomaly detection, anatomical structure 
detection and segmentation, and computer-aided diagnosis [10]. However, conventional formulations 
are limited to data structured in an ordered grid-like fashion, whereas the structure of brain images has 
a spherical topology (i.e., cortical or subcortical regions); traditional deep learning models have 
limited ability to capture information about complex curved neighborhoods. With the in-depth 
research in the field of brain science based on graph theory analysis, models such as Generative 
Adversarial Networks (GAN) [11–13] and Graph Neural Networks (GNN) [14,15] are widely used 
in brain functional connectivity, functional magnetic resonance imaging (fMRI) classification, and 
disease prediction and so on. Moreover, GNN can learn features in a large number of complex and 
irregular topologies in the cortex or subcortical regions, showing powerful generalization ability and 
interpretability. 

In 2005, Gori et al. [16]. proposed the first GNN, which was a paradigm for machine learning 
through relationships between data samples. The use of GNN to analyze graph-structured data has received 
a lot of attention in recent years, leading to considerable progress. In 2022, Campbell et al. [17] proposed 
the dynamic brain graph structure learning (DBGSL) framework, which showed powerful capabilities 
in gender classification based on fMRI data. In the same year, Kan et al. [18] proposed the functional 
brain network generation (FBNETGEN) network to perceive and interpret fMRI data through tasks 
generated by deep brain networks; the method was applied to two fMRI datasets to validate its 
effectiveness. Recently, Zheng et al. [19] proposed the Granger causality-inspired GNN (CI-GNN) to 
diagnose brain disease datasets using functional connectivity within brain regions. The outstanding 
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results obtained by constructing brain networks and performing functional connectivity analysis in the 
irregular spherical topology of the brain based on graph theory provide an important idea for the study 
of the dorsal striatum in this paper. A study of the existing literature reveals that there are fewer related 
works on the detailed division of the functions of the dorsal striatum and most of the attention has been 
focused on a single function. In order to fill in the gaps in the study of the functions of the dorsal 
striatum brain regions, we propose to utilize a graph neural network to carry out the functional division 
of the dorsal striatum. 

In this paper, we propose a framework for functional division of the dorsal striatum based on 
BrainGNN model, which is further improved on the BrainGNN model proposed by Li et al. [20]. 
Different from previous graph neural network analysis, instead of using brain regions as network nodes, 
we constructed brain networks in the dorsal striatum using voxels as nodes, and analyzed the brain 
networks in the dorsal striatum using the BrainGNN model to filter out subregions with strong 
correlation with the corresponding functions. To our knowledge, this is the first work to consider the 
dorsal striatum as the region of interest (ROI), the framework for functional division of the dorsal 
striatum based on BrainGNN model involves several steps of data preprocessing, extraction of the time 
series of voxels from the dorsal striatum, and calculation of functional connectivity and functional 
division by BrainGNN. The division principle is as follows: nodes and edges jointly constructed the 
graph, so to construct the graph data in the dorsal striatum, nodes and edges features have to be 
determined first. All voxels in the dorsal striatum are extracted and modeled as nodes, the Pearson 
correlation coefficient matrix between the nodes is calculated as the different embedding of the node 
features, and the partial correlation coefficient matrix between the nodes is used as the edge weights 
of the node connections. Finally, using the BrainGNN model to analyzed the graph data in the dorsal 
striatum and obtain four functional subregions, namely, olfactory reward, “0-back” working memory, 
emotional picture stimulation, and capital investment decision-making, the purpose of functional 
division of the dorsal striatum is achieved. 

2. Materials and methods 

2.1. Data acquisition 

Four mutually independent fMRI datasets for reward, emotion, memory, and decision-making 
tasks were used. All data were obtained from the publicly available database OpenNeuro. All subjects 
for the reward-type task were recruited by the University of Geneva; two subjects’ fMRI data were 
excluded for special reasons during the acquisition. In the reward task, twelve olfactory stimuli were 
administered to 22 subjects, with chocolate olfactory stimuli used as the olfactory reward, and fMRI 
data were obtained for all subjects. For the emotion-type task, 34 subjects were recruited by Columbia 
University, and finally 32 subjects’ fMRI data were acquired by administering neutral versus 
aversive picture stimuli to participants. Data on “0-back” working memory were recruited from 
the Center for Neurosciences in Psychiatric Disorders (CCNMD) at the University of Washington, 
where 99 subjects (41 healthy controls, 58 people with schizophrenia) performed the “0-back” 
working memory task, excluding one healthy subject. fMRI data of 40 healthy subjects who performed 
the “0-back” task were selected for the experiment. The decision-making task involved 20 subjects, 
who made a choice between making a financial commitment or not. Healthy subjects were selected for 
all four datasets. Table 1 summarizes the statistics for the four datasets. 



2473 

Mathematical Biosciences and Engineering  Volume 21, Issue 2, 2470–2487. 

Table 1. fMRI data information. 

fMRI data Subject Age Men/women Data acquisition Data download 

Olfactory reward 

task [21]  
22 18–35 13/11 

TR = 2400 ms, TE = 41 ms, 

flip angle = 75° 
https://openneuro.org/datasets/ds003487/ 

Emotional picture 

stimulation task 

[22] 

32 18–41 15/17 
TR = 2000 ms, TE = 40 ms, 

flip angle = 60° 
https://openneuro.org/datasets/ds000108/ 

“0-back” working 

memory task [23] 
40 12–28 23/17 

TR = 2500 ms, TE = 27 ms, 

flip angle = 90° 
https://openneuro.org/datasets/ds000115/ 

Capital investment 

decision-making 

task [24] 

20 20–55 5/15 
TR = 1900 ms, TE = 2.52 

ms, flip angle = 90° 
https://openneuro.org/datasets/ds001882/ 

2.2. The proposed method 

Owing to the ability of GNNs to learn features in a large number of complex and irregular 
topologies, and their powerful generalization ability and interpretability, in this paper, we propose a 
framework for functional division of the dorsal striatum using the BrainGNN model. The flowchart of 
the proposed framework is shown in Figure 1. 

 

Figure 1. Functional division flowchart in the dorsal striatum based on BrainGNN. 

2.2.1. Data preprocessing 

Among the non-invasive or minimally invasive techniques suitable for human brain research, fMRI 
is unmatched to date in terms of its spatiotemporal coverage and information content as a technique for 
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investigating neuronal activity and brain functional connectivity [25]. However, fMRI data may contain 
artifacts due to slight movements of the body and spontaneous fluctuations of neurons or the brain during 
the acquisition process, or due to some other source of noise or signals causing disturbance. Preprocessing 
of fMRI data in this experiment was performed using the DPABI toolbox [26], with steps including: (1) 
Removing the first 10 time points of brain images for each subject’s data; (2) performing layer time 
correction and head motion correction for each slice of every brain image; (3) aligning each subject’s 
functional images to their structural images to obtain high-resolution functional images; (4) 
normalizing all images to the MNI (Montreal Neurological Institute) [27] space at 33 3 3mm 
resolution; (5) spatial smoothing using a 4-mm full width at half maximum Gaussian kernel; (6) 
removal of linear drift; and (7) filtering using a 0.01–0.1 Hz bandpass filter. 

2.2.2. Extraction of time series of voxels from dorsal striatum 

After preprocessing with the DPABI toolbox, the fMRI data were four-dimensional (4D). A 4D 
fMRI image is a series of three-dimensional (3D) brain models, which are themselves sequences of 
two-dimensional brain image slices; the fourth dimension is time. Here, the 4D data were converted 
into a form that can be read by the GNN. Subjects’ 4D data were first converted into T 3D images 
(where T is the time point of interest) using the dcm2niigui software package. A mask of the dorsal 
striatum was also drawn using the Anatomical Automatic Labeling (AAL) atlas [28]. Then, the 
numbers of voxels in the brain regions of the dorsal striatum were extracted from all subjects’ 3D 
images using this mask and used as the number of nodes in the constructed graph. Finally, using the 
4D image, the time series of each voxel in the dorsal striatum of each subject was calculated with a 
size of T × N (where N is the number of nodes). The flowchart of the process of extracting the time 
series of voxels from the dorsal striatum using the fMRI data of one subject is shown in Figure 2. 

 

Figure 2. The flowchart of extracting the time series of voxels from the dorsal striatum. 

2.2.3. Calculation of functional connectivity 

The Pearson correlation coefficient matrix and the partial correlation matrix were computed as 
node features and edge features, respectively, from the time series of all voxels extracted from each 
subject’s dorsal striatal brain region species. This was because Pearson correlation and partial 
correlation are different measures of fMRI connectivity. All nodes were aggregated by constructing 
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edge connections as well as node features, based on recent work on multigraph fusion for neuroimaging 
analysis [29,30]. 

The Pearson correlation coefficient matrix was calculated as follows: 
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The Pearson correlation coefficient matrix had N N   dimensions, and the correlation 
coefficient values ranged from −1 to 1. When the correlation coefficient value for variables x  and y  

is close to 0, the two variables have low correlation; if the value is positive, the two variables are 
positively correlated, otherwise, they are negatively correlated. 

The partial correlation matrix was calculated by excluding the effects of other variables when 
calculating the correlation between two variables. For the variable matrix X , the partial correlation 
coefficient matrix was calculated as follows: 
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where 1( ( ))k Cov X   . The partial correlation matrix was also an N N  -dimensional matrix with 

values in the range [−1,1]. 

2.2.4. Functional division by BrainGNN 

The node and edge features obtained using the method described above were used as inputs to the 
BrainGNN. The node features were embedded into the low-dimensional space, and the node and edge 
features were merged to aggregate and update the node vectors. Finally, a pooling operation was 
performed to output powerfully connected nodes, which were aggregated to form the significance 
cluster. The specific steps for feature partitioning using this model are as follows. 

Step 1: Graph construction. In this work, we use a dorsal striatum mask to divide the subject’s 
fMRI data into N  voxels, which are defined as N  nodes in the graph 1 2( , ,..., )nv v v v  ( iv  is the i

-th node in the graph). Then, we define an undirected weighted graph ( , )G v  , where   is the edge 

set, i.e., ( , )i jv v , a collection of links from iv  to jv . The matrix 1 2[ , ,..., ]T
NH h h h  represents the set 

of features with associated nodes, and the matrix H  is calculated by Pearson correlation function as 
the node features. ih   is the feature vector associated with node i  . For each edge between two 
connected nodes, ( , )i j    , we define ije    and also 0ije    , so that there is an adjacency 

matrix [ ] N N
ijE e   , and the matrix E  is calculated by the partial correlation function as the edge 

features. Based on the above analysis, matrix H  and matrix E  jointly construct the graph data. 
Step 2: Graph convolutional layer. The graph convolution layer in the BrainGNN model uses 

different weights to learn each node embedding. The connection strength between two voxels, i.e., the edge 
weight, is used for message filtering, because the edge features contain essential information about the 

graph. In the convolution layer, 
( )( ) ll d

ih   is defined as the feature of the i -th node at the l -th layer, 

and ( )ld  is the dimension of the l -th layer feature. The propagation model for node update is: 
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where ( ) ( )lP i  denotes the set of indices of neighboring nodes of node i , ( )l
ije  denotes the features 

associated with the edge from i  to j , and ( )l
iW  denotes the model’s parameters to be learned. As 

the first layer operates on the original graph, (0)
i ih h  and (0)

ij ije e . To avoid increasing the scale of 

output features, the edge features are normalized: 
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The convolutional layer also takes into account the position information of the nodes, which 
represented not by the coordinates of the nodes but using one-hot encoding. For node i , we define 
its position information i , which is a N -dimensional vector with i -th value 1 and the other 

values 0. Then, the vectorized embedding kernel ( )( )l
ivec W   of the convolutional layer at the l  -th 

layer based on i  is: 

 ( ) ( ) ( ) ( )
2 1( ) ( )l l l l

i ivec W relu b      (5) 

where parameters ( ) ( )
1 2( , )l l   map i to a ( 1)ld  , ( )ld -dimensional vector, which reshapes the output to 

a ( 1) ( )l ld d   matrix ( )l
iW . Here, ( )lb is the bias term. 

Step 3：Graph pooling layer. To keep the indicative nodes in the dorsal striatum, the Topk 
pooling method proposed by Cannea et al. [31] and Gao and Ji [32] is used to reduce the number of 
nodes in the graph. In this layer, the node features are projected to the learnable vector 

( )( ) ll d   to 
determine the nodes to be discarded; the nodes with lower scores experience less feature retention. 

Thus, the 1l   -th node feature matrix is denoted by ( )
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layer operation is represented as follows: 
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where || ||  is the second norm, and  and  take the input vector and output the mean and standard 

deviation of its elements. The Topk pooling method finds the index corresponding to the largest k  
elements of the scoring vector s  ,    is element-wise multiplication, and  i,j

   is an indexing 

operation which takes elements at row indices specified by i  and column indices specified by j . The 

colon in the equation indicates all indices. The pooling operation retains sparsity by requiring only a 
projection, a point-wise multiplication, and a slicing into the original feature and adjacency matrix. 
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The BrainGNN model rationalizes the selection of nodes in the graph pooling layer by using Topk 
pooling (TPK) loss. That is, the first selected node in the graph pooling layer is expected to have a 
significantly different score compared with the unselected node. Ideally, the scores of selected nodes 
will be close to 1, whereas those of unselected nodes will be close to 0. Then, the node scores of the 

m -th input number of M  samples are sorted in descending order and denoted by ( )
( ) ( ) ( )

, ,[ ,..., ]l
l l l

m m i m Ns s s   . 

In the BrainGNN model, the TPK loss is expressed as: 
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Step 4: Node output. To summarize the output graph of the l -th conv-pool block, we perform a 
flattening operation to retain information about the input graph at a fixed size, using the following equation: 

 ( ) ( ) ( )mean || maxl l lz H H   (8) 

where ( ) ( ) ( )[ : 1,... ]l l l
iH h i N  , || denotes concatenation. To retain useful information in the graph, we 

concatenate both mean and maximum summarization for a more informative representation. 
Step 5: Node clustering. According to the graph input location information, the node location 

information output from layer l is counted with the pooling score. In the Topk pooling layer, the first 
k  nodes retained after one pooling are reconstructed as an undirected weighted subgraph. The node 
indexes are also restarted from 0, and then the next convolution and pooling operation is performed. 
Thus, for any dataset, the node index of the l-th layer output of each subject can be used to find its 
corresponding 1l  -th layer node index, and so on, to find the initial node index corresponding to the 
node output of the l -th layer. This step is repeated to count all output node information of several 
subjects in a dataset. Then, these nodes are counted, and the nodes with most repetitions are aggregated 
in combination with the index information of all voxels in the mask. Finally, the aggregated clusters 
are mapped to the standard brain atlas. The converged clusters are indexed by the nodes (i.e., voxels) 
of the aggregated output of the pooling layer and can be used to explain the salience of brain activation 
under a given task. 

3. Results 

3.1. Experimental parameters 

The experiment was conducted using the data and method presented in sections 2. After the data had 
been preprocessed, a total of 1189 voxels were extracted from the dorsal striatum of the fMRI data of each 
subject, so the node features were (0) 1189

ih  . Then, based on the functional connectivity between voxels, 

an undirected weighted graph for the dorsal striatum of each subject was defined, with 1189 nodes per 
subject in each task condition; 22, 32, 40, and 20 graphs were acquired for the four fMRI datasets, 
respectively. We ran the algorithm on a Windows 10 operating system with Pytorch in the Python 
environment using a NVIDIA GeForce GTX 3080Ti with 12GB memory. To determine the pooling 
rate and the number of convolutional layers to be used in the model, the best pooling rate and the best 
number of convolutional layers was selected from {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}  and  1,2  

for the dataset used in this experiment. The experimental results are shown in Figure 3. Figure 3(A) 
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shows the differences between the maximum and minimum values of node scores after the one-layer 
convolution and pooling operations; the smaller the difference, the more converged the selected node 
scores. As shown in the figure, the best pooling rate of 0.5 was selected. Experiments were conducted 
on the number of convolution layers with the 0.5 pooling rate, and two-layer convolution with the 
pooling operation was found to be more selective with indicative nodes. The results are shown in 
Figure 3(B). After the above experiments, the model consisted of two convolutional and pooling layers 
with final experimental parameters: (0) 1189d  , (1) 32d  , (2) 32d  , and a pooling rate of 0.5. 596 
nodes were retained after 1-th convolutional pooling and 298 nodes were retained after 2-th 
convolutional pooling with these optimal parameters, the node codes output by each subject under 
each functional task were counted and sorted, and the top 298 nodes in terms of repetition rate were 
selected for aggregation as the significantly activated subregions under that functional task. 

 
(A) Maximum and minimum difference of node scores after 1 layer convolution and 
pooling operation. (Horizontal axle: pooling ration; vertical axle: maximum and 
minimum difference of node scores.) 

 
(B) Node scores for different convolution layers. (Horizontal axle: node scores; vertical 
axle: epoch.) 

Figure 3. Experimental results with different pooling rates and number of convolution layers. 

3.2. Single-task results 

After analyzing the four task datasets by the method described above, the initial index values 
corresponding to the 298 voxels in the dorsal striatum under each task were obtained with their 
corresponding mean scores. These 298 voxels converged into cluster sub-functional areas belonging 
to each task. Convergence results were mapped to the Ch2 brain atlas and then viewed and analyzed 
using Mango software (https://mangoviewer.com/mango.html). The functional subregion associated 
with olfactory reward was defined as ordinate 1, where the central coordinates are located in MNI 
space (−1,13, 8). This subregion was mainly concentrated in the right caudate body; fewer voxels were 
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aggregated in the putamen. The functional subregion associated with the “0-back” working memory 
task, defined as ordinal number 2, was centered in MNI space (1,12.5,7); more voxels were found to 
converge in the caudate and putamen on the left side of the brain, with relatively few on the right side. 
The clusters obtained under different emotional picture stimuli were defined as functional subregion 
3. This subregion had more activation of voxels in the caudate versus the putamen, with significantly 
more left than right in the putamen, and its center was located in the MNI space of (1,8,9). Finally, 
the functional subregion associated with the capital investment decision-making task was defined as 
ordinate 4, where the central coordinate was located in MNI space (5.5,9,7); this subregion was mainly 
concentrated in the left caudate body and putamen, with fewer voxels found in the caudate head and 
the right putamen. Table 2 shows the minimum and maximum values of voxel scores and the 
percentages of voxel numbers in the dorsal striatum for the four functional subregions. The results of 
the four functional subregions are shown in Figure 4. 

Table 2. Minimum and maximum values of voxel scores and percentages of voxel 
numbers in the dorsal striatum for the four functional subregions. 

Functional 

subregion No. 
Minimum Maximum 

Left Right 

Caudate Putamen Caudate Putamen 

1 0.5698 0.6015 9.17% 2.76% 11.68% 1.38% 

2 0.5824 0.6005 10.20% 3.70% 8.55% 2.54% 

3 0.5927 0.6030 8.08% 5.83% 8.08% 3.01% 

4 0.6006 0.6078 7.39% 8.87% 5.67% 3.08% 

Functional subregion No. = Functional subregion number; Minimum = the node minimum score; Maximum = the node 

maximum score; Percentage = the voxel numbers of functional subregion No. in left caudate or left putamen or right 

caudate or putamen/1189. 

 

Figure 4. The results of 1–4 functional subregions. (A) 1: the result of olfactory reward 
task; (B) 2: the result of “0-back” working memory task; (C) 3: the result of emotional 
picture stimulation task; (D) 4: the result of capital investment decision-making task. 
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3.3. Multi-task conjunction results 

In this work, four single tasks were used to divide the dorsal striatum into four different functional 
subregions. Then, the results of the individual tasks were used to analyze the differences and 
connections between these regions to explore the functional subregions of the caudate and putamen 
under the influence of multiple tasks. The conjunction of any two tasks was displayed and analyzed 
using Mango software as well as the Ch2 brain atlas. The olfactory reward task was combined with 
the “0-back” working memory task, emotional picture stimulation task, and capital investment 
decision-making task. The functional subregions showing combined activation were defined as ordinal 
numbers 5, 6, and 7, which were located in MNI space (−2,15,8), (0,11.5,11), and (3,11.5,9.5), 
respectively. Functional subregion 5 was more activated in the caudate head than in the caudate body. 
However, functional subregions 6 and 7 showed the opposite pattern of activation. The “0-back” 
working memory task was jointly analyzed with the emotional picture stimulation task and the capital 
investment decision-making task, respectively. Their joint functional subregions were defined as 
numbers 8 and 9, with central coordinates located in MNI space (1.5,13,9) and (4.5,13.5,9). Similarly, 
functional subregion 8 was more concentrated in the caudate body in the left caudate, and the right 
side was concentrated in the caudate head. Functional subregion 9 was activated far more significantly 
on the left side than the right side and was more concentrated in the caudate body and the tail of the 
putamen. Last, the conjunct outcome of the emotional picture stimulation task and the capital 
investment decision-making task was defined as functional subregion 10, which was centered at 
coordinates in MNI space (4.5,9,9). In this case, the left side of the brain was more concentrated in the 
caudate body, and significant activation in the right side of the putamen was observed in all putamen 
subregions except for the head of the putamen, where no significant activation was found. Table 3 
shows the percentages of the numbers of voxels in the dorsal striatum in functional subregions 5–10. 
The conjunction results of functional subregions 5–10 are shown in Figure 5. 

Table 3. Percentages of numbers of voxels in the dorsal striatum in functional subregions 5–10. 

Functional subregion No. 
Left Right 

Caudate Putamen Caudate Putamen 

5 3.53% 0.58% 3.92% 0.34% 

6 2.90% 1.27% 3.24% 0.33% 

7 4.71% 1.96% 3.73% 0.74% 

8 2.07% 0.50% 1.80% 0.22% 

9 2.82% 1.26% 1.90% 0.48% 

10 2.73% 2.43% 2.60% 0.64% 

Functional subregion No. = Functional subregion number; Percentage = the voxel numbers of functional subregion No. in 

left caudate or left putamen or right caudate or putamen/1189. 

As described above, we performed conjunction analyses with each of the three tasks. The 
functional subregion that defined the joint activation of the olfactory reward task, the “0-back” working 
memory task, and the emotional picture stimulation task was denoted by ordinal number 11; the 
functional subregion for the olfactory reward task, “0-back” working memory task, and capital 
investment decision-making task was denoted 12; the functional subregion for the olfactory reward 
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task, emotional picture stimulation task, and capital investment decision-making task was 13, and the 
“0-back” working memory task. The functional subregion corresponding to joint activation by the 
emotional picture stimulation task and the capital investment decision-making task was denoted 14. 
The center coordinates of these four functional areas were located in MNI space (1,11.5,8.5), 
(3.5,14,9.5), (3,11,10), and (3.5,13.5,9.5), respectively. Significant activation areas for functional 
subregions 11 and 14 in the left brain were concentrated in the caudate body, whereas those for the 
right side were in the caudate head, and fewer voxels were found in the left and right putamen. 
Functional subregions 12 and 13 had more voxels in the left and right caudate than functional 
subregions 11 and 14, and both were concentrated in the caudate body. Table 4 shows the percentages 
of the numbers of voxels in the dorsal striatum in functional subregions 11–14. The conjunction results 
of functional subregions 11–14 are shown in Figure 6. 

 

Figure 5. Conjunction results of functional subregions 5–10. (A) 5: The conjunction result 
of olfactory reward task and “0-back” working memory task; (B) 6: The conjunction result 
of olfactory reward task and emotional picture stimulation task; (C) 7: The conjunction 
result of olfactory reward task and capital investment decision-making task; (D) 8: The 
conjunction result of “0-back” working memory task and emotional picture stimulation 
task; (E) 9: The conjunction result of “0-back” working memory task and capital 
investment decision-making task; (F) 10: The conjunction result of emotional picture 
stimulation task and capital investment decision-making task. 
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Table 4. Percentages of numbers of voxels in the dorsal striatum in functional subregions 11–14. 

Functional subregion No. 
Left Right 

Caudate Putamen Caudate Putamen 

11 1.49% 0.30% 1.59% 0.07% 

12 2.28% 0.48% 1.67% 0.21% 

13 2.25% 1.27% 2.21% 0.32% 

14 1.30% 0.42% 1.17% 0.13% 

Functional subregion No. = Functional subregion number; Percentage = the voxel numbers of functional subregion No. in 

left caudate or left putamen or right caudate or putamen/1189. 

 

Figure 6. Conjunction results of functional subregions 11–14. (A) 11: The conjunction 
result of olfactory reward task and “0-back” working memory task and emotional picture 
stimulation task; (B) 12: The conjunction result of olfactory reward task “0-back” working 
memory task and capital investment decision-making task; (C) 13: The conjunction result 
of olfactory reward task and emotional picture stimulation task and capital investment 
decision-making task; (D) 14: The conjunction result of “0-back” working memory task 
and emotional picture stimulation task and capital investment decision-making task. 

Finally, a conjunction analysis for all four tasks was performed. The functional subregion 
conjunctly activated by the four tasks was defined by ordinal number 15, and the core coordinate was 
located in MNI space (2.5,14.5,9.5). Counting the numbers of voxels in functional subregion 15 in the 
dorsal striatum showed that more voxels were activated in the left caudate than the right, and that 
they were concentrated in the caudate body, whereas the right putamen was activated by far more 
voxels than the left. Figure 7 shows the results for co-activation of the dorsal striatum under all 
four tasks. 
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Figure 7. Results of co-activation of the dorsal striatum under four tasks. 

3.4. Dorsal striatum functional division results 

In this study, a GNN was used to converge the significant activation subregions in the dorsal 
striatum for olfactory reward, “0-back” working memory, emotional picture stimulation, and capital 
investment decision-making tasks. The dorsal striatum was then divided into 15 functional subregions, 
with each functional subregion responsible for different aspects of cognitive control. The 15 functional 
subregions were labeled with the numbers 1 to 15. The results are shown in Figure 8. 

 

Figure 8. Dorsal striatum functional division results. 

4. Discussion 

The experimental results obtained using the BrainGNN model indicate that biomarkers of brain 
regions in response to task stimuli can be characterized by pooling the outputs of nodes with higher 
repetition rates and thus aggregating them into different clusters. Based on an extensive search of the 
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literature, we found that most brain studies using GNNs were performed by extracting the average 
time series of each brain region to calculate the functional connectivity between brain regions. 
However, in this experiment, the raw fMRI data were first restricted to the caudate and putamen, 
and the time series of each voxel was obtained by extracting the BOLD values (i.e., voxel values) of 
each voxel within these two brain regions to calculate the functional connectivity between voxels. 
Then, each voxel was treated as a node in the graph data, and the Pearson correlation coefficient 
matrix and partial correlation matrix were calculated using time series of voxels as node features and 
edge weights, with each node aggregated to neighboring node features by a two-layer convolutional 
pooling operation. The 1189 voxels extracted from each subject’s data were convolved, and each 
node embedding was obtained after one layer of aggregation. The remaining 595 nodes were pooled 
again after the pooling operation to obtain the remaining 298 nodes. Finally, the 298 nodes for each 
subject were counted, and the top 298 nodes with the highest repetitions rate were exported to be 
aggregated into a cluster. 

The fMRI data acquired during four different tasks were studied using the BrainGNN research 
method in this work. The four different clusters were aggregated in the dorsal striatum, first using 
single tasks to define functional subregions, and then using conjunction analysis of two, three, or all 
four tasks. The final division comprised 15 functional subregions. Whereas the left caudate was most 
activated by the “0-back” working memory task, the right caudate was most activated by the olfactory 
reward task, and the left and right putamen were the most activated areas for the capital investment 
decision-making. Based on our analysis, the results for the four tasks showed both connections 
between and differences in the brain regions activated during different cognitive tasks. 

The results described above demonstrate that achieving functional integration is a critical issue. The 
conjunction analysis of the experimental results from four single tasks revealed multifunctional patterns 
between different task categories. First, each pair of tasks was conjunctly analyzed, and six different 
functional subregions were obtained. Among these six functional subregions, the largest clusters were 
found for the olfactory reward and capital investment decision-making tasks, and these clusters were more 
concentrated in the left and right caudate body compared with other areas. However, the association of 
olfactory reward with the “0-back” working memory task was more concentrated in the left caudate head, 
and the association of picture emotional stimulation with the capital investment decision-making task was 
more distributed in the putamen. Afterwards, conjunction analysis of each set of three tasks was performed, 
and the cluster size of each resultant aggregate was counted. The results showed that the joint olfactory 
reward, emotional picture stimulation, and capital investment decision-making tasks accounted for the 
largest functional subregions, which were concentrated in the left caudate body and putamen, 
whereas the left and right caudate head regions were more evenly distributed among the 
conjunction results for any of the other three tasks. In the final conjunction analysis of all four 
tasks, more voxels converged in the caudate and putamen in the left side of the brain than in the 
right side, again concentrated in the caudate body. Using the above experimental process, the 
dorsal striatum was divided into a total of 15 functional subregions, which are related to different 
cognitive functions in humans. These findings may be important for future studies of mental 
disorders involving dysfunction of the caudate and putamen. 

The study had some limitations. First, the dorsal striatum masks generated by different brain 
atlases in the data preprocessing were different, which led to different results in the final division; this 
has implications for reproducibility and consistency. Second, this study only considered one kind of 
stimulus for each task, whereas reward stimuli also include money, food, etc. Future studies should 
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use more comprehensive data for functional division of the dorsal striatum. Finally, the correctness of 
the division of the dorsal striatum in the future also needs to be verified from many aspects. 

5. Conclusions 

In this paper, a GNN framework for functional division of the dorsal striatum has been proposed. 
The framework performs data preprocessing, extraction of voxel time series from the dorsal striatum, 
calculation of functional connectivity, and BrainGNN model division. Four fMRI datasets were 
obtained from publicly available databases for an olfactory reward task, “0-back” working memory 
task, emotional picture stimulation task, and capital investment decision-making task. After the above 
steps, four subregions of the dorsal striatum were divided into four tasks, and a conjunction analysis 
was performed through these four functional subregions, resulting in the division of the dorsal striatum 
into 15 functional subregions. These results will promote a clearer understanding of the differences 
and connections between functional subregions. 
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