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Abstract: Liver rupture repair surgery serves as one tool to treat liver rupture, especially beneficial 
for cases of mild liver rupture hemorrhage. Liver rupture can catalyze critical conditions such as 
hemorrhage and shock. Surgical workflow recognition in liver rupture repair surgery videos presents 
a significant task aimed at reducing surgical mistakes and enhancing the quality of surgeries 
conducted by surgeons. A liver rupture repair simulation surgical dataset is proposed in this paper 
which consists of 45 videos collaboratively completed by nine surgeons. Furthermore, an end-to-end 
SA-RLNet, a self attention-based recurrent convolutional neural network, is introduced in this paper. 
The self-attention mechanism is used to automatically identify the importance of input features in 
various instances and associate the relationships between input features. The accuracy of the surgical 
phase classification of the SA-RLNet approach is 90.6%. The present study demonstrates that the 
SA-RLNet approach shows strong generalization capabilities on the dataset. SA-RLNet has proved 
to be advantageous in capturing subtle variations between surgical phases. The application of 
surgical workflow recognition has promising feasibility in liver rupture repair surgery. 

Keywords: surgical workflow recognition; liver rupture repair surgery; attention mechanism; 
recurrent convolutional network; deep learning; image classification 
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1. Introduction 

It has been demonstrated for various minimally invasive gastrointestinal surgeries that there is a 
close association between intraoperative technical presentation as assessed by video studies and 
patient complications [1]. Recognizing workflow stages from endoscopic surgical videos is essential 
for acquiring indicators that deliver the quality, efficacy and consequence of the surgery and 
providing insights into surgical group skills [2]. Accurate recognition of the surgical workflow is 
indispensable for constructing a context-aware system for computer-assisted intervention (CAI) [3]. 
To advance the therapeutic effect on patients, modern operating rooms require context-aware systems 
that monitor the surgical procedure and enhance surgeon interaction [4,5]. As a fundamental 
component in building a sophisticated assistive system for the operating room [6], the identification 
of surgical process can help the system in real-time monitoring and optimizing the surgical workflow. 
This skill can help surgeons make decisions, reduce surgical errors and warn them of potential 
complications [7,8]. 

Regarding surgical workflow identification, several deep learning (DL) methods are proposed in 
the paper, including spatial and temporal models. Temporal information along the surgical video 
sequence is crucial for surgical workflow recognition [9]. In 2017, Twinanda et al. presented a 
convolutional neural network (CNN) model called Endonet, which was designed for the dual tasks of 
surgical workflow recognition and tool classification [10]. To overcome the shortcomings of 
statistical models, subsequent approaches have utilized long short-term memory (LSTM) networks to 
learn temporal features [11,12]. This approach aimed to enhance the capturing of temporal 
correlations throughout surgical workflows by utilizing LSTM. Jin et al. introduced SV-RCNet, a DL 
framework that integrates a CNN and recurrent neural network (RNN) in a distinctive recursive 
convolutional architecture. This framework, named SV-RCNet, included end-to-end training and 
prior knowledge reasoning and was proposed for workflow identification in surgical videos. The goal 
of SV-RCNet was to effectively utilize the complementary information obtained from visual and 
temporal features gathered from surgical videos [11]. Similarly, Jin et al. introduced the 
MTRCNet-CL approach, which successfully took advantage of the link between surgical tool 
detection and surgical workflow recognition. Performance on both tasks was enhanced by using this 
approach. In addition, Jin et al. introduced an innovative loss function to take into account the 
relationship between workflows and tools [12]. Jalal et al. proposed a DL model for surgical 
workflow identification and prediction, which combined CNN and a nonlinear autoregressive 
network with exogenous inputs [13]. Transformers have been successfully applied in clinical tasks 
such as image synthesis, reconstruction, segmentation, detection and diagnosis [14]. For example, 
OperA, a transformer-based model that accurately predicted surgical phases from long video 
sequences, was introduced by Czempiel et al. [15]. For the first time in surgical process analysis, 
Gao et al. suggested using a transformer to reconsider the complementary effect of spatial and 
temporal features for precise surgical phase recognition [16]. 

In addition, deep learning helps doctors diagnose oral cancer through image recognition 
technology [17]. Deep learning helps doctors in the diagnosis of brain tumors [18]. Despite the fact 
that various DL methods have been extensively used in surgical process analysis [19], these 
techniques have not yet been applied to liver rupture repair surgery. The liver is prone to injury due 
to its size, weight and delicate texture. It also has a rather complex structure and function and 
contains a large number of vital blood vessels. Due to this, liver rupture can result in several 
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consequences, such as hemorrhagic shock, biliary peritonitis and secondary infections. The safety of 
patients’ lives is seriously threatened by these problems. Currently, the main treatments for liver 
injuries are suturing and wound debridement. However, due to the difficulty in obtaining real liver 
rupture repair surgery videos, a simulated liver rupture repair surgery dataset was created by our 
research group. The dataset is referred to as “liver45” in this paper. It comprises a total of 45 
simulated surgery videos. Our main contributions are summarized as follows: 
1) The liver rupture repair simulation surgery utilizes an organ model that closely resembles human 
tissue for surgical operation. This simulated surgery data set was created through the joint efforts of 
nine surgeons, with each carrying out five simulated surgeries, yielding a total of 45 simulated 
surgical videos as data.  
2) The network, SA-RLNet, is specifically engineered to outshine in the area of surgical workflow 
recognition. Unlike ResNet50-LSTM, SA-RLNet effectively leverages time series information. This 
network adopts an end-to-end structure, using ResNet50 to extract visual features. The inclusion of 
an LSTM network enables the learning of temporal features, while a self-attention mechanism 
automatically identifies the significance of input features at different instances.  
3) By using a dataset that our research group has created, we have effectively proved the viability 
of SA-RLNet in recognizing surgical processes during simulated liver rupture repair procedures. This 
validation demonstrates how SA-RLNet may be used in practical surgical circumstances.  

2. Materials and methods 

2.1. Data acquisition 

The simulated surgery for liver rupture repair dataset was obtained from the damage control 
surgery database established by the research group. It utilizes simulated human models, created by 
the project team, as the subjects of the trial. The model consists of simulated organs such as the liver, 
intestine, kidney and abdominal simulated skin, which are all made from biological materials like 
hydro-gels, with a high resemblance to human tissue. After institutional testing, key parameters of 
the simulated human organs, such as water content, elastic modulus and electrical conductivity, have 
a deviation of no more than 20% compared to actual human organs. These similarities allow them to 
duplicate touch sensations and provide force feedback similar to those of the human body. Three 
surgical procedures, namely, liver rupture repair, intestinal anastomosis and temporary abdominal 
closure, were performed on these simulated human models by a team of nine surgeons for 
experimentations included in the database. 

The project team captured three types of surgical procedures by surgical coaxial cameras to get 
the surgical videos with RGB color images. The database of simulated liver rupture repair surgeries 
was generated collaboratively by nine surgeons. Each surgeon performed five simulated surgeries, 
resulting in a total of 45 instances of simulated surgical video data. These videos were recorded using 
the surgical coaxial camera at an angle that nearly matched the angle of view of the surgeons. The 
primary objective of the self-developed simulated liver rupture repair surgery is to manage simulated 
liver rupture and hemorrhage. The workflow of the simulated surgery is consistent with actual liver 
rupture repair operations, despite the simulated liver’s internal structure being somewhat simplified 
and lacking vascular systems. Five types of tools are needed for this mock surgery, including clamps, 
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forceps, scissors, holders and sponges. Sponge is mainly used to fill ruptures and control bleeding. 
The five types of tools are illustrated in Figure 1. 

 

Figure 1. Five types of surgical tools in liver rupture repair surgery. 

Under the guidance of surgical experts, the surgical workflow for liver rupture repair has been 
divided into four distinct phases based on the operations and tools used in each phase. The details of 
these phases are described comprehensively in Table 1. The scene examples of each surgical phase of 
the simulated liver rupture repair surgery are shown in Figure 2. The workflow sequence of the 
simulated liver rupture repair surgery is shown in Figure 2. 

Table 1. Surgical Phase Division. Transverse mattress suture: A suturing technique of 
mattress suture parallel to the incision. Interrupted suture: The needle passes through the 
skin, epidermis and dermis and traverses the subcutaneous tissue across the incision to 
the opposite side of the skin, with each stitch tied individually. 

ID Phase Annotations 

P1 Cleaning and 
hemostasis 

The forceps and clamp are used to clean necrotic tissue and blood clots and 
fill the ruptured site with a gelatin sponge to control hemorrhage. 

P2 Suture-P1 The method of transverse mattress suture is used to preliminarily manage the 
wound. 

P3 Suture-P2 The interrupted suture is utilized on the outer side of the transverse mattress 
sutures to smooth the wound. 

P4 Checking Check the sutures to assess if any supplementary stitches are required. 

 

Figure 2. Examples of surgical phase scenarios and the tools employed. 
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Figure 3. The sequence of surgical workflow. The meaning of the curved arrow: After 
completing the P4 checking, it is found that the suturing condition at the liver rupture is 
unsatisfactory, which requires a refill needle step (P3). 

2.2. Data preprocessing 

Manual annotations are made for every frame of the simulated surgical video of liver rupture 
repair. For testing and evaluation purposes, the liver45 videos are divided at random. The specific 
division is as follows: A training dataset contains 25 videos, a validation dataset contains 12 videos, 
and a testing dataset contains eight videos. The initial frame rate of the surgical videos is 30 frames 
per second (30 fps). To reduce the computational burden, down-sampling processing is employed to 
decrease the frame rate to one frame per second.  

As can be seen in Table 2, the duration of the surgical phase of Checking (P4) is relatively short, 
leading to fewer samples in the training dataset. This issue is solved by adjusting the frame rate, 
from 30 fps to 3 fps, in P4. After down-sampling, the training dataset consists of 12,460 images 
from 25 surgical videos, the validation dataset consists of 6146 frames of images from 12 
surgical videos, and the testing dataset consists of 3718 frames from eight surgical videos. The 
original resolution of video frames is adjusted from 1920 × 1080 to 224 × 224, and data 
preprocessing is done. To accelerate the convergence rate of the model, the mean and standard deviation 
of the training dataset images are calculated, and the results are mean (0.3436, 0.3807, 0.3728) and 
standard deviation (0.3418, 0.3384, 0.3358). The PyTorch API is used to perform data augmentation to 
avoid over-fitting. This approach provides real-time data augmentation and reduced memory 
consumption. Surgical videos are a kind of sequential data, so the continuous video frames obtained 
after down-sampling processing are also sequential data. This paper adopts the data processing 
method proposed by Pan et al. [20]. As illustrated in Figure 4, a sliding window of size five is used to 
generate sequential data, moving backward one frame at a time. There is a 4-frame overlap between 
adjacent sequences, with the last frame being updated. During network training, it is necessary to 
randomly shuffle these sequences to avoid the gradient being too extreme when the network weights 
are updated, which can potentially lead to over-fitting of the final model [20]. 
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Figure 4. Data processing method. Please note that the “27” within “video27_9420” 
represents the number of the surgical video, and “9420” represents frame 9420 of the 
surgical video. 

Table 2. Phases and time statistics of 45 surgical videos. 

ID Phase Duration (seconds) 
P1 Cleaning and hemostasis 67.6 ± 31.72 
P2 Suture-P1 248.33 ± 75.94 
P3 Suture-P2 161.58 ± 53.05 
P4 Checking 6.27 ± 4.09 

2.3. Training of the networks 

This paper conducts training on six distinct networks: EfficientNetV2-S [21], 
ShuffleNetV2-1× [22], MobileNetV3-large [23], ResNet50, ResNet50-LSTM and SA-RLNet. 
Long short-term memory (LSTM) is a special type of recurrent neural network (RNN) that is 
excellent in handling long-term dependence problems [24]. ResNet50-LSTM is an end-to-end 
structure that integrates ResNet50 with LSTM. This combination makes it highly suitable for 
effectively processing sequential data. 

 

Figure 5. SA-RLNet. 
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As for the SA-RLNet (Figure 5), Jin et al. verified that ResNet50 performs well in feature 
extraction [11]. Therefore, ResNet50 is chosen as the appropriate feature extractor. In SA-RLNet, 
memory units in the LSTM are used to capture temporal information of past frames. To fairly 
distribute the attention weights of each input feature, the self-attention mechanism is proposed, 
which can automatically distinguish the importance of input features at various moments and 
establish the links between input features. The SA-RLNet consists of 49 convolutional layers, an 
LSTM layer (including 5 LSTM units and 128 hidden units), an attention layer and a fully connected 
layer (acting as the output layer). The self-attention mechanism is employed in the attention layer of 
the SA-RLNet [15]. The output of the LSTM layer is used as the input of the self-attention layer, and 
the query Q, key K and value V are obtained through three linear layers. Then, the vector weighted 
by the attention mechanism is determined according to Eq (1) (dk = 128). Finally, the prediction 
results are output through a fully connected layer acting as the output layer. 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑄, 𝐾, 𝑉 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑉       (1) 

The experimental environment is based on Python 3.8. The framework of this study is based on 
PyTorch 1.8.0 and trained on a device equipped with a 24 GB TITAN RTX GPU. To demonstrate the 
improvement of the self-attention module on the performance of the ResNet50-LSTM network in 
surgical procedure recognition, this study maintains consistent loss function, optimizer and 
hyper-parameter Settings between the ResNet50-LSTM and the SA-RLNet. Specifically, the cross 
entropy loss function is used as the loss function. Stochastic gradient descent (SGD) is used as the 
optimizer. The value of the initial learning rate for the convolutional layer is 0.0001, for the 
LSTM is 0.001 and for the output layer of the linear layer is 0.001. The number of 
attenuation-learning rate rounds of the optimizer is 15, the attenuation-multiplier of the learning rate 
is 0.1, the other parameters of the optimizer keep their default values, and momentum is 0.9. The 
batch size of the training images is 13, and the total number of training rounds is 25. Taking 
advantage of the generalization ability of transfer learning, the ResNet50 module of the three 
networks trained is initialized by the weights trained on the ImageNet dataset. 

2.4. Evaluation metrics 

To quantitatively analyze the performances of the six trained networks in this paper, four 
different indexes are adopted: precision (Eq (2)), recall (Eq (3)), accuracy and F1 score (Eq (4)). 
These indexes are the most commonly used standards for evaluating the effectiveness of workflow 
recognition models. The ground truth set of the phase is represented by GT, and the prediction set of 
the phase is represented by P. First, precision, recall and F1 score values of each phase are calculated 
in this paper. Subsequently, these indexes for all phases are averaged to obtain corresponding values 
for the entire test dataset. Accuracy is assessed on the entire test dataset, which is defined as the 
percentage of correct detection in the entire test dataset. However, accuracy cannot accurately 
evaluate the generalization ability of the model if the amount of data in the classified samples is not 
balanced. Therefore, the F1 score index is introduced in this paper. F1 score can be considered as a 
weighted average of model precision and recall which can objectively evaluate the recognition 
ability of the model for each surgical phase. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 | ∩ |

| |
         (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 | ∩ |

| |
          (3) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 2         (4) 

3. Results 

3.1. Phase detection 

Table 3. Evaluation results of the SA-RLNet method in four phases (the “sample” 
column represents the sample size for that category). 

ID Phase Precision (%) Recall (%) F1-score (%) Sample 
P1 Cleaning and hemostasis 86.1 95.4 90.5 544 
P2 Suture-P1 95.8 91.9 93.8 1751 
P3 Suture-P2 87.9 92.8 90.3 1258 
P4 Checking 68.5 44.8 54.2 175 
 Average 84.6 81.2 82.9  

As can be seen from Table 3, in the three phases of P1–P3, the network shows a good 
recognition effect, but a poor one in the checking (P4). 

3.2. Baseline comparison 

The mean values of precision, recall and F1-score of the six networks at each phase for the test 
dataset are presented in Table 4. Four videos are randomly selected from the test dataset for the 
visual recognition effect, as shown in Figure 6. ResNet50-LSTM outperforms ResNet50 by 3.8% 
and 0.9% in Accuracy and F1-score. This shows the importance of temporal information for the 
recognition of surgical phases. SA-RLNet still outperforms ResNet50-LSTM by 2.2% and 0.4% in 
accuracy and F1-score. 

Table 4. Phase recognition results. 

Method Precision (%) Recall (%) Accuracy (%) F1-score (%) 
ShuffleNetV2-1× [22] 81.8 81.2 86.1 81.5 
MobileNetV3-large [23] 78.1 75.3 83.3 76.7 
EfficientNetV2-S [21] 83.3 71.9 83.6 77.2 
ResNet50 81.5 81.8 84.6 81.6 
ResNet50-LSTM 85.3 79.8 88.4 82.5 
SA-RLNet 84.6 81.2 90.6 82.9 
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Figure 6. Qualitative results of phase recognition effect. (a) Ground truth, (b) ResNet50, 
(c) ResNet50-LSTM, (d) SA-RL Net. Phase labels are indicated by P1 to P4. 

In Figure 7, the horizontal axis represents the number of video frames, and the vertical axis 
represents the phase labels (P1–P4). The ground truth of the phase is shown in red, and the prediction 
results are shown in blue. More overlapping parts in the prediction results indicate higher prediction 
accuracy. The sequence containing the transition frame shows the phase in which the current image 
is located and the surgical tools included in the image. 

A sequence containing the transition video frames from P1 to P2 is shown in Figure 7. In this 
sequence, four video frames in P1 contain three surgical tools, which are forceps, sponge and clamp, 
while one video frame in P2 contains only the sponge tool. During the transition from P1 to P2, the 
surgical tools that exist in the video frame have changed, so the characteristics of the input will 
change accordingly. To accurately recognize the transition frames, it is necessary to introduce the 
self-attention mechanism to assign weights to each input feature in the video frame sequence. 
Similarly, the surgical tools that exist in the video frame change during the transition from P2 to P3, 
as well as from P3 to P4. This means that during these transitions, input features change, and it is also 
necessary to introduce the self-attention mechanism to recognize the transition frames accurately. 

Ablation experiments have been used to train and assess multiple innovative networks, such as 
EffectiveNetV2_S [21]. The outcomes validate SA-RLNet’s exceptional ability to precisely identify 
surgical procedures. In conclusion, this research has a lot of potential to enhance surgical practices 
by improving workflow recognition, which would eventually improve patient outcomes.  
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Figure 7. Prediction results of a complete surgical video through (a) ResNet50-LSTM 
and (b) SA-RLNet. (c) A sequence containing transition frames. 

4. Discussion 

This study introduces a dataset called liver 45, which consists of 45 surgical videos performed 
by nine surgeons. A self-attention mechanism-based approach, called SA-RLNet, is proposed in this 
paper to apply surgical workflow recognition in liver rupture repair surgery. ResNet50 is used as the 
feature extractor in the SA-RLNet method, and the memory units in the LSTM are used to memorize 
the temporal information of past frames. In this paper, the self-attention mechanism is introduced to 
automatically recognize the importance of input features at different moments and associate the 
relationships between input features. The results show that the SA-RLNet approach has a better 
effect on surgical workflow recognition on the liver 45 dataset. This proves that our method can 
effectively capture the characteristics of different phases in liver rupture repair surgery and 
accurately recognize them. 

Although the improvement of the SA-RLNet in accuracy and F1-score is not significant 
compared with the other networks, the network performs better in the recognition of the transitional 
video frames between the two surgical phases. This observation suggests that the SA-RLNet network 
has advantages in capturing the subtle changes between phases during surgery. The SA-RLNet may 
be more sensitive to subtle variations in the surgical workflow of surgery and can more accurately 
recognize the specific phases of the transitional frames. Despite the limited improvement in overall 
performance, the advantages of the SA-RLNet in the recognition of transitional video frames may 
still be of great significance for some specific application scenarios, especially in situations where 
accurate recognition of surgical phase transitions is required. 
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Through the analysis of the dataset, two possible reasons for the poor recognition in Checking 
(P4) are inferred. First, the sample images of P4 have low similarity, which may increase the 
difficulty of recognition. Second, the sample size in the Checking (P4) phase is still low despite 
having increased the frame extraction rate in the Checking (P4) phase and using data augmentation 
during model loading. This insufficient sample size limits the learning ability of the network in P4. 
As for the sequence of the surgical workflow, two approaches are illustrated in Figure 3. For example, 
after completing the P4 Checking, it is found that the suturing condition at the liver rupture is 
unsatisfactory, which requires a refill needle step (P3). Consequently, P3 can occur after P2 or P4, 
which adds to the difficulty of surgical workflow recognition. 

5. Conclusions 

In conclusion, this study demonstrates the feasibility of applying deep learning technology for 
surgical workflow recognition in liver rupture repair surgery. The simulated surgical scenarios are 
slightly different from real surgical scenarios due to the simple internal structure of the simulated 
liver and the absence of vascular structures, and therefore the simulated surgical scenarios have no 
blood contamination. This is a limitation of our dataset and a realistic problem that needs to be 
addressed in subsequent study. 
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