MBE, 21(12): 7760-7782.
% DOI: 10.3934/mbe.2024341

AIMS Received: 27 August 2024

EE Revised: 16 November 2024

Accepted: 22 November 2024
https://www.aimspress.com/journal/mbe Published: 06 December 2024

Research article

Prescriptive temporal modeling approach using climate variables to forecast
dengue incidence in Cordoba, Colombia

Ever Medina', Myladis R Cogollo' and Gilberto Gonzalez-Parra**

! Departamento de Matematicas y Estadistica, Universidad de Cordoba, Monteria 230002, Colombia
2 Department of Mathematics, New Mexico Tech, New Mexico 87801, USA

* Correspondence: Email: Gilberto.GonzalezParra@nmt.edu.

Abstract: We present a modeling strategy to forecast the incidence rate of dengue in the department
of Cérdoba, Colombia, thereby considering the effect of climate variables. A Seasonal Autoregressive
Integrated Moving Average model with exogenous variables (SARIMAX) model is fitted under a cross-
validation approach, and we examine the effect of the exogenous variables on the performance of the
model. This study uses data of dengue cases, precipitation, and relative humidity reported from years
2007 to 2021. We consider three configurations of sizes training set-test set: 182-13, 189-6, and 192-3.
The results support the theory of the relationship between precipitation, relative humidity, and dengue
incidence rate. We find that the performance of the models improves when the time series models are
previously adjusted for each of the exogenous variables, and their forecasts are used to determine the
future values of the dengue incidence rate. Additionally, we find that the configurations 189-6 and
192-3 present the most consistent results with regard to the model’s performance in the training and
test data sets.
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1. Introduction

Dengue is a viral disease transmitted by the Aedes Aegypti and Albopictus species of mosquitoes,
that spreads rapidly around the world and is a major cause of acute morbidity in more than 125 coun-
tries. Dengue mainly affects countries with a tropical and/or subtropical climate in Central America,
South America, and Southeast Asia. It is estimated that between 100 and 400 million people are
infected with dengue each year and around 3.9 billion people live in countries where dengue is en-
demic [1,2].

The prevalence of dengue has multiplied by 30 in the last 50 years, since its geographic distribution
has continued to expand to new countries and within urban to rural areas. Dengue cases reported to
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the World Health Organization (WHO) have considerably increased, from 505,430 in the year 2000 to
2.4 million in 2010. Furthermore, a total of 5.2 million cases were reported in 2019. With regard to
deaths, the number of deaths went from 960 in the year 2000 to 4032 in the year 2015, with the highest
number of victims being young people [1, 3].

In Colombia, 68.72% of its municipalities are considered endemic, which correspond to populations
located at less than 2200 meters above sea level, and its main transmission vector is the Aedes Aegypti
mosquito [4,5]. In 2010, Colombia registered its highest number of dengue cases with 157,203 cases,
of which 9777 corresponded to severe dengue and 217 deaths were reported.

It has been suggested that the effect of certain exogenous variables such as climate change, high
temperatures, or the La Nifia phenomenon have caused an increase in dengue cases throughout Colom-
bia [6,7]. Between 2010-2011, the Nifia phenomenon left approximately 2.4 million homeless peo-
ple and 900,000 affected persons in 1061 municipalities [8]. The department of C ordoba stands out
among the departments of Colombia affected by this phenomenon with a high incidence of dengue.
The department of Cdérdoba is located in the Caribbean region of Colombia and is made up of 30
municipalities, of which 90% are characterized by the permanent presence of dengue and for being be-
tween 0—499 meters above sea level. When examining the number of cases of dengue, severe dengue,
and deaths registered in the department of Cordoba by the National Institute of Health, during the pe-
riod 2017-2021 (see Table 1), it is evident that the number of dengue cases reported in the year 2021
presented an increase of 328% in relation to the year 2017. The increase was 182% with regard to
the cases of severe dengue. Additionally, it is observed that there have been deaths every year due to
dengue. Regarding the fatality rate, it is found that during the 2017-2021 period, there were 18 fatal
cases for every 100 reported cases of severe dengue. In the years 2018 and 2021, Cérdoba was among
the top 10 territorial entities with the most cases of dengue reported in the country. Therefore, it is
important to gain further insight into the effects that climate variables have on the dengue incidence.

It is important to mention that the analysis of the incidence of dengue cases over time is an issue that
has been addressed through the use of univariate models of time series, according to the characteristics
of the data. When the current value of the series can be explained based on its own lags, the mov-
ing averages, and the autoregressive components, then the Autoregressive Integrated Moving Average
(ARIMA) model can be used [9]. Additionally, if the time series presents seasonal fluctuations, then an
ARIMA variation called the Seasonal Autoregressive Integrated Moving Averages model (SARIMA)
can be used [10]. In addition, when the ARIMA model includes other time series as the input vari-
ables, the Autoregressive Integrated Moving Average model with exogenous variables (ARIMAX)
can be used. Finally, if the ARIMAX model also considers seasonal fluctuations, then the Seasonal
Autoregressive Integrated Moving Average model with exogenous variables (SARIMAX) can be im-
plemented. Regarding the use of these aforementioned models to forecast dengue cases, it has been
found that in the last 5 years, the ARIMA model continued to be the most frequently used (see for
example [11-15]). For instance, in [16—-19], the ARIMA model was used to investigate Dengue in dif-
ferent countries such as Brazil and Colombia. The SARIMA model is the second most used to analyze
time series related to Dengue (see [9, 12, 16,20,21]). The next most popular models are the ARIMAX
(see [15,22]) and SARIMAX (see [9,22]) models. Recently, in [23] the tuberculosis incidence was
estimated using a SARIMAX-NNARX hybrid model by integrating meteorological factors. Moreover,
SARIMAX models have been used to forecast gas production [24].

In the literature, there are few studies related to time series modeling to forecast dengue cases in
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Colombia. In [18] and [19], the authors examined the total number of dengue cases registered in
Colombia using an ARIMA model. However, in these previous valuable works, they did not consider
the effect of exogenous variables, nor did they perform a cross-validation procedure that allowed them
to determine the appropriate forecast horizon. Moreover, only descriptive analyses of cases of dengue
in the Cérdoba department have been made. There are studies that have investigated the relationship
between climate variables and diseases such as Leptopirosis, Respiratory syncytial virus (RSV), and
others [25-27]. In particular, the correlation between climate variables, seasonality, and dengue cases
have been investigated [22,28-31]. Additionally, there are studies that have used time series related to
dengue within the scientific literature [14,32-35]. Some studies have used climate variables to predict
the number of cases and fatalities associated with the West Nile virus, RSV, Zika, Chikungunya, and
dengue [27,36-39]. In particular, in [9], it was used to assess the effect of climate variables in Panama
City. In [40], the weather variability in the spread of West Nile Virus in Texas was investigated. Finally,
in [41], the effect of climate conditions on forecasting cases in Recife, Brazil, were studied in relation
to three different viruses: Chikungunya, Dengue, and Zika.

In this article, we evaluate whether it is possible to apply an autoregressive model SARIMAX
of moving averages with exogenous variables to forecast the short-term incidence rate of dengue
per 100,000 inhabitants in the department of Cérdoba (Colombia) using the historical information
available in official sources, including some climate variables, such as precipitation and relative
humidity. Furthermore, we propose the use of a prescriptive approach in the modeling strategy
to determine the effect that the quality of the information of the exogenous variables has on the
performance of the adjusted model. Three realistic scenarios are considered based on the available
exogenous information and different forecast horizons. For each scenario and horizon, the SARIMAX
model is adjusted, and finally the accuracy of the forecasts generated by each of them is evaluated.

The importance and originality of this work lies in the following:

1) The proposed modeling strategy allows us to know the quality of the information on the exogenous
variables necessary to obtain a SARIMAX model with a good performance in terms of the accuracy
of the forecasts of the dengue incidence rate.

2) To date, a time series model has not been proposed to forecast dengue cases reported in the depart-
ment of Cordoba, thereby considering the effect of meteorological variables.

3) Due to the increase in reported cases of dengue in the department of Cérdoba and the high human
and economical cost, it is necessary to support health entities with a statistical tool that allows
them to forecast potential new cases of dengue in the department. This tool should consider the
effect of different measurable meteorological variables. This would contribute to the development
of preventive public health policies.

2. Material and methods

The proposed methodology of this work incorporates the SARIMAX model and the Box-Jenkins
methodology proposed in [10]. First, we will proceed with a description of the data set related to
dengue. Then, we present the theory related to the SARIMAX model. Finally, we present the proposed
methodology in detail.
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Table 1. Number of dengue cases reported per year in the department of Cérdoba, Colombia,
between 2017-2021. The number of mild cases is in the second column, the number of severe
cases is shown in the third column, and the total number of cases fatalities due to dengue that
occurred each year is shown in the fourth column. The last column contains the position
occupied by the department on a scale of 1-38, by ordering the 38 territorial entities of
Colombia in descending order, according to the total number of dengue cases reported in a
year. Source: Public Health Surveillance System (SIVIGILA), National Institute of Health,
Colombia, 2017-2021.

Year Dengue cases Severe dengue cases Deaths National rank

2017 584 11 1 11
2018 3800 41 15 4
2019 4625 48 2 11
2020 1650 13 3 12
2021 2500 31 5 6
Total 13,159 144 26

2.1. Dengue incidence data and climate variables in Cordoba

The information related to dengue cases was retrieved from the web portal of the National Public
Health Surveillance System of Colombia (SIVIGILA), which contains the databases of dengue cases
reported in Colombia from 2007 to 2021. The information reported for the department of Cérdoba was
filtered by week and epidemiological year. We consider the fact that an epidemiological year contains
13 epidemiological periods and each period is made up of four consecutive epidemiological weeks, for
a total of 52 weeks per epidemiological year (with the exception of the years 2008, 2014, and 2020
that had 53 weeks; in fact, they had one epidemiological period with 5 consecutive weeks). Based on
this information, the number of dengue cases per epidemiological period (denoted by cases period)
was determined, which corresponds to the sum of the reported cases in 4 consecutive epidemiological
weeks), such that for each of the fifteen years of the study, there are 13 records of dengue cases.

This data, together with the sizes of the populations estimated by the National Administrative De-
partment of Statistics of Colombia (DANE) for the department of Cérdoba since 2007 until 2021, are
the basis for calculating the values of the response variable. When analyzing the relationship between
the total number of reported dengue cases and the size of the population, the Pearson correlation co-
efficient was found, p = 0.49 (p—value = 2.825¢—10). This indicates that there is a positive and
significant relationship between the total number of reported dengue cases and the population size, that
is, the larger the size of the population, the greater the number of dengue cases are reported. This means
that the study of the dynamics of the disease over time should not be solely studied by the number of
cases. For this reason, the effect of population size is controlled by specifying the dengue incidence
rate per 100,000 inhabitants in the department of Cérdoba as a variable of interest, which is given by
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the following:

Cases period,;

Incidence rate = x 100,000; i=1,...,13 2.1

where Cases period; corresponds to the total reported cases of dengue in the period i, and A; is the
population size of the department for the period i. In total, there are 195 values for the response variable
and whose behavior is shown in Figure 1. The relative humidity (%) and precipitation (mm) reported
in the department of Cérdoba between 2007 to 2021 are considered as exogenous variables. The daily
records of these variables were provided by the Colombian Institute of Hydrology, Meteorology and
Environmental Studies (IDEAM). To unify this information with the dengue incidence rate, it was
necessary to gather the information of the exogenous variables by the epidemiological week and then
add up the information by the epidemiological period. In the case of the relative humidity variable, its
daily records are given as a percentage, so the value taken by an epidemiological week is the average
of the daily records in that week. Therefore, the values registered in an epidemiological period are the
average of the values of four consecutive epidemiological weeks.

Figure 2 shows the time series of the two climate variables. On the top side you can see the rel-
ative humidity records for each epidemiological period; on the bottom side, you can see the values
corresponding to the precipitation. The behavior observed in the two exogenous variables reflects the
well-defined seasonal pattern that they have. In the department of Cérdoba, starting in the month of
April (approximately in epidemiological period 5), the rainy season begins in most of the regions, and
intense rain continues during the second and third quarters, that is, approximately until epidemiolog-
ical period 10; the rest of the periods are characterized by a drought. In addition, the department of
Cordoba is characterized by maintaining conditions of a high relative humidity throughout the year,
ranging between 77 and 85%; the humidity is higher between the months of April and November (that
is, between epidemiological periods 5 and 12) and lower in the other epidemiological periods. Addi-
tionally, the direct relationship between the relative humidity and precipitation is observed, that is, a
greater amount or days with rain leads to an increase in the relative humidity, with the opposite case
occurring in months of low rainfall.

2.2. SARIMAX model

The SARIMA model is characterized by combining seasonal and non-seasonal components in a
multiplicative model, and is denoted SARIMA(p, d, q)(P, D, Q)[S ], where p is the order of the autore-
gressive part, d is the number of differences necessary for the series to be stationary, ¢ is the order
of the part of moving average, P corresponds to the seasonal autoregressive order, D is the seasonal
differentiation order, Q is the order of the seasonal moving average, and S is the periodicity of the
data [42]. Equation (2.2) corresponds to the mathematical representation of the SARIMA model [10]:

$p(BYDp(B )V, VY, = 6,(B)Oo(B*)a; (2.2)
where B corresponds to the backshift operator, ¢,(B) = 1 — ¢(B) — -+ — ¢,(B") is the regular au-
toregressive operator of order p, ®p(B*) = 1 — ®(B°) — --- — ®p(B*?) is the seasonal autoregressive
operator of order P, VP = (1 — B%)? represents the seasonal difference (D = 1 if there is seasonality
and D = 0 otherwise), V¢ = (1 — B)? represents the regular difference, 0,B)=1-6,(B)—---—0,B7)
is the seasonal moving average operator of order g, ®y(B) = 1 -0,(B°) —--- - @Q(B‘VQ) is the seasonal

moving average operator of order Q, and a, is a white noise process.
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Figure 1. Time series of the dengue incidence rate per 100,000 inhabitants in the department
of Cérdoba, Colombia (from the epidemiological period 01/2007 to the epidemiological pe-
riod 13/2021).

When exogenous variables are included in the SARIMA model, the SARIMAX(p, d, q)(P, D, Q);s)
model is obtained [43]:

¢,(B)Op(B)VEVYy, = 0,(B)Oy(B*)a, + X, (2.3)

where 3 represents the vector of parameters of the exogenous variables X,, and the other terms are
defined analogously to Eq (2.2).

2.3. Methodology

In this section, we present the proposed methodology to forecast the dengue incidence rate per
100,000 inhabitants in the department of Cérdoba for different epidemiological periods. The method-
ology is characterized by applying a rigorous statistical process under a cross-validation approach, as
well as carrying out a prescriptive analysis of the performance of the forecasting model of the incidence
rate of dengue according to the degree of knowledge of the values of the exogenous variables in the
epidemiological periods, for which it is desired to forecast the incidence rate of dengue. We begin by
explaining each stage of the proposed methodology.

2.3.1. Preliminary analysis

Initially, both the time series of the dengue incidence rate and the series of exogenous variables
are cleaned. The outliers are smoothed by linear interpolation using the R software function tsclean()
[44]. Then, the stationarity of the dengue incidence rate is determined using the Phillips-Perron (PP)
and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests [45—47]. In addition, the degree of relationship
between the dengue incidence rate and exogenous variables is quantified using the cross-correlation
technique.

Before proceeding with the adjustment and selection of the model, the smoothed values of the
dengue incidence rate, relative humidity, and precipitation are normalized in the interval [0, 1], using
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Figure 2. Time series of the exogenous variables.

the linear scaling technique [48], that is
Y = Ymin

b
'max — Ymin

YNorm =

where y is a generic notation for the value of a variable and y,,;, and y,,,, are the minimum and maxi-
mum values reported for that variable, respectively.

2.3.2. Cross-validation

The degree of temporal dependence presented by the observations of a time series makes it impossi-
ble to directly apply the standard cross-validation approach because an alteration of the temporal order
of the observations can lead to obtaining unrealistic predictions [49]. For this reason, a modification
of the cross-validation technique, called the out-of-sample (OSS) method, is applied to the normalized
time series of the dengue incidence rate, which consists of dividing the data set yy, ..., y, in two parts:
(1) the nyq, 1nitial data yy, ..., Yy,,.. . called training set, is used to identify and adjust the SARIMAX
model; and (i1) the n, subsequent observations y,, . +i,...,Ys, called test set, is used to evaluate the
accuracy of the model to predict new data.
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The goal is to forecast H future values y,.,;h = 1,...,H, where H is the forecast horizon. For
this, the test set size n, to consider is as large as the defined prediction horizon (i.e., n,, = H) [50].
Furthermore, different combinations of training and test set sizes, namely 7,4, — 1.5, are adopted in
this study to evaluate a moving forecast origin determined by the forecast horizon values H; thus, this
avoids the potential for bias that arises from arbitrarily selecting a single training and testing set [51].
To establish the values of H, it is considered that the SARIMAX models are suitable to obtain short-
range forecasts [50]. In total, three configurations n;,,;,, — 1. are established: (i) The period of the
time series is taken as the value of H; (ii) the size of the test set is reduced to half the period value; and
(ii1) H is reduced to a quarter of the period value of the series.

2.3.3. Identification and fitting of the model.

The identification of the order of an initial model SARIMAX is performed using the normalized
values of the dengue incidence rate that belong to the training data set, and by applying the strategy
suggested by [50]:

e Step 1: The functions ndiffs and nsdiffs from the forecast package of the R software [44] are used
to determine the number of regular differences (d) and the number of seasonal differences (D) so
that the time series of the response variable is stationary.

e Step 2: The graphs of the autocorrelation function (ACF) and the partial autocorrelation function
(PACEF) of the response variable are made and examined:

— Use the ACF graph to determine the values of ¢ and Q: the number of consecutive significant
lags corresponds to the value of ¢ , and the number of consecutive significant lags each S
indicates the order Q.

— Use the PACF chart to determine the value of p and P: take p as the number of significant
consecutive lags and P as the number of consecutive significant lags significant every S lags.

Once the possible order of the SARIMAX model has been identified, we proceed to adjust it using the
Arima() function of the forecast [44] package.

2.3.4. Performance evaluation in the training set

A performance evaluation is used to establish the effectiveness of the model in forecasting future
values. One way to measure the efficiency is through computing the difference between the N actual
values y; and the predicted values J;, using various metrics. Among these metrics, the following stand
out [52]:

e Mean error (ME),

N
ME = % ;@i - 9. 24)
e Root Mean Square Error (RMSE),
1 & )
RMSE = J v ;@i -y (2.5)
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Mean Average Error (MAE),

1 N
MAE = — > [§; = yil. (2.6)

Mean absolute percentage error (MAPE),

N

1 i— i
MAPE = = > X2 100%. 2.7)
N 1 Yi
e Akaike Information Criterion (AIC),
N
AIC = In(6) + r— (2.8)
n
e Bayesian Information Criterion (BIC),
l
BIC = In(&?) + r" (2.9)
n

where 62 is the maximum likelihood estimate of o> (variance of model’s residuals) and r = p + g + 1
is the number of estimated parameters of the model.

Before calculating the metrics mentioned above, it is important to denormalize the forecasts ob-
tained for the dengue incidence rate using the min-max denormalization technique described in [48].
The denormalized forecasts are used together with the clean dengue incidence rate data to evaluate the
performance of the model. In this stage, the diagnosis of the model is also examined at a significance
level of 5%. The independence and normality of the residuals are determined using the Ljung-Box
test and the Anderson-Darling test, respectively [10,53]. Likewise, it is verified that the residuals are
centered at zero, by means of a T test.

In order to apply the previous tests, it is desirable that some assumptions are satisfied. However, in
[54], the authors demonstrated that linear time series models are robust to the violation of the normality
assumption when it comes to hypothesis testing and an estimation of the parameters, as long as the
outliers are treated correctly. Given that an adequate treatment is given to the outliers in the preliminary
analysis of the series and in the methodological process proposed in this article, then we give priority
to the compliance of independence and zero mean assumptions in the diagnosis of the residuals.

A model is considered valid if it presents the lowest value in most of the performance metrics,
and satisfies the greatest number of assumptions. However, if the model does not present a good
performance, then we proceed to adjust it again by sequentially increasing the values of p, g, P, and Q,
thereby leaving the initial values of d and D until there is an improvement in the performance of the
model. Finally, a set of candidate models is selected and these models are evaluated with the test data.

2.3.5. Forecasting and evaluation of performance with the test set

At this stage, three possible scenarios are considered by taking the availability the values of the
exogenous variables during the study period into account. Here, the main idea is to foresee what
impact they would have on the performance of the models and on decision making. Specifically, we
predict the dengue incidence rate in the test set for each of the following scenarios:
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e Scenario 1: When the values of the exogenous variables are known in advance.

e Scenario 2: When the values of the exogenous variables are not known, and it is decided to
forecast these using time series models as a stage prior to modeling the response variable.

e Scenario 3: When the values of the exogenous variables are not known, and it is decided to
use the average of the historical data. For this, the averages obtained for the exogenous variable
in each epidemiological period should be compared. If there is no significant difference between
them, then the average of the historical data of the series is taken as a representative value. If there
is a significant difference between the averages, then the averages of the periods to be forecast
must be considered as the values of the exogenous variables.

For each scenario, the test data is forecast using the candidate models, and performance metrics are
calculated as described in Subsection 2.3.4.

2.3.6. Model selection

Finally, for each scenario, the best model is chosen as the one that has presented the best values in
the performance metrics in both the training and test sets. In addition, the consistency of the results
obtained in the metrics for the two data sets is taken into account.

3. Results
The results obtained by applying the methodology described in Section 2 are presented below.

3.1. Preliminary analysis of the incidence rate of dengue in Cordoba, Colombia

After cleaning the series of the dengue incidence rate, we obtained a series with smoother peaks.
The Phillips-Perron (PP) and Kwiatkowski—Phillips—Schmidt—Shin (KPSS) stationarity tests show that
it is not stationary in the mean. Using the ndiffs function, we obtained that it is enough to differentiate
the time series once to make it stationary. This result is verified by applying the PP and KPSS tests,
at a significance level of 5%, to the differentiated series. We obtained the p-values of 0.01 and 0.1,
respectively. Subsequently, the existence of a linear relationship between the dengue incidence rate, the
relative humidity, and the precipitation variables was determined using the cross-correlation coefficient
and its respective significance at 5%. Table 2 shows the results of the cross-correlation coefficients
between the variable of interest and the exogenous variables, where significant lags are in bold.

It is observed that the cross correlation between each of the exogenous variables and the incidence
rate has a high and significant coefficient at a lag of 0, which means that the dengue incidence rate per
period either increases or decreases simultaneously with the precipitation and humidity. Additionally,
it is obtained that lags 1, 12, and 13 of the cross correlation of each of the exogenous variables and the
incidence rate are positive and significant. This means that when the relative humidity or precipitation
increases in an epidemiological period, the incidence rate of dengue will increase one, twelve, or
thirteen periods later. For example, if the relative humidity increases in the fourth period, then the
incidence rate of dengue is expected to increase in the fifth period. This is contrary to what happens in
lags 6 to 8, where the incidence rate will decrease by 6 or 8 more periods.

The significant cross-correlations identified in this study support the fact that the increase in dengue
cases is associated with rainy periods. A seasonal behavior is identified, where the persistence of
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dengue cases occurs approximately between periods 5 and 10, which correspond to the months of
rainy seasons and a high relative humidity in the department of Cérdoba. In addition, a sustained
increase is highlighted in the number of cases in weeks 10 and 11, that is, mid-September and the
entire month of October. (see Figure 3).

Table 2. Cross-correlation coefficients between the dengue incidence rate and the climate
variables: Relative humidity and precipitation. Values in bold indicate that the estimated
coeflicient is statistically significant at the 5% level.

Lag Humidity Precipitation
0 0.306 0.300
1 0.224 0.237
2 0.084 0.111
3 0.061 0.006
4 0.072 -0.040
5 -0.093 -0.192
6 -0.212 -0.250
7 -0.308 -0.259
8 -0.345 -0.200
9 -0.296 -0.068
10 -0.172 0.031
11 0.030 0.163
12 0.165 0.223
13 0.228 0.199

3.2. Cross-validation

To determine the configuration of the two sets (training and test), we consider the fact that an epi-
demiological year contains 13 epidemiological periods. Therefore, the maximum number of epidemi-
ological periods will initially be considered as the forecasting horizon, that is, H = 13. Additionally,
in order to examine the performance of the model in low range time horizons, this value was halved,
alongside considering the horizons H = 6 and H = 3 per epidemiological methods. This lead us to the
evaluation of three configurations of sizes for the training set-test set (1;,4in — Hesr): 182-13, 189-6, and
192-3.

3.3. SARIMAX model identification and fitting

For the three training sets size n;;, = {182,189, 192}, it is found that the normalized dengue inci-
dence rate time series become stationary when they are differentiated regularly once. Furthermore, it
is not necessary to make differences for the seasonal part. Therefore, we assume the orders d = 1 and
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Figure 3. Box plot of the dengue incidence rate per 100,000 inhabitants in the department of
Cérdoba, Colombia by epidemiological period.

D = 0 for the SARIMAX model. In addition, we have that S = 13, which corresponds to the number

of epidemiological periods per year.

The ACF and PACF graphs of the first training data set is shown in Figure 4. All the three configu-
rations share the same pattern in the ACF and PACF. This entails that the same initial model is selected
for each configuration, as follows: a first significant lag in the PACF, which indicates that p = 1 in the
non-seasonal part, and no significant lag in the seasonal part, which indicates that P = 0. With regard
to the ACEF, a first significant lag is found, which leads to the value of ¢ = 1 and the 13th significant
lag for a seasonal MA(1) (i.e., O = 1). Therefore, the initial model in all three configurations is a

SARIMAX(1,1,1)(0,0, 1)13).
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Figure 4. ACF and PACF of the differentiated dengue incidence rate (d = 1), for the 182-13

configuration.
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3.4. Performance evaluation with the training set

Starting from the initial model determined in the previous stage, for each of the three training sets,
different models were fitted by gradually varying the values of p, g, P, and Q until no significant gain
was obtained for the performance metrics. Table 3 contains the fitted models with their respective
performance evaluations and the p-value associated with the Ljung-Box test for the first configuration
182-13. It is observed that of the six fitted models, the SARIMAX (1,1, 1)(0, 0, 1);3; model is the
one with the largest number of good results for the proposed metrics. In addition, it is found that the
residuals of all the models satisfy the assumption of independence, since we obtain a p-value >0.05 in
the Ljung-Box test, and they are centered at zero (since in all the T tests a p-value<0.05 was obtained).
Although no set of residuals is found to satisfy the normality assumption, the models can still be used to
forecast, as established in [54]. On the other hand, the adjusted models for the 189-6 configuration are
presented in Table 4. It is observed that for this training set, the model SARIMAX (4, 1,3)(1, 0, 2)13
is the one that presents the best results for the proposed metrics. Similar to the previous configuration,
it is verified that all the residuals of the models satisfy only the assumptions of independence and a
zero mean. Finally, for the last configuration, most of the models are different from those adjusted in
the previous configurations (see Table 5). In this case, the model SARIMAX (4, 1, 3)(1, 0, 3)[13) is the
one that has the largest number of lowest values for the proposed metrics. In this case, we found that
the residuals of the models satisfy the diagnostic tests of independence and center at zero.

Table 3. Performance statistics of the fitted models for the training data set of the 182-13
configuration, and the corresponding p-value of the Ljung-Box test applied to the residuals of
each model. The values in bold correspond to the best results obtained for each performance
metric and the highest p-value obtained in the independence test.

Model ME RMSE MAE MAPE AIC BIC Ljung-Box
SARIMAX(1,1,1)(0,0,1);3; 0 1926  1.263 29937 764.682 783.873  0.589
SARIMAX(2,1,1)(1,0, 1) -0.0023 1.924 1.276 30.354 768.183 793.771 0.422
SARIMAX(3,1,2)(0,0,2);3 -0.0059 1.886 1.279 30.366 766.405 798.390 0.513
SARIMAX(4,1,3)(1,0,2)13 0.139 1.842  1.271  29.621 766.037 807.617  0.421
SARIMAX(3,1,4)(1,0,2);13 0.159 1.873 1286 29915 770.597 812.178  0.309
SARIMAX(4,1,3)(0,0,2)43 0.143 1.827 1268 30.196 762.946 801.328 0.246

3.5. Forecasting and evaluation of performance with the test set

The models selected in the previous stage for each configuration are used to predict values of the
dengue incidence rate and for the respective size of the test set. The values of the exogenous variables
were included in the SARIMAX models to calculate the forecasts of the test sets, under the three
scenarios previously defined in the methodology.

e Scenario 1: The normalized values of precipitation and relative humidity corresponding to the
last n,.; = {3, 6, 13} epidemiological periods of the database are considered.

e Scenario 2: Using their respective normalized training data, a SARIMA model is fitted for
each exogenous variable, and the n,, = {3,6,13} values are predicted for the precipitation
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Table 4. Performance statistics of the fitted models for the training data set of the 189-6
configuration, and the corresponding p-value of the Ljung-Box test applied to the residuals of
each model. The values in bold correspond to the best results obtained for each performance
metric and the highest p-value obtained in the independence test.

Model ME RMSE MAE MAPE AIC BIC Ljung-Box
SARIMAX(1,1,1)(0,0,1)y3 0.0378  1.922  1.261 29.782 792.685 812.103 0.603
SARIMAX(1,1,1)(0,0,3)3; 0.0324 1917 1.265 29.999 795921 821.813 0.547
SARIMAX(3,1,2)(0,0,2)13  0.0314 1901 1.254 30.122 796.909 829.273 0.482
SARIMAX(4,1,3)(1,0,2)53;  0.158 1.824  1.245 29.362 790.496 832.570 0.362
SARIMAX(3,1,4)(1,0,2)3;  0.149 1.830 1.260 29.553 791.430 833.503 0.418
SARIMAX(4,1,3)(1,0,3)3  0.153 1.802 1.259 29.504 793.658 838.968 0.294

Table 5. Performance statistics of the fitted models for the training data set of the 192-3
configuration, and the corresponding p-value of the Ljung-Box test applied to the residuals of
each model. The values in bold correspond to the best results obtained for each performance
metric and the highest p-value obtained in the independence test.

Model ME RMSE MAE MAPE AIC BIC Ljung-Box
SARIMAX(1,1,1)(0,0, )15 0.0847 1.966 1304 30.188 813.887 833.400 0.428
SARIMAX(1,1,1)(1,0,1);13;  0.0641 1.930 1.290 29.711 811.207 833.973 0.331
SARIMAX(1,1,1)(1,0,2)13 0.0668 1.926 1.290 29.771 812.403 838.421 0.384
SARIMAX(1,1,1)(0,0,3)3 0.0799 1961 1310 30.463 817.152 843.171 0.351
SARIMAX(1,1,1)(1,0,3)3 0.0667 1904 1.269 29.147 811.564 840.835 0.445
SARIMAX(#4,1,3)(1,0, )13 0.159 1.855 1.263 28.869 §812.282 857.814 0.173

and relative humidity. Thus, the fitted models were SARIMA (1,0, 3)(1, 1,2)[;3; and SARIMA
(0,0, 1)(2,1,2)[13 for the humidity and precipitation variables, respectively.

e Scenario 3: Figure 2 shows that the precipitation and relative humidity are not constant in the 13
periods. Therefore, it is necessary to use the training data of the exogenous variables to determine
the average precipitation and the average relative humidity of each of the epidemiological periods
considered in the test data.

Once the forecasts obtained for each combination of test set and scenario have been denormalized, the
performance metrics proposed in Subsection 2.3.4 are calculated.

3.6. Model selection

The models selected in the previous stage for each configuration are used to forecast their respective
forecast horizons under the considerations of each scenario. At the end, nine models are adjusted (3
scenarios for each of the 3 configurations). Table 6 contains the selected SARIMAX models for each
combination of test set size H = {3, 6, 13} (which is equivalent to the forecast horizon) and scenario
related to the exogenous variables in the model, as well as the values of the performance metrics
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obtained for each test data set of the dengue incidence rate. The best model is chosen as the one that
presents the lowest in the performance metrics.

Table 6 shows that the order of the SARIMAX model varies according to the forecast horizon
(H). In general, it is observed that the values of the performance metrics improve as the horizon
decreases (as it is common in this type of studies). The obtained forecasts are more accurate for
three epidemiological periods, which is equivalent to 12 weeks. On the other hand, regardless of the
test set, the use of predicted values for the precipitation and relative humidity variables improves the
performance of the SARIMAX model in the test set with respect to the other two scenarios considered.
This is a relevant result of this article.

Based on the results, the best model is the SARIMAX(4, 1, 3)(1, 0, 1)13) under the 192-3 configura-
tion and Scenario 2, where its mathematical formulation can be obtained from Eq (2.3) as follows:

(1-¢\B—¢2B>—$3B> =4 B)(1 - @ B7)z,=(1+6,B+6,B>+ 03 B°)(1 + 0O B")a, + B1 Xnorm,, +BoXNorms,

3.1
where z; = Ynorm, —Ynorm,, denotes the normalized differentiated series regularized once, and Xy,,,,, and
XNorm,, denote the normalized values of the relative humidity and precipitation at time ¢, respectively.
The general expression to obtain the forecasting of the normalized dengue incidence rate (Ynopm,), 18
obtained by the product of the autoregressive polynomials and the moving averages in Eq (3.1), thereby
applying the lag operator and solving for the variable yy,,,. Thus, one obtains the following adjusted
model:

INorm, =012-1 + D222 + G323 + PaZs—a + P1Z-13 — O1 D121 — P2 D 12215 — P3P 12116 — PaD1Z-17
(3.2)

+ 011 +b0re,r + b6, 3+ 0113+ 60,0164 + 6,016,_15 + 030,€,_16

+ IBIXNorm“ + ﬁZXNorm2, + yNorm,_1

where e, denotes the i—th residual and the parameter estimates are shown in Table 7 (which are all
significant at the 5% level). It is important to keep in mind that to obtain the forecasts in the SARIMAX
models, it is assumed that er,, = 0;h = 1,...; H [50]. In addition, since the variable was normalized,
then it is necessary to apply the following equation to obtain the estimate of the dengue incidence rate
3):

Vi = )’}Norm, * (Vmax = Ymin) + Ymin-

In order to illustrate the use of the model, suppose that it was trained with the first 192 observations,
and it is of interest to forecast the number of dengue cases at time t = 193 (which corresponds to
period 11 of the year 2021). To do this, the normalized series of the incidence rate is first differentiated
once; then, from the resulting series, one selects the following positions: z,_; = zy9p = 0.2353,z,, =
2191 = 0.07846,Z;_3 = Z190 = 0.09515,Zl_4 = Z189 = 0.1235,&_13 = Z180 = 0.006756,Z1—14 =279 =
0.04054, Z—-15 = 2178 = —0.003378,2,_16 = 2177 = —0.05405, and Z—-17 = 2176 = 0.02027. In addition,
suppose that one obtains the following residuals in the estimation process of the model: e,_; = e19; =
01172, €191 = —0.6105,6190 = —0.2910,6180 = —03557, €179 = —0.3447,6178 = —03982, and €177 =
—0.4284. Moreover, it is known that yyo.m,, = 0.6657, and also assume that the normalized real
humidity and precipitation have been forecast for + = 193 as follows: Xyopm, = 0.5776 'y Xnorm,, =
0.4797, respectively.
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Table 6. Performance statistics of the selected model for each of the test data sets 7 =
{3, 6, 13}, under the conditions of each of the three prescriptive scenarios considered.

H Scenario Model ME RMSE MAE MAPE AIC BIC
1 SARIMAX(1,1,1)(0,0, )13 7.246  10.489 7.832 58.752 122.000 128.780
13 2 SARIMAX(1,1,1)(0,0, )13 7.416  10.521 7.816 56.677 124.080 131.424
3 SARIMAX(1,1,1)(0,0, )3 7.460 10.560 7.849 56.817 124.175 131.520
1 SARIMAX(4,1,3)(1,0,2)13 8.021  8.667  8.021 41.168 54.941  53.692
6 2 SARIMAX(4,1,3)(1,0,2);13; 7.827 8.561  7.827 39.776 54.794  53.545
3 SARIMAX(4,1,3)(1,0,2)13 7.894 8596  7.894 40.267 54.843  53.593
1 SARIMAX(4,1,3)(1,0, )3 -2.285 2395  2.285 11.023 41.754  29.135
3 2 SARIMAX(4,1,3)(1,0, )13 -2.274 2386  2.274 10972 41.732  29.113
3 SARIMAX(4,1,3)(1,0, )13 -2.372 2.496  2.372 11.448 42.002 29.382

Table 7. Estimation of the parameters of the best model SARIMAX(4, 1, 3)(1, 0, 1)13), with

their respective standard errors.

Parameter Estimation  s.e.

arl(¢;) -0.896 0.0790
ar2(¢>) -0.249 0.0793
ar3(¢3) -0.433 0.0783
ar4(¢4) 0.742 0.0764
mal(6;) 0.443 0.0431
ma2(6,) 0.365 0.0257
ma3(6;) 0.172 0.0405
sarl(®) -0.644 0.0636
smal(0) 0.643 0.0504
Relative humidity (8;) 0.695 0.0104
Precipitation(8;) 0.980 0.0801

Then, by replacing these values in Eq (3.2), one obtains that Yy,m,,, = 0.6663. Thus, we can
compute the expected incidence rate of dengue in Cordoba per 100,000 inhabitants for the 11th period

of the year 2021:

9 = 0.6663 = (32624.82 — 494.32) + 494.32 = 21903.2338.

Notice that once the forecast of the dengue incidence rate is computed, the estimate of dengue
cases can be obtained. It is enough to solve for the variable Cases period in Eq (2.1), and replace the
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respective values of the population size and the predicted rate. For our particular example, it is known
that the size of the estimated population is Njg3 = 1, 864,336. Thus, the total number of dengue cases
reported for the 11th period of the year 2021 is given by the following

NCasosig3 = 21903.2338 x 1, 864,336/100, 000 ~ 408.

Additionally, the prediction intervals are obtained following the Bootstrap scheme proposed by [50].
In Figure 5, these intervals can be seen for periods 11, 12, and 13 of the year 2021, under Scenario 2,
and the adjusted model given by Eq (3.2).

800
700
600
500

400 I
300
200

100
0

Total dengue cases predicted

11 12 13
Epidemiological period of the year 2021

Figure 5. Prediction intervals of total dengue cases for the epidemiological periods
{11, 12, 13} of the year 2021, using the best model SARIMAX(4, 1, 3)(1, 0, 1)[13 of scenario
2 and the 192-3 configuration. The red dot in each interval denotes the actual number of
reported dengue cases.

4. Discussion and conclusions

In this work, we proposed a methodological framework to forecast the incidence rate of dengue
in the department of Cordoba, Colombia. The appropriate forecast horizon is determined between
H = {3, 6, 13} for the incidence rate of dengue by adjusting and evaluating various SARIMAX models
for each data configuration determined in the cross-validation stage.

The use of the SARIMAX model to forecast the incidence rate of dengue requires us to not only
consider the historical data of this rate, but the values that the exogenous variables will take in the
different periods of the forecast. Thus, in this work, we investigated the impact that the values assumed
for the exogenous variables have on the performance of a SARIMAX model. It was found that the use
of real values of the exogenous variables led to better results in the performance metrics of the adjusted
SARIMAX models, regardless of the size of the forecast horizon. However, in practice, usually the
future real values of the exogenous variables are unknown before the forecast. Thus, we considered
two options to estimate the exogenous values from the available historical information. We found
that when the time series models were correctly adjusted for the relative humidity and precipitation
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variables, and the predicted values (of the exogenous variables) were used as inputs to the SARIMAX
model, then better results were obtained compared to when the averages of the historical values of the
exogenous variables were taken as the input variables. The results show the following: (i) the values of
the performance metrics of the models of configurations 189-6 and 192-3 turned out to be consistent,
when evaluating them for both training and test sets; and (ii) the residuals of all fitted models satisfied
the test of independence and a zero mean. The results of this research are in accordance with what
was found in [55]. These results indicate that among the arbovirus prediction models published in
the literature, stochastic models, such as SARIMAX, are suitable tools for capturing trends, seasonal
changes and random distortions in historical series. Likewise, it is shown that the use of climate
variables was essential to obtain a numerical prediction of dengue cases with a greater accuracy.

Regarding the climate variables, it was identified that the relative humidity and precipitation had
significant effects on the incidence rate of dengue in the department of Cérdoba, Colombia. The results
of this paper support the findings presented in [56], which show that there is a high and significant
correlation between dengue cases, precipitation, and relative humidity. This can be explained because
the Aedes aegypti mosquito lays its eggs in clean water, such as rainwater, and precipitation and the
relative humidity are vital for the survival of the mosquito, in the juvenile and adult stages, respectively.
Furthermore, the department of Cérdoba has favorable environments for the presence of the Aedes
aegypti mosquito: most of its territory is in the tropical rainy zone, which has an average annual
precipitation of 1262 mm, an average temperature of 27.8°C, and a relative humidity between 76 and
82%.

The dynamics of the disease from 2007 to 2021 showed that despite the actions carried out by the
Departmental Health Secretary of Cordoba, there was a significant increase in dengue cases in the
department in these periods. This means that surveillance and prevention actions should be improved.
To do this, departmental health institutions could rely on research carried out by research institutions
such as universities. Specifically, with the results of this research, the epidemiological behavior of the
disease can be known and the total number of dengue cases can be predicted with a high precision in
at least 3 epidemiological periods, that is, in 12 calendar weeks. For example, if it is assumed that we
only have access to information from the period 2007-01 to 2021-10, and we are interested in knowing
the total number of dengue cases for the remainder of the year 2021, then the best adjusted model
for Scenario 2 could be used with the 192 training data to predict the incidence rates of dengue in
the epidemiological periods 11,12,13 of the year 2021 and the total number of dengue cases for those
periods. Figure 5 shows the prediction intervals obtained for the periods 11,12 and 13 of the year 2021.
It is observed that all the intervals contained the real value, which shows that the model provides timely
and reliable information for decision making, and could help establish the necessary policies to prepare
for future dengue cases in advance.

It is important to remark that for this model to remain updated, it is necessary to have timely access
to information on dengue cases, population size, and exogenous variables, which could be achieved
with the support of government entities. Furthermore, the following is of interest: (i) to examine the
effect that other climate variables, such as temperature, might have, of which it is known that the range
18°C to 31°C is optimal for mosquito incubation and survival, while the average temperature has a
minor effect on dengue transmission in tropical countries because they have relatively constant tem-
peratures [56]; (ii) propose new studies that model dengue cases at the level of municipalities in the
department of Cérdoba, thereby considering variables such as the number of prevention campaigns,
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socioeconomic variables, and population size, among others; and (iii) consider hybrid or artificial neu-
ral network models, which have proven to have good performances [26]. The execution of these new
investigations is subject to the availability of the information. Similar to other works, the methodology
presented in this work has limitations. Some of these limitations are highly related to the availability of
data. However, there are contributions that help to get a better insight into the topic. Finally, as future
work of this research, we propose a methodology to identify and estimate the model parameters through
the use of metaheuristics, such that these processes can be simplified so that any non-statistician can
make use of the model.
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