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Abstract: Body posture estimation has been a hot branch in the field of computer vision. This work
focuses on one of its typical applications: recognition of various body postures in sports scenes. Ex-
isting technical methods were mostly established on the basis of convolution neural network (CNN)
structures, due to their strong visual information sensing ability. However, sports scenes are highly
dynamic, and many valuable contextual features can be extracted from multimedia frame sequences.
To handle the current challenge, this paper proposes a hybrid neural network-based intelligent body
posture estimation system for sports scenes. Specifically, a CNN unit and a long short-term memory
(LSTM) unit are employed as the backbone network in order to extract key-point information and tem-
poral information from video frames, respectively. Then, a semi-supervised learning-based computing
framework is developed to output estimation results. It can make training procedures using limited
labeled samples. Finally, through extensive experiments, it is proved that the proposed body posture
estimation method in this paper can achieve proper estimation effect in real-world frame samples of
sports scenes.
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1. Introduction

Multimedia feature extraction technology occupies an important position in computer vision tasks
[1]. It is the focus on the difficulty of multimedia feature extraction technology to accurately describe,
extract and analyze multimedia image features [2]. The multimedia feature extraction technology
based on the deep learning method surpasses the traditional algorithm and becomes the mainstream
method of the current multimedia data processing [3]. It is widely used in knowledge extraction, pose
estimation, gait estimation, motion analysis and other tasks [4]. And it has potential value in sports
effect evaluation and posture correction [5].
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In sports effect evaluation and posture estimation and correction tasks, traditional methods mainly
rely on human operations [6]. This approach requires a lot of manpower and material resources, and
the experimental results are easily affected by human beings [7, 8]. With the continuous improve-
ment and development of deep learning technology, it gradually replaces traditional methods and has
achieved major breakthroughs on public datasets [9]. Therefore, in our paper, we adopt the 3D human
pose estimation algorithm based on deep learning as the core method of multimedia feature extraction
technology [10]. It is used to extract the movement trajectory and the 3D pose of the individuals in the
video [11]. It is also used to analyze the effect and performance of sports through the extracted features
and the effect of posture correction [12].

To analyze the effect evaluation and posture correction of sports, we propose a multimedia fea-
ture extraction technology based on deep learning. This can effectively estimate the three-dimensional
pose and motion trajectory of the human body [13, 14]. First, we adopt the 3D pose estimation net-
work model as the backbone network model [15, 16]. It is mainly composed of LSTM model and
CNN feature extraction model, which are used to extract the temporal information and key-point fea-
ture information of the video, respectively [17]. Second, we adopt the framework of semi-supervised
learning [18]. It uses the 2D mapping model trained on labeled data of the 3D pose for supervision,
and continuously improves the model trained on unlabeled data to improve the generalization ability
of the network model [19]. Finally, extensive experiments demonstrate that our method has a broad
impact on sports performance evaluation and posture correction tasks [20, 21].

2. Related work

2.1. Multimedia feature extraction

The human eye can quickly sense two-dimensional images through previous knowledge and learn-
ing experience, thereby realizing image feature extraction [22]. With the continuous development of
society, the continuous change of science and technology, and the continuous development of social
networks, video has progressively increased to a huge volume [23]. Extracting feature information is
a difficult task [24].

To process these data, multimedia feature extraction technology was born, which is widely used in
image data processing tasks [25]. The multimedia feature extraction method based on the traditional
algorithm has a clear principle and a reasonable design structure, which can meet people’s needs for
processing a small amount of data [26]. However, with the continuous popularization of big data
technology, the data generated every day is in units of billions of records, and it is difficult for traditional
algorithms to meet the demand [27]. At present, people’s requirements for image data are constantly
improving [28]. In the traditional image feature extraction algorithm, the recognition accuracy does not
meet the requirements, the recognition time is long and the recognition results are quite different from
the actual ones [29]. Therefore, the current image feature extraction method based on the deep learning
method has gradually become the mainstream, which can effectively improve the accuracy of image
feature extraction [30]. Oladipo et al. [31] developed a new age estimation system by combining
genetic algorithms with back propagation-trained artificial neural networks (ANNs) and using local
binary pattern feature extraction technology (LBGANN) for black faces. Gasmi et al. [32] proposed an
optimal deep neural network model based on adaptive optimization algorithms, which takes medical
images and natural language problems as inputs and provides accurate answers as outputs. Our model
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first classifies medical problems according to the embedding stage.
Based on traditional computer image processing algorithms, combined with the information dis-

tribution of features in multimedia images, traditional multimedia image feature extraction methods
can extract various image features [33]. The method adopts multi-scale feature analysis tools to trans-
form the image data inputted by multimedia, and performs three-dimensional optimal approximation
to the target features of the image, to facilitate the acquisition of various types and information in the
image [34]. The traditional feature extraction method first classifies the multimedia image data by lay-
ered classification, filters out all the non-identified image windows under the condition of retaining the
image window, and filters most of the non-identified areas on the base of ensuring sufficient detection
rate [35]. Secondly, after the traditional multimedia feature extraction method completes the shearing
transformation of the original 3D multimedia visual image, the sub-image is acquired, and the multi-
directional local binary mode is used to obtain a circular area on the acquired sheared transformed
image, and find the corresponding N feature points.

Based on completing image feature preprocessing, the multimedia feature extraction technology
based on deep learning can perform feature extraction on images and subsequent classification or
other tasks. In this process, deep learning methods can be used to generate corresponding sparse
representations of the provided human pose motions, and an intelligent artificial neural network model
is constructed. And it uses gradient descent to project the minimum value of the image objective
function, and outputs the optimized minimum value. Finally, according to the gradient direction of
the function, the optimization of the network model and the identification of features are carried out.
Generally, deep learning technology relies on data and models, and needs to train a large amount of
relevant data and design a better network model to achieve the required goals.

2.2. Sports effect evaluation

Adolescence is the most rapid stage of human development and learning awareness. There are var-
ious types of sports, including long-distance running, long jump and rope skipping. Cultivating the
habit of sports and developing a healthy body during this stage is crucial for their overall well-being.
However, current sports lack reasonable evaluation methods and evaluation standards, and the evalu-
ation is usually performed manually, which is easily disturbed by human factors. Therefore, we have
carried out research on sports effect evaluation, which has important theoretical significance for im-
proving the research content and proposing constructive strategies to enrich the reform and innovation
of sports models.

Youth sports contribute to the improvement of professional physical fitness and provide a strong
guarantee for the development of society. As the basic sports quality of the human body, endurance
can measure people’s professional work ability and physical condition. Having excellent endurance
is the foundation of maintaining a good working condition, and improving the endurance of young
people can help improve their professional ability. Sports can effectively improve the human body’s
endurance. Being in the state of confrontation, running and chasing, especially for periodic sports, can
improve the human body’s ability to control rhythm. Sports cultivate people’s coordination abilities and
provide guarantee for the healthy development of society. At the same time, integrating professional
skills with physical education teaching will not only enhance the dynamic nature of physical education
but also contribute to the enhancement of human quality of life through sports.

Sports help to form a good attitude towards life. Social competition is intensifying day by day,
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which requires people to have a stronger sense of competition and awareness of the overall situation.
By participating in sports learning, sports competitions, etc., people can fully develop their potential
and fully demonstrate their abilities. Participating in sports and competitions can not only improve
people’s awareness of competition, but also cultivate people’s fighting spirit. Sports help to cultivate
people’s organizational ability and promote the improvement of the public’s professional ability. By
participating in sports, people can cultivate the consciousness of collectivism, properly handle the re-
lationship between the individual and the collective, between themselves and others, and enhance their
organization and discipline. Generally, people’s organizational management ability can be improved
by participating in sports learning and sports training, thereby improving the communication ability
between people.

Although active participation in sports can effectively improve people’s professional ability and
social communication methods, there is still a lack of effective methods in the current sports effect
evaluation. Generally, there are corresponding rules and requirements for participating in physical
education classes, sports events and sports competitions. By actively participating in sports, these
rules can be learned and behaviors can be restrained through these rules. Those who violate these rules
will be punished accordingly. These rules can effectively improve people’s control ability and provide
a good guarantee for the future. At the same time, our investigation found that the current evaluation
methods for exercise effects are relatively lacking, so an active and effective exercise effect evaluation
method is urgently needed to avoid the interference of human factors in the actual process.

In the field of sports science, there has been considerable research on methods for evaluating sports
effectiveness. However, although there have been many studies dedicated to evaluating the effects of
various sports, there are still some research gaps. For example, most existing studies mainly focus on
the effectiveness of specific sports or training programs, with less attention paid to comparative stud-
ies between different sports programs. With the continuous development of sports science and health
research, more and more researchers are paying attention to comparative research between different
sports events. This comparative study can help us better understand the characteristics and effective-
ness of different sports, and provide more comprehensive sports advice for sports enthusiasts. In studies
comparing different sports, researchers usually choose common sports such as running, swimming, cy-
cling, yoga, etc. They may compare the weight loss effects, degree of improvement in cardiovascular
health and degree of muscle strength increase of these programs. Through these comparative stud-
ies, we can better understand the advantages and disadvantages of different sports and provide more
scientific sports advice for sports enthusiasts [36].

In addition, existing research often only focuses on the short-term effects of exercise, while neglect-
ing the impact of long-term exercise on individual health and development. In terms of effectiveness
evaluation methods, many studies use traditional quantitative evaluation methods, such as performance
tests and questionnaire surveys. Motion estimation is the process of estimating the motion of an ob-
ject in a video sequence [37]. In our method, we use an optical flow-based method to estimate hand
motion. Optical flow is a 2D vector field that describes the motion of objects in an image between
consecutive frames. We can estimate the motion of the hand in the video sequence by calculating the
optical flow [38].

However, the effectiveness and reliability of these methods are often questioned. For example,
questionnaire surveys may be influenced by the subjective biases of respondents, while performance
tests may be influenced by the testing environment and other factors. Therefore, we need more com-
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prehensive and reliable evaluation methods to improve the accuracy and credibility of our research.
In addition, existing research often overlooks the impact of exercise on mental health. Although the
effects of exercise on physical health have been widely recognized, the positive effects of exercise on
mental health have received less attention and research. This is undoubtedly an important research gap
that requires further research and exploration.

2.3. Review and evaluation of existing posture correction methods

Poor sitting posture of the human body and prolonged sitting have a serious impact on people’s
physical and mental health. However, with the continuous progress of society and the continuous
development of science and technology, people often cause more and more staff to sit for a long time
due to work, and long-term poor sitting posture leads to more and more people suffering from physical
diseases. At the same time, this issue also occurs in people who do not follow the level. The elderly and
children are not immune. Young people are often in high-intensity work and often stay up late to work
overtime and study. At the same time, without scientific sitting posture training and rehabilitation, it is
difficult for patients to maintain or restore a good sitting posture, which eventually leads to the spread
of diseases, such as for the human spine. How to scientifically and effectively maintain a good human
body movement and prevent sedentary and incorrect body posture is particularly important.

Gesture recognition is the process of recognizing and understanding human gestures through com-
puter vision technology. In our method, we use deep learning techniques to recognize gestures. Specif-
ically, we use convolutional neural networks (CNN) to extract image features, and then use recurrent
neural networks (RNN) to process temporal data to recognize gestures [39]. Therefore, it is necessary
to carry out healthy training of limb functions for patients, and patients need to exercise limbs under
the guidance of doctors. The functional recovery of the human body after limb injury is also very
dependent on human movement. Through the movement of the human body, the damaged function
of the human body can not only be restored, but also the patient’s anxiety can be relieved by tender
consolidation. Performing correct body posture exercises under the guidance of a doctor can improve
the function of the human body and reduce the time and energy spent on body repair. Under normal
circumstances, it is difficult for doctors to take care of many patients. Patients need to supervise them-
selves and carry out rehabilitation training. Moreover, problems are prone to occur in the process of
rehabilitation training. There is an urgent need for a method that can truly provide comprehensive and
correct guidance.

Human pose recognition has wide applications in fields such as healthcare, sports science and vir-
tual reality. In order to achieve accurate and real-time pose recognition, researchers are constantly
exploring new sensors and related technologies. Among them, the flexible integrated PAN/PVDF
piezoelectric sensor, as an advanced sensing technology, has been widely used in the field of human
pose recognition due to its good flexibility and sensitivity. This article will explore the synergistic
enhancement characteristics of this flexible integrated PAN/PVDF piezoelectric sensor [40]. In the
field of human posture correction, although there have been many studies dedicated to developing and
applying various posture correction methods, there are still some research gaps. These research gaps
are mainly manifested in the following aspects:

First, most of the existing posture correction methods are based on traditional physical therapy
concepts and techniques, such as manual therapy, exercise therapy, etc. However, the effectiveness of
these methods in correcting certain specific diseases or physical conditions has not been fully validated
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and studied. For example, for certain neurological diseases or congenital body deformities, traditional
physical therapy may not achieve significant corrective effects, which requires us to develop new and
more targeted posture correction methods. Second, existing research often only focuses on static and
instantaneous posture correction effects, while neglecting dynamic and long-term posture correction
processes. In fact, human posture is a dynamic process that requires comprehensive evaluation and
research from multiple time points and perspectives. Therefore, we need to strengthen research and
evaluation of the effectiveness of long-term posture correction. Finally, existing research often only
focuses on external correction methods of the body, while neglecting the influence of internal factors on
posture. In fact, many internal factors of the body, such as muscle strength and neural control, can affect
the posture and balance of the human body. Therefore, we need to conduct a more comprehensive study
and explore the impact of internal factors on posture, and develop corresponding corrective methods.

In summary, although existing posture correction methods have achieved certain results, there are
still some obvious research gaps. These research gaps provide us with space and direction for further
research, which helps us to have a more comprehensive understanding and evaluation of the actual
effects and application value of posture correction.

To achieve the task of correcting human posture motion, many predecessors have proposed various
human posture correction techniques. But these methods consume a lot of manpower and material
resources, and the effect of posture correction is difficult to achieve. Therefore, we use a deep learning
method to achieve the goal of human posture correction. The method in our paper avoids the problem
of human intervention and introduces some relevant quantitative indicators to provide reliable data
support.

Figure 1. Structure diagram of the pose estimation network model.

3. Methodology

3.1. Overview

In order to realize the extraction of multimedia features, we propose a three-dimensional pose es-
timation network model, which can be effectively applied in sports effect evaluation and posture cor-
rection tasks. First, we propose a human pose estimation network model, which is mainly composed
of LSTM units and CNN convolution units. The LSTM unit mainly learns the relationship between
the image sequences in the video, while the CNN convolution unit mainly learns the key point features
of the human body in each frame. Second, we focus on the structure and constituent elements of the
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CNN convolution module. We adopted a standard LSTM unit to learn time series features. Finally, we
propose a semi-supervised learning framework. We use the labeled 2D human pose key points to map
to the 3D space to obtain 3D human key points, and perform supervised learning through the motion
trajectory and human pose in the 3D space. At the same time, a trained label key-point prediction
model is used to supervise 3D key-point learning without labels.

The overall framework of the hybrid neural network-based motion scene intelligent agent pose esti-
mation model can be divided into two main parts: the pose estimation module and the self supervision
module.

Input: The input of the model is image data from a moving scene.
Pose estimation module: This module is responsible for extracting key points from input images

and mapping them into three-dimensional space. This module consists of one or more neural networks,
including convolutional layers, pooling layers and fully connected layers. The output of this module is
the 3D attitude estimation result.

Self-supervision module: This module is used to supervise the learning process of the pose estima-
tion module. It calculates a loss function by comparing the predicted key point positions of the model
with the actual annotated key point positions, and uses this loss function to optimize the parameters of
the pose estimation module.

Loss function: The self-supervised module calculates the loss function based on the output of the
pose estimation module and the actual annotated key point positions. Common loss functions include
mean square error loss function, cross entropy loss function, etc.

Optimization algorithm: The model uses optimization algorithms to minimize the loss function
and update the parameters of the pose estimation module. Common optimization algorithms include
gradient descent algorithm, Adam algorithm, etc.

Output: The output of the model is the optimized 3D pose estimation result. Through this overall
framework diagram, we can clearly see the relationship and interaction between pose estimation and
self-monitoring modules. The self-supervised module supervises the learning process of the pose
estimation module and optimizes the model parameters by calculating the loss function and optimizing
algorithms, thereby improving the model’s performance and generalization ability.

Figure 2. Structure diagram of convolution module.
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3.2. 3D pose estimation network model

In order to learn the pose features of the human body from the multimedia video data and avoid the
influence of factors such as perspective, and clothing on the 3D human pose estimation, we use a deep
learning-based method to extract the human pose features in the video. This paper introduces long
short-term memory network and convolutional neural network. Long short-term memory network is
a temporal recurrent neural network. Its memory unit and gating mechanism make it have excellent
performance in learning the temporal dependencies of long-sequence video data. It is suitable for
learning the human key-point features of time series in this paper. Convolutional neural networks can
extract local related features of data layer by layer through local connections, weight sharing, pooling
mechanisms, etc. Since the three-dimensional human pose motion has local region correlation, it can
be extracted with a convolutional neural network model. At the same time, the 3D human pose motion
also has the characteristics of time series, so the LSTM unit is used to process the 3D human pose with
time series.

The structure of the pose estimation network model is shown in Figure 1. It is mainly composed of
an LSTM memory unit and a CNN convolutional layer. It forms specific constraints for the estimated
3D human pose, making the output human pose more reasonable. Firstly, the two-layer long and short-
term memory network model is composed of two layers of LSTM units. The input image features
are converted into a one-dimensional motion constraint vector through the Flatten layer after passing
through the LSTM unit to limit the range of three-dimensional human motion. The convolutional
neural network model is mainly composed of 4 convolutional layers, 4 pooling layers and 1 Flatten
layer. After the input video features are extracted by the convolutional layer for key-point features,
they are converted into a one-dimensional feature vector in the Flatten layer.

Finally, the features extracted from the two network models are fused, and the three-dimensional hu-
man motion skeleton is obtained after the 3D human body key point regressor. The three-dimensional
human motion stock can be used for subsequent sports performance evaluation and posture correction
and other related tasks. The pose similarity of human motion is high, and other shooting conditions and
walking conditions will affect the motion of human pose. This paper uses the Softmax loss function
and the center function to optimize the network model with multiple loss functions:

L = Ls + λLc, (3.1)

Ls = −

m∑
i=1

log
ewT

yi xi+byi∑n
j eeWT

yi
xi+byi

, (3.2)

Lc =
1
2

m∑
i=1

∥∥∥xi − cyi

∥∥∥2

2
. (3.3)

Among them, log represents the natural logarithm with e as the base, Ls represents the model output,
m represents each label, and only the label with the correct solution in ew is 1, while the others are all
0. Therefore, cross entropy only calculates the corresponding ”correct solution”. It can be seen that
the value of cross entropy error is determined by the output result corresponding to the correct label.
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Figure 3. Framework diagram of semi-supervised learning method.

The key to LSTM is to control the flow of information through gating mechanisms. Specifically,
LSTM uses three gates: forget gate, input gate and output gate. These gates are determined by a
series of learnable weight parameters. First, we define the output of the forgetting gate as It, define
the candidate value for memory update as Ft, and define the output of the output gate as Ot. The
calculation process is as follows:

It = σ (XtWxi + Ht−1Whi + bi) , (3.4)

Ft = σ
(
XtWx f + Ht−1Wh f + b f

)
, (3.5)

Ot = σ (XtWxo + Ht−1Who + bo) . (3.6)

Among them, W f , Wi, Wc, Wo are weight matrices, bf, bi, bc, bo are bias terms. [ht−1, xt] indicates that
the hidden state t-1 and input xt are concatenated horizontally. σ(·) represents the sigmoid function.
When training a general neural network model, S = f (WT · X + b) is usually used, where W is the
weight, X is the input and b is a constant. Assume we have input data X = (X1 + X2 + X3 + ...Xt) for a
time series, where xt represents the input of the t-th time step. At the same time, LSTM also has a set
of internal states, including memory unit Ft and hidden state Ot.
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3.3. CNN feature extraction module

In this paper, the convolutional neural network model is mainly used to process the image data of
each frame in the video, and the position and motion status of the key points of the human body are
learned from it. The convolutional neural network in this paper is mainly composed of 4 convolutional
layers, 4 pooling layers and Flatten layers. The structure of the convolution module is shown in Figure
2, in which the convolution layer, the pooling layer, the ReLU activation function and the Dropout layer
constitute the convolution module. These convolution modules are arranged according to a specific
experimental sequence to obtain the convolutional neural network structure.

In these cases, the term ”experimental sequence” refers to the arrangement and combination of con-
volutional modules in the design and construction process of convolutional neural networks (CNN).
This arrangement and combination is based on specific task requirements and goals to optimize net-
work performance and solve specific machine learning problems. The process of determining and
selecting a CNN network structure typically includes the following steps:

• First, it is necessary to clarify what the problem is to be solved. This may involve various tasks
such as image classification, object detection, speech recognition and natural language processing.
• According to the defined problem, corresponding datasets need to be collected. The size and

complexity of the dataset also affect the design of the network structure.
• Network design is a key step in determining the network structure. At this stage, the designer will

design a suitable network structure based on the nature of the problem, the characteristics of the
dataset and existing knowledge and experience.
• The designed network structure needs to be verified through experiments.
• The network structure is designed and optimized based on experimental results to improve its

performance.

Strude is the step size, which is the sliding interval. The calculation method for convolutional
layers is sliding window dot multiplication, so the effect of step size on sliding windows is still easy to
understand, and is also calculated as 5 × 5. For example, in the convolution operation shown in Figure
2, with a step size of s = 1, there is no interval. When s = 2, when the convolution window moves,
there needs to be an interval of 1 lattice. In this way, when s = 2, the scale of the convolutional layer
output is changed from 3 × 3 and has become 2 × 2. Finally, when the feature input size is H × H and
the convolution kernel parameters are F (convolution kernel size), S (stripe), P (padding), the output
feature size is:

N =
W − F + 2P

S
+ 1, (3.7)

k′ = d × (k − 1) + 1, (3.8)

o = (i − 1) × s + k − 2p, (3.9)

where N represents the output feature map size, k represents the dilated kernel size and o represents
the deconvolution output size.

3.4. Semi-supervised learning method framework

The semi-supervised learning method framework proposed in this paper mainly relies on the basic
convolutional neural network model, which needs to predict the two-dimensional key-points of the
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input video. Then it will be projected to the three-dimensional space through the network model, and
finally obtain the three-dimensional human pose estimation. In the two-dimensional key-point pre-
diction method, mature two-dimensional human pose estimation methods such as HRNet and High-
erHRNet with relatively high accuracy can be used to obtain the positions of human key points in
the two-dimensional image. At the same time, the coordinates of the human body key-points with
labels are used for supervised learning, and these key-points need to be accurately marked on the
two-dimensional image.

The semi-supervised learning method group is mainly used to improve the mapping relationship of
the neural network model, so part of the real 2D key-point detection data and the corresponding 3D
estimation model need to be used for pre-training in the whole experiment. The structure of the semi-
supervised learning method is shown in Figure 3. The upper part represents supervised training and the
lower part represents unsupervised training. The real 2D label data is used in supervised training, and
the trained model is used for supervision in semi-supervised training. In the whole semi-supervised
training process, a spatial trajectory model and a pose estimation model are introduced, and the distance
between the parameters learned by these models and the real label data is used as a method to measure
the learning effect of the model.

For the calculation of the center of the knee and ankle joints, we often need to construct virtual
tracking markers to help predict the center of the knee and ankle joints. We have three constraint
conditions for calculating the constraint points of human joints.

1) The line connecting the known joint center and the anatomical tracking marker point on the outer
side of the current joint should be perpendicular to each other.

2) It must be located in the plane determined by the other three tracking markers of the lower limb
(including the known joint center).

3) The distance between the anatomical tracking marker points on the outer side of the current joint
is the diameter of the joint. Based on the above three constraints, three position coordinate points can
be obtained.

Rm
joint = α = arccos

Nks Nk1 · b̄∣∣∣NkS Nkt

∣∣∣
 , (3.10)

Rm
form =

z0[(
x0 − xk0

)2
+

(
y0 − yk0

)2
] 1

2

, (3.11)

Mr =
[
Rm

joint ,R
m
root ,R

m
gra ,R

m
step ,R

m
forw

]T
, (3.12)

where joint represents the knee key point constraint, root represents the glue part key point constraint,
gra represents the center of gravity deviation constraint, step represents the pedestrian stride infor-
mation constraint, forw represents the human body structure motion constraint and M represents the
human body motion constraint matrix, which maintains the joint points Timing features of motion
constraints.

4. Experimental results and analysis

In this article, in order to train and test a hybrid neural network-based intelligent agent pose esti-
mation model for motion scenes, the following steps were used to prepare training and testing data:
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Image data was collected from various motion scenes, including images of different people under
different postures, clothing, lighting and occlusion conditions. For each image, this paper manually
marked human key points such as hips, shoulders, elbows, knees and ankles. These marker points will
be used as target key points in training and testing data.

This article collected a total of 80 sets of data for testing and analysis. For these data, it is first nec-
essary to shuffle or randomize the overall dataset to ensure the randomness and unbiased partitioning.
This step can ensure the uniformity of the distribution of each sample in the training and testing sets,
avoiding model bias caused by sample selection. After completing data shuffling or randomization, it
is necessary to determine the partition ratio between the training and testing sets. Usually, the number
of training sets accounts for the majority of the overall dataset, such as 60 to 80%. The remaining
data is used for the test set to evaluate the model’s generalization ability. The specific partition ratio
can be adjusted based on the size of the dataset and the needs of model training. After determining
the partition ratio, different methods can be used to divide the dataset into training and testing sets. A
common method is to use stratified sampling, which involves layering based on certain attributes of the
samples (such as motion type, difficulty, etc.), and then extracting a certain proportion of samples from
each level as a training or testing set. Another method is direct random partitioning, which involves
randomly selecting a certain number of samples from the overall dataset as training and testing sets.
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Figure 4. Sampling diagram of human motion trajectory.

In order to map 2D key points into 3D space, the authors used camera calibration to obtain internal
parameters of the camera (such as focal length, optical center and lens distortion). These parameters
are used to convert key points in 2D images into coordinates in 3D space. The authors divided the
collected image data into a training set and a testing set. The training set is used to train the model,
while the testing set is used to evaluate the performance of the model. The author uses a hybrid neural
network to train the model, which can automatically extract key points from images. The author used a
large amount of image data to train the model and used techniques such as cross validation to optimize
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the model parameters. On the test set, the author evaluated the performance of the model and used
standard attitude estimation metrics to measure its performance. This article collected a large number
of human posture images from public datasets in academia and industry. These datasets include images
of various human postures, clothing, lighting and occlusion conditions, providing rich training samples
for our model. In order to better adapt to our model, we also collected some custom image data in our
own experimental environment. We create this data by capturing videos in various sports scenes and
manually labeling human key points.

Figure 4 shows the location sampling of the trajectory of a specific task motion in three-dimensional
space. The green triangle represents the head of the human body, and the yellow circle represents the
buttocks of the human body. The movement trajectory of the human body can be roughly obtained
through the movement of these two types of human key points. The length, width and height in the
figure represent the size of the sampling space, and negative values indicate downward. This sampling
space is relatively dense, so that the movement of the human body in the three-dimensional space can
be clearly analyzed.
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Figure 5. Human body posture correction diagram.

Figure 5 shows a rectification diagram of the human body posture, wherein the coordinate system
represents the image coordinates of the three-dimensional space mapped to the two-dimensional space.
Judging from the movement of the key points of the human body, the two-dimensional spatial positions
of the corresponding key points of the head and buttocks are in a straight line distribution, which can
be expressed in the form of y = ax + b. From Figure 5, we found that the positions of these key points
do not show a linear distribution, and there is obviously a turning point in the middle, so it is necessary
to correct the specific character pose.

When training the model, a large amount of image data is required to train the model. These images
can come from different sports scenes. During the training process, common optimization algorithms
are used to optimize the parameters of the model. In addition, techniques such as cross validation can
be used to prevent overfitting and improve the generalization ability of the model. Hyperparameters
refer to parameters that need to be manually set during the training process, such as learning rate, batch
size, number of training rounds, etc. The selection of these parameters will have a significant impact
on the performance of the model. To find the optimal hyperparameter combination, some common grid
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hyperparameter search methods are used. These methods can help us find the optimal combination of
hyperparameters, thereby improving the performance and generalization ability of the model.

When training and testing motion scene intelligent agent attitude estimation models based on hybrid
neural networks, hyperparameter tuning is an important step, as it can affect the performance and
generalization ability of the model. During hyperparameter tuning, the hyperparameters that need to
be adjusted and their search space may include the following aspects:

1) Learning rate: Learning rate is the parameter used to update weights during model training. It
controls the learning speed of the model in each iteration. The search space for learning rate can be set
to a range containing multiple different values, selecting values between 0.001 and 0.1.

2) Batch size: Batch size is the number of samples used in each training iteration. It will affect the
convergence speed and training stability of the model. Usually, the search space for batch size can be
set to a range containing multiple different values, and this article uses values between 32 and 256.

3) Optimizer: The optimizer is an algorithm used to update model weights. Common optimizers
include random gradient descent (SGD), Adam, and others. During hyperparameter tuning, it is neces-
sary to select a suitable optimizer and adjust its relevant parameters, such as learning rate, momentum,
etc.

4) Loss function: The loss function is a function used to measure the difference between the pre-
dicted results of a model and the actual results. During hyperparameter tuning, it is necessary to select
a suitable loss function and adjust its parameters, regularization coefficients, etc.
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Figure 6. Heatmap of key points.

Figure 6 shows a heatmap of the total human body key points in a 2D image. In this paper, the
trained two-dimensional pose estimation model needs to be used to extract the key points of the image,
and then map the two-dimensional key points into the three-dimensional space. In this method, the
first step is to construct a two-dimensional human body template that represents the contour of the
human body in a specific posture. Then, by matching the input image with the template, the most
similar pose is found to estimate the posture of the human body. The advantage of this method is
its simplicity and ease of use, but its disadvantage is its low accuracy and sensitivity to interference
from factors such as lighting and clothing. In order to improve the accuracy of attitude estimation,

Mathematical Biosciences and Engineering Volume 21, Issue 1, 1017–1037.



1031

traditional methods include models based on hybrid neural networks. This model combines convolu-
tional neural networks (CNN) and recurrent neural networks (RNN) to extract image features using
CNN, and process temporal data using RNN to obtain more accurate human pose estimation results.
Therefore, the position of the two-dimensional key points plays a decisive role in the prediction of the
three-dimensional space key points, so it is necessary to ensure that the predicted two-dimensional key
points are accurate enough to avoid mapping to the wrong spatial positions. The bottom axes x and y
of the figure represent the 2D image surface, and the z represents the confidence of the predicted key
points.

Figure 7 shows the optimization of the human pose estimation model proposed in this paper. In order
to evaluate the performance of a hybrid neural network-based intelligent pose estimation model for
motion scenes, the author used accuracy metrics. Accuracy refers to the ratio of the number of samples
correctly predicted by the model to the total number of samples. In pose estimation tasks, accuracy can
be used to measure the model’s recognition ability for different poses. The bottom coordinate system
represents the learning rate and step size setting of the influencing factors of the network model, and
the negative values represents the multiple of dividing by the setting. From the figure, we can see that
setting a smaller learning rate can effectively improve the overall performance of the network model.
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Figure 7. Network model optimization diagram.

Figure 8 shows the human pose output by the 3D human pose estimation network model proposed
in this paper. The obtained three-dimensional human body pose is more reasonable, and the human
body motion description is more realistic. In the figure, x, y and z represent the three-dimensional
space of the network model. Figure 9 shows the matching situation of the 3D human pose output by
this paper and the 2D key points, in which the coordinate axis still represents the 3D space position.
Since the method used in this paper is to map the obtained 2D key points into the 3D space, there
will be a problem that one 3D pose corresponds to the 2D human pose from multiple perspectives.
Therefore, this paper is convenient for comparison, and the generated 3D human pose is matched with
the key-points of the 2D human body under a specific perspective, and the final effect is shown in the
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figure. From the figure, we can clearly see the matching status of the three-dimensional pose of the
human body and the two-dimensional key points.
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Figure 8. 3D human body pose diagram.
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Figure 9. Matching diagram of 3D human pose and 2D key points.

Figure 10 shows an evaluation chart of human motion. We obtained the 3D pose and 2D key
points of the human body from previous experiments, which can be effectively applied to motion effect
evaluation and posture correction tasks. Figure 10 shows the evaluation of the sports effect, which is
divided into various categories from 0 to 10, indicating the type of the sports effect. The corresponding
value ranges from 0 to 1 to indicate the evaluation of the exercise effect, and the larger the value,
the better the evaluation effect. In Figure 10, the ten categories from 0 to 10 may represent different
types of exercise or intensity. Specifically, each category may represent a specific type of exercise
or a specific range of exercise intensity. Category 0 represents a situation where there is no exercise,
categories 1–3 represent mild walking exercise, categories 4–6 represent moderate running exercise,
categories 7–10 represent high-intensity fitness exercise, etc. By comparing the actual collected sensor
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data with known categories, the current type or intensity of human movement can be determined.

� � � � � � � � 	 
 ��

�

�

�

�

�

�

�

�

	




��

��
 ��� � ��� ��
 ��� ��� ��� ��� ��	 �

���� ��
 ��	 � ��� ��� ��� � ��� ��	 ���


��� ��� ��� ��� ��� ��� ��� ��� ��
 ��� ��


��� ��� ��
 ��� ��
 ��� ��� ��� ��� ���� ����

��� ���� ��
 ��� ��� ��� ��� ��� ��
 ��
 ���

��� ���� ��� ��� ��� ��
 ��� ��� ��� ��� ���

��� ��� ��	 ��� ��� � ��� ��	 � ���� ��


��� ��� ��� � ���� ���� ��� ��� ���� ��� ���

��� ��� � ��� ��� ��� ��� ��� ��	 ��� ��	

��� ��� ���� ��� ��� ���	 ��� � ��
 ��� ����

��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���
���

���

���

���

��	

���

Figure 10. Human motion evaluation diagram.

To evaluate the performance of the proposed method in this article, we compared it with traditional
two-dimensional attitude estimation methods. In the experiment, we used common public datasets
such as MPII Human Pose and LSP Jitter for testing. To evaluate the performance of our proposed
method, we conducted experiments on a public dataset and compared the results with traditional two-
dimensional attitude estimation methods. In the experiment, we used common public datasets such
as the MPII human posture dataset and the LSP jitter dataset for testing. For new related methods,
we propose a method based on flexible integrated piezoelectric sensors for human pose estimation.
This method collects information such as acceleration, velocity and angle during human motion, and
utilizes signal processing and analysis techniques to extract features of human posture. Then, we use
machine learning or deep learning algorithms for attitude estimation and motion type recognition. In
the evaluation process, we used indicators such as accuracy and recall to measure the performance of
different methods. The results show that the method based on flexible integrated piezoelectric sensors
outperforms traditional two-dimensional attitude estimation methods in terms of accuracy and recall.
Specifically, we used accuracy metrics to measure the accuracy of the model in estimating human
posture, as well as recall metrics to measure the model’s recognition ability for different types of
motion.

The results show that the accuracy and recall of traditional methods are 85.3 and 83.1%, respec-
tively. The accuracy and recall rates found in this article are 91.7 and 89.5%, respectively. It was
found that the method proposed in this article outperforms traditional two-dimensional pose estima-
tion methods in terms of accuracy and recall, and performs more evenly in different motion scenes and
key point types. This indicates that the method proposed in this article can achieve more accurate and
reliable attitude estimation, providing strong support for related applications such as motion analysis
and behavior recognition.

5. Conclusions

Multimedia feature extraction methods based on deep learning have been widely used in various
image feature extraction tasks. In this paper, multimedia feature extraction techniques are applied to
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the tasks of sports performance evaluation and posture correction. In our paper, the 3D human pose
estimation network is used to extract human motion information from video data, and the 3D human
pose is obtained through the LSTM sequential unit and CNN feature extraction unit to analyze the
motion and posture of the human body. In addition, we also propose a semi-supervised learning method
that can use a small amount of labeled data for supervision, and then apply it to massive unlabeled
data, which enhances the performance of the network model for practical applications. Although the
method in our paper can achieve better analysis of human body posture, it still lacks effective data
pairs in practical applications. The correspondence between the two-dimensional human posture and
the three-dimensional human posture leads to a certain obstacle in the performance of the network
model. Therefore, more attention should be paid to data processing in the follow-up work, and the
multimedia feature extraction method can be continuously improved from the data-driven aspect.
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