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Abstract: Recently, fuzzy dispersion entropy (DispEn) has attracted much attention as a new nonlinear 
dynamics method that combines the advantages of both DispEn and fuzzy entropy. However, it suffers 
from limitation of insensitivity to dynamic changes. To solve this limitation, we proposed fractional 
fuzzy dispersion entropy (FFDispEn) based on DispEn, a novel fuzzy membership function and 
fractional calculus. The fuzzy membership function was defined based on the Euclidean distance 
between the embedding vector and dispersion pattern. Simulated signals generated by the one-
dimensional (1D) logistic map were used to test the sensitivity of the proposed method to dynamic 
changes. Moreover, 29 subjects were recruited for an upper limb muscle fatigue experiment, during 
which surface electromyography (sEMG) signals of the biceps brachii muscle were recorded. Both 
simulated signals and sEMG signals were processed using a sliding window approach. Sample entropy 
(SampEn), DispEn and FFDispEn were separately used to calculate the complexity of each frame. The 
sensitivity of different algorithms to the muscle fatigue process was analyzed using fitting parameters 
through linear fitting of the complexity of each frame signal. The results showed that for simulated 
signals, the larger the fractional order q, the higher the sensitivity to dynamic changes. Moreover, 
DispEn performed poorly in the sensitivity to dynamic changes compared with FFDispEn. As for 
muscle fatigue detection, the FFDispEn value showed a clear declining tendency with a mean slope of 
−1.658 × 10−3 as muscle fatigue progresses; additionally, it was more sensitive to muscle fatigue 
compared with SampEn (slope: −0.4156 × 10−3) and DispEn (slope: −0.1675 × 10−3). The highest 
accuracy of 97.5% was achieved with the FFDispEn and support vector machine (SVM). This study 
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provided a new useful nonlinear dynamic indicator for sEMG signal processing and muscle fatigue 
analysis. The proposed method may be useful for physiological and biomedical signal analysis. 

Keywords: complexity analysis; fractional fuzzy dispersion entropy; fractional calculus; muscle 
fatigue; sEMG signal 

 

1. Introduction 

Signal complexity analysis in biomedical engineering applications is becoming increasingly 
important and a study focus for scholars [1]. Different methods have been proposed to measure the 
complexity of different types of complicated non-stationary nonlinear signals, such as entropy 
algorithms, Lyapunov exponents and fractal dimensions [2–4]. Among these methods, entropy 
algorithms are the most popular because of their effectiveness and ease of operation. Approximate 
entropy (ApEn) is a nonlinear dynamic indicator to measure the complexity and regularity of 
signals [5]. However, ApEn counts each sequence as self-matching, and this may lead to a bias in 
calculation results [6]. Richman and Moorman [7] proposed sample entropy (SampEn) to relieve the 
bias caused by self-matching. SampEn eliminates self-matching and demonstrates less dependence on 
data length and better relative consistency. However, SampEn is constructed based on a step function 
that classifies all cases into zero or one. It is unreasonable to categorize an input as either zero or one 
in the real physical world. To solve the above-mentioned problems, Xie et al. proposed fuzzy entropy 
based on SampEn and a fuzzy membership function [8]. Compared with SampEn, fuzzy entropy has 
better anti-noise performance and signal length robustness, and it has been successfully applied in 
biomedical and neuroelectrophysiological signal processing. 

Rostaghi et al. proposed dispersion entropy (DispEn) by combining the Shannon entropy and 
dispersion pattern [9]. Compared with the existing methods, DispEn has the following advantages: (1) 
DispEn will not have undefined results when processing short-time signals; (2) DispEn has better 
robustness to noise; (3) DispEn is faster, especially compared to SampEn [10–12]. Because of these 
advantages, DispEn has been successfully applied in different scientific and engineering fields, 
including biomedical engineering, mechanical engineering and computer engineering [13–16]. In the 
calculation step of DispEn, the initial time series is finally mapped (quantized) to a series of integers 
after different mathematical transformations and named as class [9]. This mapping step (quantization 
step) uses an integer function that is similar to the Heaviside function employed in SampEn; this integer 
function may cause some useful information in the data to be eliminated. This characteristic makes 
DispEn sensitive to parameter selection and signal length, as well as SampEn. In addition, small 
changes in the amplitude of the time series due to noise can also change the quantization sequence and, 
thus, change the entropy. 

To solve this problem, Rostaghi et al. proposed fuzzy DispEn for the first time and verified its 
advantages over DispEn [17]. However, fuzzy DispEn has the disadvantage of being insensitive to 
dynamic changes. Hence, it is essential to further optimize the method so as to detect dynamic changes 
more precisely. For fuzzy membership function, this paper proposes a new computing method based 
on Euclidean distance. For dynamic changes detection sensitivity, Li et al. proposed coded dispersion 
entropy (CDE) and simplified coded dispersion entropy (SCDE) to improve their performance in 
detecting nonlinear dynamic changes [18]. Their results show that CDE and SCDE are more sensitive 
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to dynamic changes in time series. Moreover, another way to improve sensitivity is to use fractional 
calculus [19]. Research on the application of fractional calculus to entropy has been conducted by 
many scholars [20]. In this study, we use fractional calculus to improve sensitivity in detecting 
dynamic changes. 

With the in-depth study of complex systems, the theory of fractional calculus has attracted wide 
attention from scholars in recent decades and it has been successfully applied to engineering, physics, 
system control and other fields. Fractional calculus has become a research hotspot [19–21]. 
Furthermore, the fractional entropy metric was proposed by combining fractional calculus and the 
entropy theory of information [22]. Fractional entropy has been successfully applied in the detection 
of dynamic complexity change [4,22]. Motivated by previous works, the present study proposes a new 
fractional entropy metric based on DispEn, a fuzzy membership function and fractional calculus. We 
hope that the fuzzy membership function can solve the inherent defects of DispEn and that fractional 
calculus can improve the sensitivity of the entropy metric to dynamic changes. 

Muscle fatigue detection has always been a topic of interest in biomedical engineering 
research [23–26]. Muscle fatigue is the inability of muscles to maintain a required force during 
continuous contraction and is a common occurrence in human activities [27]. Excessive muscle fatigue 
significantly increases the risk of neuromuscular disorders and decreases the stability of 
rehabilitation training [28]. The functional state of nerves and muscles can be reflected by surface 
electromyography (sEMG) signal. Hence, sEMG is considered as one of the most effective tools to 
study muscle fatigue [29–31]. Most of the existing research focuses on time-domain analysis and 
frequency-domain analysis of sEMG signals. The amplitude of sEMG signals will rise and the signal 
spectrum will shift to the left as muscle fatigue [32,33]. The most commonly used indicators in such 
analyses are the mean power frequency and median frequency [34,35]. However, some studies have 
shown that the median frequency is less reliable than SampEn, fuzzy ApEn and other nonlinear indices 
when evaluating muscle fatigue [36]. Hence, an effective nonlinear metric based on entropy for muscle 
fatigue analysis still needs to be established. 

With the development of artificial intelligence (AI), many AI methods have been used for 
biomedical signal processing and muscle fatigue detection, such as multilayer perceptron (MLP), 
logistic regression (LR), K nearest neighbors (KNN), support vector machine (SVM), convolutional 
neural network-support vector machine (CNN-SVM), convolutional neural network-long short-term 
memory (CNN-LSTM) and graph neural network (GNN) [37–44]. Murillo-Escobar et al. used 
permutation entropy (PE) and logistic regression to classify three states of muscle fatigue progression 
with an accuracy of 80% [38]. Jero et al. constructed an upper limb muscle fatigued recognition model 
based on geometric features of sEMG signals, achieving a highest accuracy of 86% with MLP [39]. 
Karthick et al. adopted high-resolution time-frequency features of sEMG signals and obtained an 
accuracy of 91% using SVM in dynamic muscle fatigue detection [40]. Wang et al. adopted a CNN 
and three types of commonly used statistical algorithms for sEMG signal features extraction, achieving 
an accuracy of 96.5% in muscle fatigue detection using SVM [41]. Wang et al. performed LSTM 
network for lower limb muscle fatigue state recognition and obtained an accuracy of 95.19% in 
classifying muscle non-fatigue and fatigue states [42]. Shoeibi et al. obtained an accuracy of 99.43% 
in automatic schizophrenia diagnosis using functional connectivity features and the CNN-LSTM 
model [43]. In summary, both deep learning and traditional machine learning have been used in 
biomedical signals processing and muscle fatigue detection and have achieved effective results [44]. 
Although deep learning-based methods can improve the accuracy of muscle fatigue detection, the 
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increased computational complexity and more computational resources with hardware dependency 
may limit their application in the field of real-time monitoring [45]. One application of the muscle 
fatigue detection is to avoid secondary injury of stroke patients by real-time muscle state monitoring 
in rehabilitation training [46]. Traditional machine learning methods have the advantage of 
interpretability and low computational complexity compared to deep learning, making them valuable 
tools for muscle fatigue detection [44]. SVM has been demonstrated to give the best performance 
considering the balance of computational complexity and detection accuracy [47]. Hence, to further 
evaluate the performance of extracted entropy metric in muscle fatigue detection, SVM was used to 
classify non-fatigue and fatigue conditions in this study. 

In summary, we propose fractional fuzzy dispersion entropy (FFDispEn) based on DispEn, a 
fuzzy membership function and fractional calculus in this study. First, a threshold is set based on the 
Euclidean distance between the embedding vector and dispersion pattern. Within the threshold’s range, 
the fuzzy membership function is used to replace the integer function employed in DispEn to determine 
the fuzzy membership degree of the embedding vector and dispersion pattern. According to this fuzzy 
membership degree, the probability of each dispersion pattern is then determined. After the fuzzy 
DispEn is obtained, we utilize fractional calculus to obtain FFDispEn. Simulated signals generated by 
the one-dimensional (1D) logistic map and sEMG signals are used to test algorithm performance. We 
hope this study can provide a new nonlinear index that can reflect complexity changes precisely so as 
to provide a new method for muscle fatigue detection. 

2. Materials and methods 

2.1. System design 

In this study, an sEMG acquisition system for muscle fatigue detection was developed. The sEMG 
signals were acquired through a hardware circuit system including a simple filter circuit and an 
ADS1299, which is a 24-bit analog-to-digital converter, then the processed sEMG signals were 
received by an STM32F103C8 chip, which is a 32-bit microprocessor based on ARM Cortex-M3 core, 
through serial communication. The biceps brachii was selected for electrode placement. sEMG signals 
were measured using bipolar electrodes placed on the biceps brachii muscle with respect to a common 
reference electrode placed on a location that has no muscle activity. Considering that the sEMG 
frequency is concentrated at 15–500 Hz, the signal sampling frequency of the sEMG acquisition 
system was 1000 Hz [48]. 

2.2. Subjects, experimental procedures, and data acquisition protocol 

A muscle fatigue detection experiment was conducted at Hefei University. This study was 
approved by the Ethics Review Committee of Hefei University of Technology, China and performed 
in accordance with the Declaration of Helsinki. All subjects were required to read experimental 
instructions and provide written informed consent before the experiment. A total of 29 healthy 
volunteers (all males; 20.9 ± 0.6 years old; age range 19–22 years) were recruited for the muscle fatigue 
detection study. 

Before the experiment, the subject’s biceps brachii muscle was wiped carefully with alcohol to 
ensure good electrical contact between the skin and electrodes. To avoid interference from external 
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factors such as temperature, the experiment was arranged in a quiet, closed room with the temperature 
set at 26 °C. Subjects had the right to withdraw from the research at any time. Two disposable sEMG 
Ag/AgCl differential electrodes were placed at the muscle belly of the biceps brachii. The distance 
between two electrodes was two cm [49]. The reference electrode was placed at the elbow joint where 
there is no muscle activity. During the experiment, all subjects were required to stand up straight with 
their upper arms parallel to their bodies. They held a five kg dumbbell with their forearms and upper 
arms at 90° until exhaustion, as shown in Figure 1. The sEMG signals were recorded for the entire 
duration of the experiment. 

 

Figure 1. Muscle fatigue experiment. 

2.3. sEMG signal de-noising based on variational mode decomposition (VMD) 

Low-magnitude sEMG signals can easily be contaminated by two main types of noise: Baseline 
wander noise and white Gaussian noise. Signal filtering is essential before feature value extraction so 
as to prevent useful information from being drowned by noise and to extract as much useful 
information as possible. We propose a signal de-noising procedure based on variational mode 
decomposition (VMD) [50]. 

 

Figure 2. Flow diagram of the proposed denoising algorithm based on VMD. 

First, the noisy sEMG signal is decomposed into an ensemble of band-limited modes of different 
frequency bands, which is called variational mode function (VMF). This step is completed based on 
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VMD. The key parameter of VMD is the number of decomposition modes K. To completely separate 
the noise, parameter K needs to be set as large as possible. However, the computational complexity 
will increase with a large parameter setting [51]. Therefore, we set K to 10 in order to balance the 
computational complexity and de-noising accuracy [50]. Other parameters in VMD, such as the 
penalty factor α, noise tolerance parameter τ and the tolerance of convergence criterion, were set in 
accordance with the literature [51]. The algorithm flow is shown in Figure 2. 

Based on the frequency characteristics of noise signals, de-noising for each type of noise 
mentioned above is conducted in a specific mode and removed separately from the sub-band. The 
frequency of baseline wander in sEMG is normally less than 10 Hz [52]. Therefore, baseline wander 
noise tends to be restricted in the first VMF according to the characteristics of VMD. As a consequence, 
the first VMF in the low-frequency part of the signal is removed so as to eliminate the baseline wander 
noise. As for white Gaussian noise, this paper adopts a soft threshold for each VMF to remove the 
corresponding noise component [53]. The soft noise is set as follows: 
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Here, the value of T should be greater than the maximum noise level present in the noisy sEMG 
signal [54]. Hence, T can be selected as follows: 

 2 log ,eT k N                                (2) 

where N is the length of the corresponding sEMG signal and σ represents the level of noise. k is an 
empirically set parameter. σ can be calculated as follows: 
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Finally, signal reconstruction realizes noise removal. 

2.4. FFDispEn 

For a given time series x = {x1, x2, ..., xN} of length N, the DispEn can be obtained as outlined 
below. 

1) x is mapped to y = (y1, y2, ..., yN), yj ∈  (0, 1) by a normal cumulative distribution 
function(NCDF): 
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where μ and σ2 denote the expectation and variance of x, respectively. 
2) Further, y is mapped to a time series ui through linear transformation: 

  R 0.5 ,c
j ju c y                                 (5) 

where R is the rounding function and c is the number of categories. After steps 1) and 2), each element 
of the time series x is mapped into [1, 2, ..., c]. 
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3) We calculate the embedding vector using the following formula, where m is the embedding 
dimension and d is the time delay: 

    , , , , , 1,2, , 1 .m c c c c
i i i iu u u u i N m d                       (6) 
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5) Next, we calculate the probability of each dispersion pattern: 
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6) Finally, according to the definition of Shannon entropy, DispEn is defined as follows: 
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The standardized DispEn/ln(cm) as the DispEn entropy value was used in this study. 
As can be seen from the above definition of DispEn, the rounding function assigns each member 

of the original series to a certain class. Such a processing method is similar to the data processing 
methods in SampEn. After defining the similarity tolerance r, SampEn stipulates that any distance 
larger than r is eliminated and only the distances that are smaller than the similarity tolerance r are 
retained. Therefore, both DispEn and SampEn are constructed based on the Heaviside function. 
However, it is illogical to categorize an input into an output, and the boundary between different classes 
is fuzzy in the real physical world. If the entropy is constructed by the Heaviside function, small 
fluctuations of an actual time series may cause sharp fluctuations in entropy. The traditional integral 
function of the defined DispEn will be insufficient in processing time series. For example, given the 
original series a = [1.5, 1.5], a will be mapped to [2, 2] according to the integral function. If the signal 
is weakly interfered, a = [1.499, 1.499]; then, a will be mapped to [1, 1]. Therefore, even small signal 
fluctuations could cause sharp fluctuations in entropy, which makes the DispEn particularly sensitive 
to parameter settings and noise. 

Therefore, this paper uses a fuzzy membership function instead of a rounding function to define 
the membership degree of each dispersion pattern to embedding vectors. According to fuzzy mapping, 
a given vector can be assigned to multiple classes at the same time, thus avoiding the above problem 
caused by the Heaviside function. In accordance with the definition of Shannon entropy, the 
membership function should meet the following conditions. First, the sum of membership degrees of 
different classes should be equal to one; second, the probability of each pattern should be equal so that 
a random signal could have the maximum entropy theoretically [9]. Therefore, the fuzzy membership 
function used has equal relative cardinality for random sequences so that classes can have equal 
probabilities [17]. 

In view of the above rules, this paper adopts the following fuzzy function based on Euclidean 



151 

Mathematical Biosciences and Engineering  Volume 21, Issue 1, 144–169. 

distance. yj is not mapped to the range of [1, 2, ..., c] by the rounding function. Instead, we utilize the 
Euclidean distance to set the fuzzy membership degree. In step 2) above, compared with the DispEn 
that maps y to the range of [1, 2, ......, c] by taking the rounding function, this study adopts the fuzzy 
mapping function as described in the three steps below: 

1) By linear transformation: 

  0.5c
j jz c y                                (9) 

This step maps yj to c*yj + 0.5. 

2) We calculate the dispersion pattern  
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1,2, ,
mv v v v c

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i i d mi m du v u v u v     . The number of possible dispersion patterns is equal to cm, since all 
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iu  consists of m elements and each element can be one of the integers from one to c [9]. 

3) We then calculate the probability of each dispersion pattern. Different from DispEn, this study 
defined the embedding vector, embd(i) = z(i : i+(m-1)*d), i = 1: N-(m-1)*d. After the definition, the 
Euclidean distance between the embedding vector and the dispersion pattern is calculated, and the 
dispersion pattern whose Euclidean distance is less than the threshold value r is selected. The 
probability of the occurrence of the corresponding dispersion pattern is allocated according to the size 
of Euclidean distance. 

If for embedding vector z(l: l+(m-1)*d), there are k dispersion patterns whose Euclidean distance 
is less than r and the distance matrix dis(k) is obtained. The probability of each dispersion pattern is 
shown as follows: 
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Furthermore, the probability of each dispersion mode is calculated as follows: 
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4) Based on the definition of Shannon entropy, Fuzzy-DispEn is defined as: 
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5) Finally, based on fractional calculus, FFDispEn is defined as: 
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where q is the fractional order. Γ(·) and ψ(·) denote the gamma function and digamma function, 
respectively. 

The standardized FFDispEn/ln(cm) is used as FFDispEn. 
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2.5. Feature extraction 

To measure the algorithm sensitivity to follow the complexity change in simulated signals 
generated by the 1D logistic map, DispEn and FFDispEn were used to extract the complexity features 
from the simulated signals with a sliding window of 1024 data points and an overlapping window of 
64 data points. The algorithm flow is shown in Figure 3. 

Furthermore, SampEn, DispEn and FFDispEn were extracted from the processed sEMG signals 
of the biceps brachii muscle with a sliding window of 2048 data points and an overlapping window of 
256 data points so as to measure the complexity of sEMG signal under different muscle states and to 
detect muscle fatigue. A sliding window of 1024 data points and an overlapping window of 64 data 
points was also adopted for sEMG signal processing to test the data length dependence of algorithms. 
The algorithm flow is shown in Figure 3 as well. Curves were fit with entropy values, then the 
sensitivity of different algorithms to dynamic changes was tested according to the fitting characteristics. 
In this study, the slope of the curve and determination coefficient (R2) were used to test the sensitivity 
and the anti-disturbance ability. 

 

Figure 3. Flow diagram of the sliding window method. 

3. Results 

3.1. 1D logistic map and results 

In this study, simulated signals generated by the 1D logistic map were used to study the influence 
of fractional order q on the entropy value [55]. The logistic map can be expressed as follows: 

  1 1 ,i i ix ax x                                 (14) 

where 0 < x0 < 1 and 0 < a ≤ 4. It is well known that for values of a > 3.56995, the 1D logistic map 
exhibits chaotic behavior. 

In this study, parameter x0 was set from 0.2 to 0.5 with a step size of 0.1, and parameter q was set 
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from −0.5 to 0.5 with a step size of 0.05 to verify the sensitivity of FFDispEn to the dynamic changes 
with different values of fractional order q. 

 

Figure 4. Mean FFDispEn value of different mapping approaches at different fractional 
order q. (a) x0 = 0.2; (b) x0 = 0.3; (c) x0 = 0.4; (d) x0 = 0.5. 

 

Figure 5. Mean FFDispEn and DispEn entropy values of systems of different complexities. 
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It can be observed from Figure 4 that the difference in entropy value between signals of different 
complexities increases as q increases. In particular, the discrimination performance between systems 
with different complexities becomes significantly better with a larger q when parameter a is 3.8 or 3.9. 
In conclusion, the experimental results show that the higher the fractional order of FFDispEn, the better 
its performance in detecting dynamic changes and in simulated signal feature extraction. As shown in 
formula (13), the FFDispEn becomes fuzzy DispEn when parameter q is zero. Hence, it can be 
concluded that FFDispEn performs better than fuzzy DispEn in detecting dynamic changes. 

Moreover, it can be directly observed from Figure 5 that FFDispEn performs better than DispEn 
in distinguishing chaotic systems of different complexities, which means that the proposed FFDispEn 
is more sensitive to dynamic changes than DispEn and, thus, may perform better in muscle fatigue 
detection. 

3.2. Muscle fatigue detection results 

Curve fitting was carried out on the complexity of each frame of an sEMG signal to verify the 
performance of the proposed method in muscle fatigue detection. The curve fitting parameters, slope 
and R2 were calculated separately to analyze the muscle fatigue process for each subject. 

 

Figure 6. Muscle fatigue detection results for subject 1. (a) De-noised sEMG signal. (b) 
FFDispEn extracted from the preprocessed sEMG signal. 

Figure 6(a) shows the de-noised sEMG signal of subject 1. Figure 6(b) shows the normalized 
results of FFDispEn of each frame. As can be seen, FFDispEn decreases gradually as muscle fatigue 
progresses, and we can then describe the fatigue process precisely. To verify the ability of the proposed 
algorithm to detect muscle fatigue furtherly, we fit a curve to the entropy values in Figure 6(b). The R2 
and slope were selected to verify the performance of the algorithm [23,56]. The slope reflects the 
algorithm’s ability to follow muscle fatigue. The larger the absolute value of the slope, the stronger the 
ability of the algorithm to detect muscle fatigue. The R2 reflects the anti-interference capability of the 
algorithm. The larger the determination coefficient, the stronger the capability of resisting interference. 

In addition, the contraction duration (CD) of each subject was also calculated to reflect the fatigue 
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process. The results are summarized in Table 1. It can be concluded that FFDispEn performs optimally 
among the three algorithms in terms of the average slope value (−1.6528 × 10−3). 

Table 1 Muscle fatigue detection results of FFDispEn, DispEn and SampEn for each subject. 

Subject Slope (×10-3) R2 CD(s)
FFDispEn DispEn SampEn FFDispEn DispEn SampEn  

1 −2.758 −0.234 −0.6455 0.9382 0.9431 0.9182 156 
2 −3.055 −0.2441 −0.7484 0.7474 0.6869 0.5415 96.3 
3 −1.351 −0.1151 −0.2982 0.8688 0.8296 0.682 319.9 
4 −4.013 −0.3701 −0.8801 0.7805 0.7943 0.6798 130.7 
5 −0.8891 −0.0718 −0.2346 0.671 0.6872 0.5809 203 
6 −1.403 −0.1076 −0.3425 0.6500 0.6386 0.4731 138 
7 −0.6104 −0.0542 −0.1876 0.4844 0.5589 0.5270 178 
8 −0.5839 −0.0476 −0.2221 0.5208 0.5817 0.6186 215.4 
9 −0.6643 −0.0646 −0.2762 0.7303 0.7744 0.7889 239.8 
10 −2.489 −0.1828 −0.7346 0.8693 0.8427 0.8515 178.5 
11 −1.198 −0.9471 −0.2473 0.4908 0.4899 0.3717 297.2 
12 −0.94 −0.0872 −0.2731 0.8580 0.8964 0.8917 311 
13 −1.733 −0.1463 −0.4287 0.9006 0.9220 0.8878 226.4 
14 −1.315 −0.1154 −0.3148 0.8024 0.7937 0.7351 191.7 
15 −1.339 −0.1068 −0.3024 0.7574 0.7576 0.6682 169.4 
16 −2.127 −0.1786 −0.4677 0.7992 0.8311 0.7152 180.6 
17 −1.325 −0.1029 −0.3388 0.8925 0.8862 0.8168 318.8 
18 −2.769 −0.2566 −0.4718 0.8151 0.771 0.5062 97.6 
19 −1.96 −0.1491 −0.5653 0.8735 0.8491 0.8615 192 
20 −0.129 −0.0171 −0.0563 0.4412 0.4361 0.4014 230.6 
21 −2.495 −0.1842 −0.6418 0.8837 0.8830 0.7947 187.1 
22 −0.8824 −0.0698 −0.3578 0.7532 0.6965 0.8130 230 
23 −1.757 −0.1407 −0.4327 0.9091 0.8987 0.8630 266.7 
24 −1.219 −0.1071 −0.2706 0.8918 0.8971 0.8180 259.4 
25 −1.71 −0.1292 −0.4892 0.8648 0.8817 0.8327 280.8 
26 −2.798 −0.2517 −0.708 0.7465 0.7686 0.7335 160.4 
27 −1.835 −0.139 −0.4383 0.5694 0.5885 0.4771 149.2 
28 −1.038 −0.087 −0.3025 0.4844 0.5469 0.5633 150.2 
29 −1.545 −0.1505 −0.3752 0.7567 0.8148 0.6758 151 
mean −1.6528 −0.1675 −0.4156 0.7500 0.7568 0.6927 203.7 
std 0.8624 0.1652 0.1911 0.1469 0.1373 0.1558 62.1 

However, FFDispEn’s anti-disturbance ability is not the best among the three algorithms in terms 
of the mean values of R2. The reason for this may be that we set the parameter q as 0.5 in this study, 
and this may lead to a high sensitivity to interference. 

To further verify the effectiveness of the proposed algorithm, a two independent-sample t-test was 
performed to determine whether there is statistical evidence that the associated population means of 
different algorithms for the whole subjects group are significantly different. The statistical results are 
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shown in Table 2. Compared with DispEn and SampEn, the absolute value of the slope for FFDispEn 
increased significantly, as seen in Table 2. There is statistic difference between the three entropy 
metrices (P < 0.05). Meanwhile, DispEn performed worst in muscle fatigue detection (with a mean 
slope of −1.675 × 10−4). These results indicate that FFDispEn is more sensitive to dynamic change and 
can reflect muscle fatigue more precisely, accurately and stably compared to other algorithms. 

Table 2. Two independent-sample t-test for fatigue detection and algorithm. 

 Mean  
P < 0.05 FFDispEn DispEn SampEn 

slope −1.6528 × 10−3 −1.675 × 10−4 −4.156 × 10−4 

3.3. Muscle fatigue classification with SVM 

To further evaluate the discriminative ability of FFDispEn, DispEn and SampEn to distinguish 
muscle non-fatigue and fatigue states, the experimental data of the 29 subjects was divided into a 
training dataset (80%) and a test dataset (20%). SVM classifier with the radial basis function (RBF) 
kernel function was employed for non-fatigue and fatigue classification. In order to reflect the 
performance of the algorithm more accurately, only the entropy-based features were used to classify 
the muscle states. A K-fold cross-validation approach with K = 5 was employed to determine the 
optimal classification model. Accuracy, sensitivity, specificity, precision, F1-score and receiver 
operating characteristic (ROC) curves [44,46] were used to evaluate the models’ ability to identify 
fatigued states. The expression of performance metrics is given as follows. 

 Accuracy
TP TN

TP TN FP FN




  
                        (15) 

 Sensitivity
TP

TP FN



                            (16) 

 Specificity
TN

FP TN



                           (17) 

 Precision
TP

TP FP



                             (18) 

 
2

F1-score=
2

TP

TP FP FN 
                         (19) 

Here, TP, TN, FP and FN are true positive, true negative, false positive and false negative, 
respectively. 

The results are shown in Tables 3 and 4 and Figures 7–10. As we can see from Tables 3 and 4, 
a highest accuracy of 97.5% is achieved based on the FFDispEn and SVM in classifying non-fatigue 
and fatigue conditions with a sliding windows length of 2048 data points, and an accuracy of 95% was 
achieved with a sliding windows length of 1024 data points. The sensitivity, specificity, precision and 
F1-score were also found to be greater compared with other classifiers. These results further confirm 
the effectiveness of the proposed algorithm. 
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Table 3 Comparison of the classification results (in %) of different feature types by SVM 
classification algorithms (sliding windows length = 1024 data points). 

Feature Classifier Sensitivity Specificity Precision F1-score Accuracy 
FFDispEn SVM 90 100 100 94.74 95 
DispEn SVM 90 95 94.74 92.31 92.5 
SampEn SVM 95 85 86.36 90.48 90 

Table 4 Comparison of the classification result (in %) of different feature types by SVM 
classification algorithms (sliding windows length = 2048 data points). 

Feature Classifier Sensitivity Specificity Precision F1-score Accuracy 
FFDispEn SVM 100 95 95.24 97.56 97.5 
DispEn SVM 95 95 95 95 95 
SampEn SVM 90 95 94.74 92.31 92.5 

 

Figure 7. Mean values of (a) FFDispEn, (b) DispEn, (c) SampEn in state of Non-
fatigue/Fatigue with a sliding window length of 1024 data points. 

 

Figure 8. Non-fatigue/Fatigue classification using (a) FFDispEn and SVM (b) DispEn and 
SVM (c) SampEn and SVM, with a sliding window length of 1024 data points. 
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Figure 9. Mean values of (a) FFDispEn, (b) DispEn, (c) SampEn in state of Non-
fatigue/Fatigue with a sliding window length of 2048 data points. 

 

Figure 10. Non-fatigue/Fatigue classification using (a) FFDispEn and SVM (b) DispEn 
and SVM (c) SampEn and SVM, with a sliding window length of 2048 data points. 

Figures 7 and 8 showed the results of using the SVM algorithm to identify muscle fatigue based 
on the entropy features with a sliding window length of 1,024 data points. The results showed that the 
recognition accuracy of identification framework based on FFDispEn and SVM is 95% with an area 
under the ROC curve (AUC) of 0.95, while the recognition accuracy of identification framework based 
on DispEn and SVM is 92.5% with an AUC of 0.925. Furthermore, the SampEn and SVM recognition 
accuracy is 90% with an AUC of 0.90. 

Figures 9 and 10 showed the results of using the SVM algorithm to identify muscle fatigue based 
on the entropy features with a sliding window length of 2,048 data points. The results show that the 
recognition accuracy of identification framework based on FFDispEn and SVM is 97.5% with an AUC 
of 0.975, while the recognition accuracy of identification framework based on DispEn and SVM is 95% 
with an AUC of 0.95. Furthermore, the SampEn and SVM recognition accuracy is 92.5% with an AUC 
of 0.925. These results indicated that FFDispEn has a clear decreasing trend as muscle fatigue 
processes and is more sensitive to dynamic changes compared to SampEn and DispEn. The proposed 
framework with FFDispEn and the SVM classifier is suitable for muscle fatigue detection. 



159 

Mathematical Biosciences and Engineering  Volume 21, Issue 1, 144–169. 

4. Discussion 

4.1. FFDispEn 

Entropy is an important metric used to measure signal complexity. In recent years, various 
entropy-based measurement methods have been used to quantify the complexity of different types of 
complicated, nonstationary, nonlinear signals. In this study, a new method called FFDispEn is proposed 
based on DispEn, a fuzzy membership function and fractional calculus. From the above analysis, it 
can be concluded that FFDispEn performs better than SampEn and DispEn in muscle fatigue detection 
and simulation signal analysis. Hence, we provide a new method for the measurement of signal 
complexity in the biomedical engineering field. 

Compared with SampEn and fuzzy entropy, DispEn has the advantage of having lower sensitivity 
to noise and data length. When analyzing time series with a smaller data length, there will be no 
undefined entropy value in DispEn, and the calculation of entropy takes into account important 
information: Time series amplitude. It can detect changes in amplitude and frequency at the same time. 
Moreover, the calculation speed of DispEn is fast. This characteristic makes it easy to apply DispEn 
in real-time applications [9]. However, DispEn is still sensitive to parameter selection and signal length 
as well as SampEn to some extent. In addition, small changes in the amplitude of the time series due 
to noise can also change the entropy value dramatically [9]. 

Rostaghi et al. [17] proposed fuzzy DispEn for the first time and verified its advantages over 
DispEn. Furthermore, Li proposed fractional order fuzzy DispEn based on fractional calculus and 
verified its advantage in signal complexity analysis [57]. In this study, a novel fuzzy membership 
function based on Euclidean distance is proposed. Euclidean distance can reflect the relationship 
between two sequences more precisely and fully. Thus, the novel fuzzy membership function can lead 
to a smaller loss in signal information during its mapping to its dispersion patterns. Additionally, 
compared with these works, one of the strengths of the present study is that we propose a fuzzy 
membership function based on Euclidean distance and an adjustable threshold parameter r. During 
entropy calculation, the Euclidean distances between the embedding vectors and dispersion patterns 
are first calculated, then the dispersion pattern whose Euclidean distance is less than the set threshold 
r is selected. The probability of the occurrence of the corresponding dispersion pattern is allocated 
according to the size of Euclidean distance. In actual applications, we can set different thresholds r to 
meet different usage requirements. Despite the above advantages, fuzzy DispEn, which combines 
fuzzy membership function and DispEn, suffers from limitation of insensitivity to dynamic changes. 
Hence, fractional calculus is proposed to increase sensitivity to dynamic changes to solve this problem 
in this study. In conclusion, our experimental results show that the proposed method has certain 
advantages compared to DispEn and SampEn. FFDispEn performs better than SampEn and DispEn in 
simulation signal analysis and muscle fatigue detection. 

However, there still exists some disadvantages of the proposed method. One of the drawbacks is 
the increasing computational complexity caused by the fuzzy membership function. Thus, this will 
lead to a poor real-time performance, especially when processing long time series. As mentioned 
before, SCDE is also proposed to improve sensitivity to dynamic changes, and results showed it 
performed better in detecting various changes in time series [18]. Moreover, SCDE can also reduce 
the computational consumption while ensuring the accuracy and sensitivity of complexity 
calculation [18]. Wang et al. also proposed a rapid refined composite multiscale sample entropy [23]. 
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These methods provide us with new ways to improve the sensitivity of dynamic change and reduce 
computational complexity as well. Another drawback of this study is that the optimal parameter in 
muscle fatigue detection is manually set based on experience. Further research is still needed on how 
different threshold r, fractional order parameter q and sliding window length settings affect the results. 
Finally, the muscle fatigue experiment paradigm needs to be further standardized. It should be noted 
that there are many other advanced and improved entropy-based algorithms, such as hierarchical 
dispersion entropy [58] and adaptive hierarchical entropy [59]. Therefore, in future work, our proposed 
algorithm will be modified by introducing the advantages of these advanced algorithms in order to 
obtain more accurate measurements of complexity and increased sensitivity to dynamic changes. 

4.2. Muscle fatigue detection 

Muscle fatigue can reduce the accuracy, efficiency and stability of work and rehabilitation training 
and, hence, can increase the risk of neuromuscular disorders. Therefore, a precise and stable method 
to detect muscle fatigue has important significance in healthcare and rehabilitation fields. The sEMG 
signal is commonly used to study muscle fatigue. Studies have pointed out that the complexity analysis 
of sEMG signals is a powerful tool to detect muscle fatigue [35]. 

In this study, FFDispEn is proposed for muscle fatigue detection. To this end, sEMG signals of 
subjects’ biceps brachii muscles were collected. Experimental results indicated that FFDispEn can 
detect muscle fatigue precisely and stably. However, this study only conducted static muscle 
contraction fatigue detection experiments with healthy subjects. The next step is to verify the 
performance of the proposed method in stroke patients undergoing rehabilitation training. 

4.3. Clinical implications 

Signal complexity analysis has been widely used in biomedical engineering and clinical fields. 
On the one hand, most of the biomedical signals, such as electroencephalogram (EEG) and sEMG 
signals, are non-stationary, complex and nonlinear [44]. From the perspective of mathematical analysis, 
entropy metric is effective in biomedical signal processing and is a powerful tool in detecting dynamic 
changes of these signals [14,15]. On the other hand, numerous studies have confirmed that entropy-
based complexity metrics can effectively measure the patients’ status and assist in the diagnostic 
process [45]. In view of this, FFDispEn can provide a better entropy-based complexity metric for 
clinical applications, such as rehabilitation evaluation and automated diagnosis of Parkinson’s disease, 
due to its high sensitivity to dynamic changes. 

In this study, FFDispEn has been used in muscle fatigue detection, and results showed that 
FFDispEn can detect muscle fatigue more precisely and effectively compared to other entropy-based 
detection methods. The urgent willingness for rehabilitation and subjective perception delay of muscle 
endurance of stroke patients can result in incidences of secondary injury in clinic. Muscle fatigue state 
can be detected with FFDispEn more accurately to avoid secondary injuries and ensure the safety of 
rehabilitation training. In addition, the real-time muscle fatigue monitoring can be realized through 
combination of SVM and FFDispEn. 

Finally, the framework proposed in this study can also be applied in other data processing fields. 
In future studies, we will further explore the application of the proposed method in other clinical areas, 
such as medical image and EEG signal processing. Studies on different types of patients, such as 
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epileptic and stroke patients, will be conducted with multiple trials to further translate the proposed 
framework approach to clinical fields. 

4.4. Limitations of this study and future work 

First, only 29 subjects were recruited for muscle fatigue detection in this study. It is essential to 
increase the number of participants to demonstrate the effectiveness of the proposed algorithm in 
detecting dynamic changes in future work. Second, the experiment’s procedure only involves muscle 
fatigue detection with a specific load during static muscle contractions. Studying the muscle fatigue 
progress during dynamic contractions is necessary. How different weight-bearing tasks affect muscle 
fatigue also requires further investigation. Moreover, FFDispEn’s application to stroke patients in 
clinical environments requires testing and validation. 

Parameter q is a key parameter in FFDispEn. In this study, results with q set from −0.5 to 0.5 was 
analyzed to find out the optimal parameter setting. FFDispEn with qmax obtains the best results for 
simulated signals generated by the 1D logistic map, where qmax is 0.5 in this study. It can be concluded 
that FFDispEn is effective in analyzing chaotic systems and that qmax is a good choice when we want 
to detect dynamic changes. Thus, the optimal parameter was also set as qmax experientially in muscle 
fatigue detection. Results demonstrated that FFDispEn with qmax performed better than DispEn and 
SampEn in muscle fatigue detection as well. However, the absolute value of the slope of FFDispEn 
may increase with the increase in fractional order after a certain value of q to some subjects in muscle 
fatigue analysis. Therefore, qmax may not always be the best parameter to employ in muscle fatigue 
detection experiment. The reason for this may be that subjects involuntarily adjust their muscle state 
while maintaining the static posture. FFDispEn is sensitive to dynamic changes and a bigger q 
corresponds to a higher sensitivity to such changes. Hence, parameter q may result in large complexity 
changes even with small muscle state changes.  

We can also draw this conclusion from Table 1. As seen from Table 1, FFDispEn’s anti-
disturbance ability is not the best among the three algorithms. The reason for this may be that we set 
the parameter q as 0.5 in this study, and this may lead to a high sensitivity to interference. To further 
determine the optimal parameters, the follow-up research plan is to optimize the static muscle 
contraction experiment and to test different parameter combinations. Moreover, we will design 
dynamic muscle contraction experiments to test the sensitivity of FFDispEn to dynamic changes as 
muscle fatigue progresses so as to minimize the involuntary muscle regulation during the experiment. 
In addition, we simply set m to three and c to seven in this study. Optimizing these parameters 
combination also requires attention. 

Finally, we only compared the performance of the proposed FFDispEn with that of DispEn and 
SampEn, but not with that of fuzzy DispEn. The fuzzy membership function proposed in this study is 
based on Euclidean distance, which is different from the fuzzy membership function proposed in the 
literature [17]. Since the Euclidean distance can reflect the distance of the two subsequences fully [60], 
our proposed algorithm may better measure signal complexity than fuzzy DispEn [17], but a proper 
comparison should be made in future work. Furthermore, the new method proposed in this study, 
which combines fuzzy membership function and fractional calculus, may also be used in medical 
image and EEG signal processing and analysis, such as biomedical image segmentation and disease 
diagnosis [43,45,61]. We will further expand the application of the method in future research. 

Table 5 summarizes the methods, classifier and accuracy of some contemporary works related to 
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muscle fatigue detection. As can be seen from the table, signal analysis methods in time domain, 
frequency domain, time-frequency domain and nonlinear domain, such as S-transform, VMD and 
entropy-based complexity metrics, have been proposed for sEMG signal features extraction in muscle 
fatigue detection. 

Table 5 Comparison with literature. 

Reference Methods and features Classifier Accuracy (%) 
[62] two time-domain features and two frequency 

domain features 
Double-Step Binary 
Classifier 

94.46 

[40] S-transform, B-distribution SVM 91.39 
[38] PE LR 80 
[63] Fourier accumulation method, Geometric 

features 
ELM and MLP 94 

[64] Weighted Visibility Graph Features ELM 89.1 
[65] VMD and Hjorth features random forest 92.2 
[66] Combined fuzzy recurrence networks feature KNN 96.90 
[67] bubble entropy KNN 87.5 
[46] maximum effective degrees Thresholds estimated 

with ROC 
90.38 

[68] the electrodermal activity and heart rate 
variability series 

SVM 83.33 

[69] multi-information fusion method SVM 97 ± 0.28 

[39] major axis length, area, perimeter, second 
order moment and central moment 

MLP 86 

[70] CNN and three types of commonly used 
statistical algorithms 

SVM 96.5 

[71] multi-modal feature information fusion, 
component analysis, grey relational analysis 

Extreme gradient 
boosting, SVM 

89.47 

[72] multi-feature information fusion SVM, RF 85-90 
[73] features in time-domain, frequency-domain, 

time-frequency domain, and nonlinear 
domain 

SVM With Improved 
Whale Optimization 
Algorithm 

85.5 

[74] approximate entropy and permutation 
entropy, deep learning 

CNN-LSTM 
Transformer 

96.67 

[75] one-dimensional feature and two-dimensional 
feature extraction 

LSTM 99.4 

[76] fuse features of time domain and frequency 
domain 

Multi-dimensional 
Feature Fusion 
Network 

96.45/78.25 

[77]  sEMG signals and deep learning Attention-LSTM 93.5 
[42] two time-domain features and two frequency 

domain features 
LSTM 95.18 

[41] time-domain features, frequency domain 
features and entropy-based features 

CNN–SVM 86.69 

Our Work FFDispEn SVM 97.5 
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Sasidharan et al. used Hjorth parameters, bubble entropy and the machine learning algorithm to 
detect muscle fatigue states, achieving a highest accuracy of 95% [67]. These methods are based on 
traditional machine learning and manually extracted features from sEMG signals [38–40,67]. However, 
biomedical signals are non-stationary, complex and nonlinear [23,30,45]. Therefore, it is challenging 
to analyze such complex signals and to extract features for traditional machine learning algorithms. 
Deep learning algorithms can automatically extract important classification features from raw data and 
show more efficient and accurate results in large datasets [44]. Recently, deep learning has been 
increasingly used in biomedical signal processing and has outperformed traditional machine learning 
methods [44]. Dang et al. proposed a fatigue assessment method based on three deep learning 
algorithms and obtained 93.5% assessment accuracy using attention-LSTM [77]. However, a deep 
learning approach requires more computational resources and precise selection of hyperparameters, 
which is a comparatively difficult task compared to traditional machine learning [45]. Compared with 
these methods, our method achieved a highest accuracy of 97.5% in isometric muscle fatigue detection 
using the SVM classifier. It should be noted that our method only uses entropy-based features to 
classify muscle fatigue states during static contractions. However, simple experiment design and 
insufficient data may also lead to these results. Moreover, the contraction duration of each subject is 
quite different. The effect of the difference on muscle fatigue also needs to be studied. Thus, a lot of 
research still needs to be conducted before practical application. In summary, the proposed framework 
with FFDispEn and the SVM classifier may be suitable for real-time muscle fatigue state monitoring. 

5. Conclusions 

Based on a fuzzy membership function and fractional calculus, FFDispEn was proposed and 
applied to muscle fatigue detection in this study. First, the 1D logistic map generated chaotic sequences 
to test the algorithm’s sensitivity to dynamic changes. The results show that the sensitivity of 
FFDispEn to dynamic change increases with increasing fractional parameter q; additionally, FFDispEn 
performs better than DispEn in following complexity changes. A muscle fatigue experiment was 
performed on 29 subjects with the sEMG signals of biceps brachii being recorded. Compared with 
DispEn and SampEn, FFDispEn showed better performance in muscle fatigue detection. Moreover, 
results showed that FFDispEn can describe the fatigue process of most subjects more precisely, 
accurately and stably. The highest accuracy of 97.5% was achieved with the FFDispEn and SVM. The 
muscle fatigue detection results and comparison with contemporary research have demonstrated that 
the FFDispEn and a SVM classifier is a promising approach for muscle fatigue detection and 
monitoring. These results demonstrate that the proposed algorithm is more sensitive to dynamic 
changes. We hope that this new nonlinear method will also show good performance in diagnostic 
applications, such as stroke patients’ muscle fatigue detection and epilepsy prediction in a clinical 
environment. 
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