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Abstract: This study presents a novel approach for obtaining reliable models and coefficients to 

estimate the probability of infection caused by common human enteric viruses. The aim is to provide 

guidance for public health policies in disease prevention and control, by reducing uncertainty and 

management costs in health risk assessments. Conventional dose-response (DR) models, based on 

the theory elaborated by Furumoto and Mickey [1], exhibit limitations stemming from the 

heterogeneity of individual host susceptibilities to infection resulting from ingesting aggregate 

viruses. Moreover, the scarcity of well-designed viral challenge experiments contributes to 

significant uncertainty in these DR models. To address these issues, we conducted a review of 

infection models used in health risk analysis, focusing on Norovirus (NoV) GI.1, pooled Enterovirus 

group (EV), Poliovirus 1/SM, and Echo-12 virus via contaminated water or food. Using a 

mechanistic approach, we reevaluated the known DR models and coefficients for the probability of 

individual host infection in the mentioned viruses based on dose-infection challenge experiments. 

Specifically, we sought to establish a relationship between the minimum infectious dose (ID) and the 

ID having a 50% probability of initiating host infection in the same challenge experiment. 

Furthermore, we developed a new formula to estimate the degree of aggregation of GI.1 NoV at the 

mean infectious dose. The proposed models, based on ―exact‖ beta-Poisson DR models, effectively 

predicted infection probabilities from ingestion of both disaggregated and aggregate NoV GI.1. 

Through a numerical evaluation, we compared the results with the maximum likelihood estimation 

(MLE) probability obtained from a controlled challenge trial with the NoV GI.1 virus described in 

the literature, demonstrating the accuracy of our approach. By addressing the indetermination of the 

unmeasured degree of NoV aggregation in each single infectious dose, our models reduce 
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overestimations and uncertainties in microbial risk assessments. This improvement enhances the 

management of health risks associated with enteric virus infections. 

Keywords: infections risk assessment; dose-infection response models; norovirus Hu/GI.1, 

Enterovirus group, Poliovirus 1/SM, and Echo-12 virus infection model coefficients  

 

1. Introduction  

Enteric viruses are harmful pathogens that have been linked to several waterborne disease 

outbreaks in humans. These viruses can be found in water and food that have been contaminated with 

fecal waste, either directly or indirectly. They can survive and remain attached to soil sediments, with 

high rates of resuspension and redistribution in flowing groundwater, particularly during flood runoff 

events. This poses a significant risk to human health, as it can lead to severe contamination of 

potable wells because changes in the ionic strength of flowing water may originate high detachment 

rates of virions from surface collectors (i.e., soil particles) [2]. Given these risks, accurate 

assessments of groundwater quality are crucial, especially in the aftermath of floods [3–5]. In both 

the USA (e.g., Big Horn Lodge, WY; Atlantic City, WY; Coeur d’Alene, ID; Island Park, ID) [6] and 

Italy (Salento peninsula) [7], there have been several outbreaks caused by contaminated drinking 

water from fractured bedrock (e.g., limestone) aquifers, such as limestone aquifers. These aquifers 

have been shown to be particularly susceptible to microbial contamination by norovirus (NoV), 

hepatitis-A virus (HAV), rotavirus (RoV), EV, and adenovirus (AdV) [8–10].   

Quantifying the microbial health risk assessment (RA) during outbreaks, particularly hepatitis A 

and gastrointestinal infections observed in regions such as Salento Peninsula, Italy [7], caused by 

ingesting contaminated food and water, is crucial for guiding public health policies for disease 

prevention and control. RA results are vital for community water management systems (i.e., 

policymakers) to evaluate water supply quality and set appropriate performance targets for 

wastewater treatment plants. In risk assessment, dose-response (DR) models are employed to 

quantify infections through various pathways of pathogenic agents delivered to the host (target). 

Probabilistic models and coefficient updates can reduce uncertainty and management costs in health 

risk assessments. DR models are based on pathogen challenges, involving experiments on volunteers, 

animals, or cells infected with a pathogen under controlled conditions. These experiments are 

necessary to study infectivity and immunogenicity in human hosts via mechanistic equations, similar 

to clinical trials of new vaccines. The infection risk is calculated from challenge experiments 

involving volunteers, determining the percentage of exposed nonimmune individuals who tested 

positive. DR model extrapolates the infection probability curve for increasing doses to better 

approach the experimental results. The physical meaning of ―infectious dose‖ and coefficients [11] in 

the most commonly applied exponential and beta-Poisson approximate models are often poorly 

explained in many studies on RA. The term ―infectious‖ is a requirement from the single-hit theory 

of the probability of infection, which posits that every single pathogen Poisson distributed in the dose 

must have the potential to infect the host, thereby making it ―infectious.‖ Moreover, certain studies 

on RA, such as those constructed by Ayuso-Gabella et al. [12] and Pecson et al. [13], utilize 

established literature coefficients [11] obtained from specific challenge experiments without 
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providing clear explanations for potential discrepancies between the volume of the applied inoculum 

in the dose of the studied experiment and that found in the literature. These discrepancies often arise 

because using an exponential or approximate beta-Poisson DR model scaling from 1 to 100 ml of 

inoculum volume of the dose leads to a significant horizontal shift in the curve of the predicted 

infection risk [14]. As suggested by Schmidt [15], when applying DR models in RA, particularly 

exponential and approximate beta-Poisson models, it is crucial to carefully investigate exposure 

assessment, specifically the estimation of the mean infectious dose. This refers to the product of the 

infectious pathogen concentration and the volume (or weight) of the contaminated inoculum supplied 

to the host. Therefore, a strong link exists between exposure assessment and the subsequent 

computation of the DR model. Reliable RA requires in-depth studies in different scientific fields, 

such as biomolecular microbiology for pathogenic agent identification and assays, medicine for 

understanding the pathogenesis of illness, and the health impact of infections, including host 

immunity and cell infection mechanistic processes. Most of this knowledge goes beyond the scope of 

environmental science and mathematics. The complexity involved may explain the frequent 

uncertainty in the results of RA [16,17]. Another concern is the identification of aggregation or 

non-aggregation of infectious pathogen particles in the dose delivered to the host. Gerba and 

Betancourt [18] explained the importance of viral aggregation for viral survival in wastewater. They 

demonstrated that most enteric viruses in polluted water samples appeared in aggregated forms, 

which increased their survival or resistance to environmental conditions and wastewater disinfection 

treatments. Therefore, studying how the aggregation of NoV can affect human health during 

environmental host exposure could lead to a more reliable estimate of the probability of infection. 

The uncertainty of exposure assessment, resulting from challenges in accurately predicting the 

number of infectious particles in the mean dose, coupled with the limited availability of specifically 

designed human challenge experiments in the literature, can lead to less reliable results of applied 

RA methods [14]. Teunis et al. [19] utilized various data sources, including outbreak data, to estimate 

the mean infection risk for a host exposed to a single dose of 1-NoV, resulting in values of 0.28 for 

NoV GI.1 and 0.076 for less infective NoV GII in nonimmune (Se+) subjects. Their research 

indicated that GII NoV is associated with more severe infections, despite GI NoV being preferred in 

human challenge experiments due to its higher infectivity. 

In this study, we sought to establish a relationship between the minimum infectious dose (ID) 

and the ID having a 50% probability of initiating host infection in the same challenge experiment for 

estimating the coefficients of individual infection risks via conventional mechanistic DR models, 

specifically for host inoculation with NoV GI.1, or pooled Enterovirus group, Poliovirus 1/SM, or 

Echo-12 virus. To validate the proposed coefficients, we compared the solutions of our DR model 

with the results of human challenge trials conducted by Teunis et al. [20], Atmar [21], Lion [22], and 

Mateo [23].   

2. Materials and methods 

In this review of dose-infection challenge experiments, we conducted a thorough reassessment 

of existing DR models and coefficients for the probability of individual host infection caused by 

Norovirus (NoV) GI.1. Our analysis focused on establishing a suitable relationship between the mean 

infectious dose (MID) and the corresponding infectious dose (ID) with a 50% probability of 
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initiating a host infection, known as ID50. 

Since 1967, numerous studies have been carried out to develop DR models for RA. The primary 

method of estimating the probability of infections has been based on the single-hit probability model 

(SHPM) initially proposed by Furumoto and Mickey [1]. Recently, Nilsen and Wyller [24] integrated 

SHPM into a stochastic framework. Subsequent methodological improvements [11,24] have 

recommended the utilization of functions complementary to the beta-Poisson probability distribution 

of SHPM for individual infections, such as the negative binomial (NB) or the gamma threshold 

probability distribution, among others [26]. These DR models consider variations in host-to-host 

susceptibility by combining single- or multi-hit Poisson probability and the conditional probability 

distribution of the minimum count of ingested infectious agent required to infect a host. However, the 

definition of the MID implies the presence of a threshold dose, which has not yet been 

comprehensively investigated in viral challenge experiments [17] involving NoV GI.1 inoculation [23]. 

For instance, Caul's experiment [27] yielded data indicating a MID for widespread aerosols 

containing infectious particles in the range of 10 to 100.  

Furthermore, certain critical aspects of the SHPM theory, as discussed by van Abel et al. [28], 

Messner [29], and Schmidt [15], have not been thoroughly examined in specific DR experiments. 

These aspects include the effects of individual host susceptibilities to infections caused by the same 

transmitted pathogen. Moreover, van Abel et al. [28] observed that in some experiments, secretor Se– 

individuals were infected by NoV genotype GII.4; that is, they became susceptible to infection. 

Similarly, in a study conducted by Mateo et al. [23], one immune host exhibited severe 

gastroenteritis, similar to a Se-positive challenge host. Despite these findings, the literature lacks 

well-designed viral challenge experiments for accurately estimating the coefficients of DR models, 

even when considering methods that encompass all possible infectious pathogens. 

To address these gaps, Rahman et al. [30] developed a mechanistic method for DR models to 

investigate foodborne host infection by Listeria monocytogenes. Their model describes the process of 

the host cell’s resistance against infectious pathogens and considers the possibility that plasma in 

host cells could facilitate the release of antibodies to eliminate pathogens. Integrating such 

mechanistic alternative models into the single-hit theory can significantly improve health risk 

estimations, as they are based on the operating environmental conditions and clinical data of a single 

host during viral challenge infection experiments. 

2.1. Conventional methods for infection probability estimation 

In various RA methods, the  and  coefficients of the beta-Poisson DR model [16] are derived 

from past pathogen challenge experiments. These experiments were conducted by different 

researchers for various pathogens, such as HAV (Hepatitis A Virus) infection by Ward [31], RoV 

(Rotavirus) by Ward [32], Echovirus-11/12 by Shift [33], and Coxsackievirus (CV) and AdV 

(Adenovirus) by Couch et al. [34] (refer to Table 1). Recent experiments focusing on DR curves for 

NoV were conducted by Atmar et al. [20], Frenck et al. [35], and Seitz et al. [36]. Additionally, 

Teunis et al. [37] proposed a redefinition of the coefficients of a DR model for AdV (AdV4, AdV7, 

and AdV16) by grouping data from various types of dose-infection challenge experiments found in 

the literature and the results of infection tests on kidney pig cells.  

In contrast, Strachan et al. [38] combined infection data collected from numerous global 

outbreaks, using data from both animal and human cells, to define a DR probability model of 
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infection for E. coli O157. They applied binomial and beta-binomial distributions in MLE to 

determine the  and  coefficients. Strachan et al. also proposed using DR challenge tests with 

surrogates of infectious pathogens, such as E. coli O157 and Sighella [38]. However, it is important 

to note that the availability of data from pathogen challenge experiments suitable for implementing 

comprehensive new DR models remains limited (refer to Table 1). Furthermore, using surrogate 

pathogens or animal cells in challenge experiments has resulted in probability-of-infection curves 

that significantly differ from those obtained using known DR model coefficients.  

Table 1. Coefficients of dose-response probability of infection models scaled to 1 g (or 

1 ml) of the inoculum (i.e., contaminated food or water) volume size. 

Dose-response model  and  (or 1 for the 

exponential model) 

 

HAV Exponential 1.8229  Haas and Eisenberg [39] 

AdV Exponential 2.397  Crabtree et al. [40] 

NoV Exponential 2.375 Sokolova et al. [41] 

RoV  Approximate beta-Poisson 0.253 and 0.422  Teunis and Havelaar [14] 

EV    

Group Approximate beta-Poisson 0.167 and 0.191  de Man et al. [42] 

Echovirus-12 Approximate beta-Poisson 0.401 and 227.2  Teunis et al. [43] 

 
Exponential 78.3  

McBride et al. [44]; Haas 

et al. [45] 

 Approximate beta-Poisson   

CV Exponential  129   Mena et al. [46] 

The approximate beta-Poisson model, as described in the literature, is expressed as follows. 

            𝑃 = 1 − (1 +
𝐼𝐷

𝛽
)
−𝛼

.         (1) 

However, this formulation leads to an overestimation of the NoV GI.1 probability of infection at 

low infectious doses (ID) compared to the ―exact‖ beta-Poisson infections model solution [15,20,28]:  

𝑃 = 1−1F1(𝛼; 𝛼 + 𝛽;−𝐼𝐷) .              (2) 

The model coefficients α (= 0.04) and β (= 0.055) [20] were obtained from NoV GI.1 (8fIIa + 

8fIIb) challenge experiments for disaggregated virions in the doses. However, Teunis et al. [43] 

suggested that the DR model (1) can provide an acceptable probability of infection approaching an 

exact solution (2) when reliable model coefficients are applied, although some uncertainty may be 

expected in the result at low infectious doses [28] of pathogens in volunteers (i.e., hosts). 

2.2. New relationships in beta-Poisson DR models  

The main theoretical implication of our proposed mechanistic method, as presented in this study, is 

to revolve around establishing relationships between ID/β and ID/ID50 to enhances microbial risk 
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assessments methods. The ID50 in the approximate beta-Poisson models. can be calculated as [39, p. 163] 

𝐼𝐷50 = 𝛽 (2
1/ − 1) .              (3) 

as derived from specific pathogen challenge experiments. Of note, in RA, the correct application of α 

and β model coefficients provided in existing DR models is achieved when ID, ID50, and β are 

defined for the same challenge experiment. This ensure that the mean pathogen dose supplied to the 

host and the model coefficients applied in the DR model refer to the same infection event [11]. In the 

present work, we demonstrate that using relationships between ID, the coefficient β, and minimum 

infectious dose rather than ID50 can lead to more reliable estimates for the probability of infection in 

RA, particularly for the transmission of enteric viruses to hosts. To establish this relationship, we 

collected ID50 and MID data (Table 2) from various challenge experiments involving infections 

caused by host inoculation with different enteric viruses [47,48].  

Table 2. MID and ID50 values collected from challenge infection experiments on enteric viruses. 

MID ID50 Pathogen Source 

1 1.26 HAV Ward et al. [31] 

1 6.17 RoV Graham et al. [49]; Teunis and Havelaar [14]  

0.83 1.66 AdV Couch et al. [34] 

  EV  

1 2 Poliovirus 1/SM Schiff et al. [33] 

17 78.3 Echo-12 Schiff et al. [33, 51] 

30 69.1 Coxsackie (CV) B4-A21 Health Canada [50]; Mena et al. [46]  

Table 2 presents the collected MID and ID50 values from challenge infection experiments 

involving enteric viruses. The best fit (R
2 

= 0.91) of the MID vs. ID50 values provided the 

relationship shown in Figure 1 on a semi-log plane in combination with the uncertainty intervals. 

Microsoft Excel was utilized to derive the following regression equations:  

𝑀𝐼𝐷 = 𝑐1  𝑙𝑜𝑔 (𝐼𝐷50) − 𝑐2,         (3a) 

or 

 𝑙𝑜𝑔 (𝐼𝐷50) =
1

𝑐1
(𝑀𝐼𝐷 + 𝑐2),        (3b) 

where c1 = 2 and c2 = 6 are the best-fit coefficients. 
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Figure 1. Best-fit relationship between MID-ID50 values from the collected 

challenge-controlled experiments and uncertainty intervals of estimations. 

Our proposed mechanistic method favors simple physically-based relationships between MID 

and ID50, rather than complex equations obtained through advanced best-fit methods and the Akaike 

Information Criterion (second order) [52]. To further enhance these relationships, additional ID50/MID 

data from enteric virus challenge trials could be included, potentially leading to the definition of 

novel coefficients for beta-Poisson infection probability models derived from well-designed 

challenge studies.  

In this study, we propose new models and coefficients to reduce overestimation and 

uncertainties in microbial risk assessments. By imposing an ID50 of 18, as estimated by Teunis et al. 

[20] from a NoV GI.1 challenge experiment on volunteers inoculated with the strain NoV GI.1 8fIIb, 

we calculated the MID of 15.3 ± 3 for NoV GI.1 using Eq (3b) (refer to Figure 1). We defined β new as 

equal to MID of 15.3 (i.e., >> 1) in 100 ml (or 1.5, scaled to 1 ml of inoculated volume). 

Subsequently, we calculated the corresponding model coefficient αnew as 0.89 (i.e., << 15.3) by 

inverting the known relationship (3) as follows: 

𝛼𝑛𝑒𝑤 =
1

 𝑙𝑜𝑔2(
𝐼𝐷50
𝛽𝑛𝑒𝑤

+1)
                                                                         (4) 

3. Results 

3.1. Disaggregated NoV GI.1 inoculation DR models  

The proposed model's coefficients were validated through comparison, as depicted in Figure 2. 

We considered a DR model (1) with an exact beta-Poisson solution (2) to determine the probability 
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of infection based on α (0.04) and β (0.055) coefficients proposed by Teunis et al. to predict the 

probability of infections caused by disaggregate NoV GI.1 (8fIIa + 8fIIb). The exact beta-Poisson 

solution was obtained using Microsoft Excel, employing the Kummer confluent hypergeometric 

function [53], resulting in the following expression: 

 1𝐹1 = ∑
()𝑛(−𝐼𝐷)

𝑛

(+)𝑛𝑛 
,                                                               

𝑛 0 (5) 

where n=  (+1)(+2)…(+n-1), and similarly, (+)n = (+)(++1)…(++n-1). The 

value of n represents the number of terms considered in the series, which is set to 15 in the 

calculations. The integral form of the beta-Poisson model probability of infection is given by [11] 

𝑃 = 1 − ∫ (
(α+β)

(α)∙(β)
∙ 𝑟𝛼−1 ∙ (1 − 𝑟)𝛽−1) ∙ 𝑒−𝑟∙𝐼𝐷𝑑𝑟

1

0
,                        (6) 

where ―r‖ is the single-hit value of the beta-probability of infection (i.e., host susceptibility) and () 

represents the gamma function. 

 

Figure 2. Probability of infection for the ingestion of NoV GI.1 8fIIb for ID <10 

(disaggregated in 1 ml of inoculum volume): i) the exact (1−1F1 (,+ ,−ID)) solution 

provided by Teunis et al. using coefficients from cumulative infections in a given challenge 

for strains (8fIIa + 8fIIb), ii) the approximated beta-Poisson model using new coefficients 

(= 0.89 and  = 1.53), and iii) the exponential model using the proposed coefficient (1 = 

2.597), which approaches the exact beta-Poisson solution given by Eq (2). 

Additionally, Figure 2 presents the infection probability obtained by the exponential model 

using the following expression: 

𝑃 = 1 − 𝑒
−
𝐼𝐷

𝛽1,           (7) 
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where β1 is the proposed coefficient with a value of 2.597. β1 = 2.597 improves the approximate 

beta-Poisson solution (Eq 1), closely aligning with the exact beta-Poisson infection probabilities in 

the considered challenge experiment at low doses. This enhances prediction accuracy and model 

reliability. 

Figure 3 demonstrates that the exact beta-Poisson (2) obtained using the values (0.89; 1.53) for 

the proposed coefficients also fits well with the infection probabilities obtained via maximum 

likelihood estimation (MLE) (Table 3) for NoV GI.1 8fIIb in the challenge experiment conducted by 

Teunis et al. 

Table 3. Infections/doses from the MLE of NoV GI.1 8fIIb challenge trial [20]. 

ID 0.01 0.1 0.3 0.5 0.8 1 3 10 18 100 1000 

P 0.01 0.03 0.1 0.15 0.2 0.28 0.44 0.48 0.5 0.54 0.56 

 

Figure 3. Exact solutions of single-hit individual infection probabilities from GI.1 NoV 

8fIIb challenge experiments, considering the 56% host nonimmune fraction, using the 

values provided in the literature with = 0.04 and = 0.055 [20] (dashed dot line), and 

new coefficients = 0.89 and = 1.53 and, using Eqs (2) (solid line) and (6) (dashed 

line), respectively; and MLE results from Teunis et al. [20] (green-square dots) with ± 95% 

interval (green-dot lines) and infection data from Atmar et al. [21] (grey-triangle dots), 

Leon [22] (violet-circle dots), and Mateo [23] (red-rhomb dots).  
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The model probabilities (see Figure 3) are compared with MLE results from Teunis et al. [20] 

challenge experiment and infection data from Atmar et al. [21], Leon [22], and Mateo [23], all 

adjusted for the 56% nonimmune host fraction. 

The risk infection curves shown in Figure 3 confirm the appropriateness of the proposed 

mechanistic coefficients in fitting the exact beta-Poisson probabilities of infection (6) and 

approaching the MLE curve from the challenge test conducted by Teunis et al. [20], as well as the 

infection data from the NoV GI.1 challenge trials conducted by Atmar et al. [21], Lion [22], and 

Mateo [23] considering the 56% nonimmune host fraction.  

The exact beta-Poisson solutions given by Eqs (2) and (6) were calculated using Microsoft 

Excel and MATHCAD (https://www.mathcad.com), respectively. The DR models in Figure 3 provide 

a mean infection risk of 0.285 (= 0.16/0.56) for Se+ host secretors exposed to only 1-NoV GI.1, 

which is very close to the infection risk of 0.28 recently estimated by Teunis et al. [19]. 

3.1.1. ―Aggregate‖ NoV GI.1 inoculation DR models 

In this section, we present three theoretical formulations of the DR model of infection from the 

literature, predicting the infection risk due to norovirus aggregation in doses supplied to volunteers. 

The underlying experimental work by Teunis et al. aimed to explain how the aggregation [17,45] 

of noroviruses might affect the individual probability of infection. The infection probability for 

nonimmune hosts exposed to aggregated NoV virions can be expressed as [28] 

𝑃𝑖 = [1 −  2𝐹1(𝛽, 𝐛; 𝛼 + 𝛽; 𝒂)]                            (8) 

This probability depends, via the Gauss hypergeometric function 2F1(), on the degree of virion 

aggregation (or percentage) ―a‖ in each aggregate present in the inoculated dose given to volunteers. 

Various challenge experiments in the literature have suggested a ―log-series‖ probability distribution 

of ―a‖ among aggregations (Poisson distributed) of inocula with a corresponding mean size (i.e., 

number of NoV virions) µ in the mean percentages of ―a.‖ Note that and b in Eq (8) represent 

transformation variables of the mean aggregate infectious dose (id).  

In this study, we have revised the ―beta-binomial‖ probability of the infection model and applied 

the Euler transformation [53] to Eq (8) to obtain the following: 

𝑃𝑖 = (1 − 𝜑) ,1 − *𝜗
(c)

(b)(c−b)
∫ 𝑟(𝑏−1) ∙ (1 − 𝑟)(𝑐−𝑏−1)(1 − 𝑟 ∙ 𝑎−) 𝑑𝑟
1

0
+-,                  (9) 

where 

𝜗 = 𝑒
−
𝑖𝑑̅̅ ̅

𝑎 𝜇
      
,                      𝜇 =

−𝑎

(1−𝑎)∙𝑙𝑜𝑔(1−𝑎) 
,                           (9a) 

   b =
𝑖𝑑̅̅ ̅∙(1−𝑎)

𝑎
,            𝑐 =  +  ,                                                  (9b) 

In Eq (9), the term (1 - ) denotes the fraction of individuals who are fully susceptible (i.e., r = 

1) to NoV infection caused by the aggregate dose id, whereas 𝑖𝑑̅ = − log[𝑃(𝑖𝑑)/(1 − 𝑃(𝑖𝑑)] is the 

log transformation variable of the mean aggregate infectious dose of NoV, where P is the 

beta-Poisson probability given by Eq (6) for nonimmune hosts.  
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It is important to note that Eq (9) represents the ―single hit‖ beta-Poisson probability of 

infection only for the extreme cases of a = 1, or a = 0. Thus, the probability of infection caused by 

aggregated NoV GI.1 combines the beta (continuous) probability distribution of the host-to-host 

susceptibility, to the negative binomial probability of infection from ―clumped‖ virions within each 

dose [11]. 

Teunis et al. [20] estimated the model coefficients (α = 5.3510
-3

 and β = 2.5110
-3

) using the 

MLE approach based on experimental infection probabilities from aggregated NoV 8fIIa human 

challenge trial. In this study, we propose different coefficients (α =0.89 and β =1.53) for NoV GI.1. 

Additionally, Messner et al. [29] reconsidered the Eq (8) above from the Teunis model and proposed 

the fractional Poisson (FP) probability distribution, which can be expressed as 

𝑃𝑖 = 𝑃(1 −  )  ∙ (1 − 𝑒
−
𝑖𝑑

𝜇 )       (10) 

where P represents the corresponding beta-Poisson single-hit probability of infection at the same 

infectious dose. This equation is based on the Bernoulli probability distribution, where r can take 

values 1 or 0, and it provides an alternative simplified solution to the exact beta-binomial probability 

form given in Eqs (8) and (9) by quantifying a constant immunity host fraction. 

Following Schmidt [15], the integral formulation of the single hit of ―adapted‖ beta-Poisson 

(ABP) conditional probability of infections from aggregated NoV can be obtained by reconsidering 

the same challenge dataset used by Messner et al. [29]. This single-hit DR model assumes that all 

ingested aggregate virions are completely disengaged in the host. Therefore, the ABP model accounts 

for the beta distribution of the host-to-host susceptibility caused by ―clumped‖ ingested virions. The 

aggregates of NoV are modeled with a Poisson distribution into every single dose supplied to the host, 

and since virions in every aggregate follow a log-distributed pattern [20], the resulting virion 

distribution in the administered mean dose 𝑖𝑑̅ follows a negative binomial probability distribution. 

The ABP probability of infection model, considering a constant host immunity fraction 𝜑, can then 

be expressed as [15]. 

𝑃𝑖 = (1 − 𝜑) ,1 − ∫ (
(𝛼+𝛽)

(𝛼)(𝛽)
𝑟𝛼−1 ∙ (1 − 𝑟)𝛽−1) ∙ [1 − (1 − 𝑟)𝑖𝑑̅̅ ̅]

1

0
- 𝑑𝑟.              (11) 

In this study, we purpose 𝑖𝑑̅ estimations via the extended negative binomial (ENB) (Pòlya) 

probability distribution (www.vosesoftware.com/riskwiki) of the aggregate virus count in the 

infectious dose, as given in the following equation.  

𝑖𝑑̅= 
1

[
(𝐚+𝑧)

(𝐚)(𝑧𝑖)
𝑃𝑖(𝑖𝑑)

𝐚(1−𝑃𝑖(𝑖𝑑))
𝑧]

.                 (11a) 

In the above Eq (11a), the mean of the ENB distribution is defined as  

𝑧 = −


[µ∙𝑙𝑜𝑔(1−𝐚)]
                  (11b) 

where  (the ENB parameter) is the count of the mean ingested aggregates in the dose,  is the mean 

size of the aggregates as in Eq (9a), and zi is the initial value of 𝑖𝑑̅ in the ENB distribution. 

http://www.vosesoftware.com/riskwiki
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3.1.2. Validation of proposed aggregated Nov GI.1 DR models 

 

Figure 4. DR model of infection probabilities caused by aggregated NoV GI.1 8fIIa 

assuming  = 0.89 and  = 1.53 and a host immune fraction  of 37%, using Eq (9) 

(solid line), (11) (dashed and dot line) and (14) dashed line); a) id < 1; and b) id > 1, with 

95% confidence intervals (dotted lines). 
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Figure 4 illustrates the results of a numerical validation of the proposed infection probability 

models (9) (solid line) and (11) for aggregated NoV infections. The validation was conducted using 

the MLE of infection counts provided by Teunis et al. [20] from a challenge experiment involving 

aggregate NoV GI.1 8fIIa infections. To ensure accurate representation, we set the product × a 

equal to 400 virions (i.e., = 400 virions and, a  1) based on Teunis et al. findings. This approach 

allowed us to depict the proposed probabilities using Eqs (9) and (11) in Figure 4(a),(b), respectively, 

for dose sizes of aggregated NoV GI.1 8fIIa id < 1 and id > 1. In specific terms, for Eq (9), we fixed a 

= 0.07 (i.e., 7%) and mean  = 1 for one aggregate dose id of 5,714 virions to obtain  a = 400 

virions, as seen in Teunis et al. NoV 8fIIa challenge experiment. Using the gamma-binomial 

distribution, we derived the probability (9), which accurately fitted the MLE of infections from the 

aggregated NoV 8fIIa challenge trial by setting a = 0.07, immunity host fraction  = 37%,  = 0.89, 

and  = 1.53. The predicted mean infectious dose from Eq (9a) was 1.037, corresponding to an id of 

5,927 virions and × a equal to 415 virions, showing a minimal computational discrepancy of 4% 

for 400 virions compared to Teunis et al.’s challenge study.  

In this study, we applied the DR model (11) by setting the degree of aggregation a to 0.2, i.e., 

one aggregate id = 1980.2 virions and the mean aggregation size  = 1.122 (from Eq (9a)). 

Furthermore, based on the information provided, zi = 13.5, and subsequently × a = 449 virions 

(showing an 11% discrepancy concerning the input data). Finally, we set the mean count of ingested 

aggregate doses, , to 4. 

The infection probability (9) aligned well with the infection data from the experiment conducted 

by Teunis et al. However, the ABP model (11) well approached the probability of infection caused by 

NoV GI.1 8fIIa, as calculated by Teunis et al. using MLE, for id > 2. Additionally, it is worth noting 

that (= 4) and a (= 0.2) were not independent parameters in the latter model. To establish the 

relationship (12) between these parameters, we initiated with the log transformation of the mean 

aggregate dose in the Teunis et al. dataset (refer to Eqs (9a) and (9b)). By using the single-hit 

beta-Poisson probability of infection P as given by Eq (6) and considering a dose ratio of /(0.9id50) 

= 1.9, we approximated a 45% infection probability of nonimmune hosts when id50 was at 2.34 (refer 

to Figure 2).  

𝒂 = −𝑙𝑜𝑔 [
𝑃(



0.9𝑖𝑑50
)

1−𝑃(


0.9𝑖𝑑50
)
]                (12) 

The relationship presented in (12) establishes a link between the degree of virion aggregation in 

doses, a, and the mean count of the aggregates in the doses, . This relationship is particularly 

valuable in practical applications of Eqs (9) and (11) when the percentage of NoV aggregation was 

not measured at every dose during the challenge trial. By using Eq (12), the uncertainty in MRA can 

be reduced, addressing the indeterminacy in measurements of a. 

In Figure 4, we observe that at low doses (id < 0.8), the DR model (9) provides a better fit to 

Teunis et al. MLE of infection data compared to the ABP model (11). The ABP model considers 

overdispersion due to the conditional probability, specifically the negative binomial distribution [25], 

assuming that aggregated virions disengaged in the host. These overestimations of the probability 

can be partially mitigated (for id > 0.3) by combining the DR model (11) with the probability 

distribution that accounts for the probability that clumped virions may not completely disengage after 

the host’s challenge. This combination allows us to derive the following expression: 
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𝑃𝑖𝑟𝑒𝑣  = 𝑃𝑖  × 𝑃(𝑖𝑑)
−𝒂                    𝑓𝑜𝑟   𝑖𝑑 > 0.3                                 (13) 

where a = 0.2, Pi is the probability given by (11), and P is the single-hit beta-Poisson probability 

derived from Eq (6).  

Finally, the probabilities of infection from NoV 8fIIa, represented by the DR models shown in 

Figure 4, fall within 95% confidence of the uncertainty interval of the MLE infection probabilities 

obtained from the challenge trial conducted by Teunis et al. 

3.2. Models of risk infection from disaggregated EV  

Contaminated water or food may contain multiple enteroviruses, including Poliovirus 1/SM, 

Echo-12, and CV, simultaneously. In such cases, the probability of infection by pooled EV due to the 

ingestion of contaminated drinking water, for instance, can be defined as follows: 

𝑃𝑖 = 1 − ∏ (1 − 𝑃𝑖,𝑣)
𝑛𝑣
𝑖                                (14) 

where Pi,v represents the probability of infection by the specific enterovirus, and nv is the total 

number of EVs detected in the water. Accurate measurement of the specific volume of the inoculum 

for the infectious dose [15] of each EV is essential during exposure assessment.  

 

Figure 5. Exponential and approximate beta-Poisson models of infections (inocula of 1 

ml) from the EV group, Echo-12, Poliovirus 1 LSc2ab, and Poliovirus 1/SM using 

revised model coefficients provided in the literature (refer to Table 1) and the 

approximate beta-Poisson (2) or exponential (1) model. 
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Alternatively, some studies have used the approximate beta-Poisson model with optimized 

coefficients, = 0.167 and  = 0.191 (Table 1) for the pooled EV group infectious doses [42]. This 

DR-pooled probability of infection, which defines coefficients similar to those by Teunis et al. [43] 

for Poliovirus 1 LSc2ab ( = 0.114 and  = 0.159) in the literature, may lead to significant 

overestimations of the probability of EV infection at low doses (Figure 5). 

Therefore, in cases where challenge trial studies are not available for MRA, we propose new = 

3.82, which is obtained by downscaling the literature coefficient 0.191 defined by de Man et al. [42] for 

the probability of infection from EV, i.e., new = 0.191 20. This shift in the EV group probability 

curve to the left results in a higher infection probability than the sum of the probabilities given by each 

single virus (refer to Figure 5). 

Moreover, the exponential DR model with the coefficient defined by McBride et al. [44] and 

Haas et al. [45] (refer to Table 1) was used to determine the Echo-12 infection probability trend in 

Figure 5, whereas for the exponential probability of infection from PV 1/SM, we propose a 

coefficient of 112.73, i.e., 


1
=
(𝐼𝐷50+𝑀𝐼𝐷)

𝐼𝐷50
∙ 40,          (15) 

where ID50 is 2 (refer to Table 2) and MID is 1.1 [34], whereas 40 is the value of the proposed 

downscaling coefficient. 

Finally, we suggest setting the value of new to 17 for calculating the probability of infection by 

the Echo-12 virus using the approximate beta-Poisson model. To arrive at this value, we matched the 

model coefficient with the MID value presented in Table 2. Additionally, we obtained the new value 

from Eq (4) by setting ID50 to 78.3, as determined by McBride et al. [44] and Haas [45]. 

4. Discussion 

We presented suitable probability models to estimate the risk of infection from disaggregated or 

aggregate NoV GI.1 in doses. We showed that our proposed approach compared favorably with the 

MLE obtained from results of the challenge trial conducted by Teunis et al. [20], which involved 

volunteers as nonimmune hosts. The model coefficients, = 0.89 and = 1.53, were determined 

using a novel ID50 = f(MID) relationship derived from the best fit of MID and ID50 values collected 

from several challenge experiments involving enteric viruses. Our results showed that the proposed 

relationship is effective in estimating the exact beta-Poisson probability of NoV virion infection. 

Importantly, the coefficients of the norovirus model were derived from ID50 values estimated by 

Teunis et al. [20] in their challenge experiments involving disaggregated NoV GI.1 8fIIb. Applying 

the new model coefficients yielded an ID50 of 23, deviating from the ID50 of 18 suggested by Teunis 

et al. This result was consistent with the findings of van Abel et al. [28], and it approached the ID50 

of 26 suggested by Teunis et al. [20] for their aggregated challenge experiment with NoV GI.1, using 

inocula of strain NoV GI.1 8fIIa supplied to volunteers.  

Nevertheless, experimental determination of MID values of human viruses is challenging due to 

the specific operative conditions of each challenge infection experiment, leading to significant 

uncertainty in the estimations. However, successful comparison of the predicted infection curves 

using the proposed coefficients for norovirus indicates the reliability of the MID/ID50 relationship. 
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However, it is essential to acknowledge the limitations in applying DR models in this study due to 

data scarcity and the need for further research from challenge infection experiments. Further research 

should not only focus on virus exposure but also combine experiment data to validate the accuracy of 

the proposed formulas. 

For infectious dose sizes < 1 virion, the proposed revised exact beta-Poisson probabilities 

provided the same values as those determined by Teunis et al. [20] for disaggregated NoV (8fIIa + 

8fIIb) infections, using coefficients  = 0.04 and  = 0.055. However, with the latter coefficients, 

deviations in the solution were evident for doses >1 due to the numerical degeneration of the series 

values given by Eq (5), and the integral (6) did not converge. Similarly, Eq (5) degenerated when 

using  = 0.631 and  = 6.510
5
 provided by Teunis et al. for infection probability, owing to host 

exposure to disaggregated NoV GI.1 8fIIb in doses. On the other hand, Eq (6) performed well when 

utilizing the proposed values, = 0.89 and = 1.53. Practical examples illustrating the usefulness of 

the proposed dose-infection models can be found in QMRAs applied at the large-scale population 

level [3]. These results impact groundwater management and policy-making decisions [54] 

concerning drinking water supplies and crop irrigations using reclaimed water. 

5. Conclusions 

In this study, we presented probability models for estimating health risks of infection from 

disaggregated or aggregated NoV GI.1 virions at varying doses. These models serve as valuable tools 

for quantifying microbial health risk assessments during outbreaks, guiding public health policies for 

disease prevention and control. By providing reliable models and coefficients, the uncertainty and 

cost of management actions in health risk assessments can be reduced. Our updated infection models 

were positively compared with the results of the MLE method adopted by Teunis et al. [20] in a 

challenge trial performed on volunteers with a nonimmune host fraction. Furthermore, we proposed a 

relationship (12) between the degree of virion aggregation in every single dose ―a” and the mean 

count of the aggregates in infectious doses. This relationship simplifies the practical application of 

DR models (9) and (11) in risk assessments by reducing the uncertainty stemming form the 

indetermination in the measurement of a. 

Enteric viruses are harmful pathogens associated with numerous outbreaks of waterborne 

disease in humans. They can typically be isolated from water or food directly or indirectly 

contaminated by fecal waste, and their ability to survive in flowing groundwater poses significant 

health risks, especially after flood-runoff groundwater infiltration. Therefore, after floods, it is crucial 

to conduct accurate assessments of the health risk associate with the quality of water supplied by 

public water systems. In this study, we proposed a new mechanistic approach to reliably estimate the 

coefficients of DR models for predicting the risk of infection with human enteric viruses.  

Determination of MID from human viruses experimentally is highly uncertain, as each MID 

estimation depends on the specific operating conditions of a particular challenge infection 

experiment. Although well-designed human virus challenge experiments would enhance research on 

health risk assessment, they are often not available for practical risk assessments. These limitations 

contribute to uncertainty in the risk assessment results for models derived from the single-hit 

probability theory. Thus, complementary investigations are needed to support those based on the 

immunity theory of individual secretors (Se) currently applied. Further research is necessary to 
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understand the heterogeneous behavior of individual host-to-host susceptibility to the same dose of 

supplied pathogens and to elucidate the specific virus-cell mechanisms responsible for infectivity and 

pathogenesis. For instance, Rahman et al. developed a mechanistic DR model to investigate 

foodborne host infections caused by Listeria monocytogenes, offering an alternative approach to the 

single-hit theory that may reduce uncertainties in estimating infection risk by incorporating both the 

operating environmental conditions and clinical data of every host during a given challenge trial.  
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