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Abstract: The accurate and fast segmentation method of tumor regions in brain Magnetic Resonance 
Imaging (MRI) is significant for clinical diagnosis, treatment and monitoring, given the aggressive 
and high mortality rate of brain tumors. However, due to the limitation of computational complexity, 
convolutional neural networks (CNNs) face challenges in being efficiently deployed on 
resource-limited devices, which restricts their popularity in practical medical applications. To address 
this issue, we propose a lightweight and efficient 3D convolutional neural network SDS-Net for 
multimodal brain tumor MRI image segmentation. SDS-Net combines depthwise separable 
convolution and traditional convolution to construct the 3D lightweight backbone blocks, lightweight 
feature extraction (LFE) and lightweight feature fusion (LFF) modules, which effectively utilizes the 
rich local features in multimodal images and enhances the segmentation performance of sub-tumor 
regions. In addition, 3D shuffle attention (SA) and 3D self-ensemble (SE) modules are incorporated 
into the encoder and decoder of the network. The SA helps to capture high-quality spatial and 
channel features from the modalities, and the SE acquires more refined edge features by gathering 
information from each layer. The proposed SDS-Net was validated on the BRATS datasets. The Dice 
coefficients were achieved 92.7, 80.0 and 88.9% for whole tumor (WT), enhancing tumor (ET) and 
tumor core (TC), respectively, on the BRTAS 2020 dataset. On the BRTAS 2021 dataset, the Dice 
coefficients were 91.8, 82.5 and 86.8% for WT, ET and TC, respectively. Compared with other 
state-of-the-art methods, SDS-Net achieved superior segmentation performance with fewer 
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parameters and less computational cost, under the condition of 2.52 M counts and 68.18 G FLOPs.  

Keywords: brain tumor; magnetic resonance imaging; volume data; lightweight; convolutional 
neural network; attention mechanism; depthwise separable convolution 

 

1. Introduction  

Glioma is one of the most aggressive types of brain tumors, accounting for approximately 80% 
of all cranial malignancies, with a high recurrence, mortality rate, low cure rate and slightly 
predominant in males. The common clinical treatments of glioma include radiotherapy, 
chemotherapy and surgery, which all depend on medical imaging, processing and analysis. Among 
all medical imaging, Magnetic Resonance Imaging (MRI) has been a crucial technique in the 
diagnosis and treatment of glioma, since it cannot only clearly display the soft tissue structures based 
on multimodal images, but provide non-invasive and radiation-free imaging for the human body [1]. 
Multi-modalities show the different anatomical and functional information of glioma, which are 
beneficial for the depiction of the type, shape, size and boundary of the tumors, as shown in Figure 1. 
Accurate delineation MRI of glioma requires true labels of data, including background (label 0), 
necrotic and non-enhancing tumor (label 1), edema (label 2) and enhancing tumor (label 4). 
Physicians often delineate tumor regions manually in a slice-by-slice manner from a large amount of 
MRI images, which is tedious and time-consuming, and the accuracy depends highly on the 
experience of the experts and threshold setting. Therefore, automatic and accurate segmentation of 
brain tumors plays a vital role in clinical diagnosis and treatment [2]. 

 

Figure 1. Multimodal MRI images. (A) Flair, (B) T1, (C) T1ce, (D) T2 and (E) Label. 
The red area is necrotic and non-enhancing, the green area is edema and the yellow area 
is enhancing tumor. 

Convolutional neural networks (CNNs) have achieved impressive achievements in brain tumor 
segmentation because of their powerful feature extraction capabilities. Fully Convolutional Networks 
(FCNs) [3] abandon the full connection layer to reduce network parameters and achieve pixel-level 
segmentation. Especially, since Ronneberger introduced the U-Net [4] based on FCN in 2015, 
encoder-decoder symmetric networks with skip connection have demonstrated exceptional 
performance in medical image semantic segmentation tasks [5–8]. In order to meet demands of 
clinical applications in terms of accuracy and efficiency, a large number of networks based on 
U-Net have appeared to optimize the performance by improving network structure, adding new 
modules, expanding to 3D networks and so on. For example, Jungo et al. enhanced the U-Net 
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architecture by introducing residual flow and improving the pooling flow to combine global and 
local feature information [9]. Cinar et al. [10] proposed a hybrid architecture that combined the 
strengths of DenseNet121 and U-Net to achieve more accurate and precise segmentation results for 
small tumor regions. Wu et al. [11] introduced DE-ResUNet, which connected T1-weighted image 
and texture features to the dual encoder and used a channel attention mechanism to extract more 
useful informative features. Jiang et al. [12] proposed a dual-branch decoder network DDU-net. 
Çiçek et al. proposed the 3D U-Net [13], Mehta et al. [14] proposed a 3D U-Net brain tumor 
segmentation network and Abdollahi et al. [15] proposed the network V-Net to expand 2D into 3D 
network, which can extract more spatial contextual information and achieve remarkable results in the 
segmentation of volumetric medical image data. Zhu et al. [16] proposed a segmentation method that 
outperformed several state-of-the-art methods on the BraTS benchmarks by fusing deep semantic 
and edge information from multimodal MRI. Li et al. [17] introduced X-Net, a dual decoder structure 
that combined CNN and Transformer features, which showed outstanding performance in medical 
image segmentation tasks. Similarly, Xu et al. [18] also integrated CNN and Transformer, adopted a 
multi-dimensional statistical feature extraction module and obtained excellent results in brain tumor 
and heart segmentation tasks. 

Attention mechanisms are widely regarded as crucial components in medical image processing. 
In MRI scans of the brain, where the tumor area is relatively small, these mechanisms play a vital 
role in focusing on the tumor region and extracting relevant and informative features. By leveraging 
various attention mechanisms, the accuracy of small tumor segmentation can be significantly 
improved. For example, Kong et al. [19] presented a 3D FCN with a dual-attention mechanism, 
incorporating both global attention and local attention, to enhance significantly the segmentation 
performance for glioma segmentation based on MRI. Attention U-Net [20] added attention gates 
(AGs) in encoder and decoder to readjust the output characteristics of encoder, a gating signal can be 
generated by the module to remove irrelevant and noise blurring responses and highlight the 
significant features transmitted through skipping connections. He et al. [21] proposed a cloud-based 
medical image segmentation method, which improved segmentation accuracy by introducing an 
interactive fusion attention module. Squeeze-and-excitation (SE*) was proposed to automatically 
acquire the importance of each feature channel, and then increased the weight of the relevant features 
in the 2018 CVPR. Roy et al. [22] introduced three SE* module extended structures in the fully 
convolutional neural network. Shuffle attention (SA) is a multi-branch attention mechanism [23] that 
combines spatial attention and channel attention simultaneously. Unlike SE*, which mainly focuses 
on channel attention, SA overcomes the limitations of using a single attention mechanism and 
incorporates global attention. Furthermore, SA offers the advantage of reducing computational 
complexity compared to SE*. 

In the field of brain tumor segmentation, the currently existing 3D encoder-decoder networks 
have obtained excellent results. However, these networks often have a large number of parameters, 
which results in high computational cost. To maintain good segmentation efficiency while reducing 
computation and parameters, 3D lightweight networks are proposed for precisely segmenting brain 
glioma, such as MobileNets [24], ShuffleNet [25] and GhostNet [26], etc. Zhou et al. [27] presented 
an effective 3D residual neural network (ERV-Net) with lower computational memory consumption. 
Reddy et al. [28] proposed a lightweight CNN framework that extracted features from brain MRI 
images and then classified them as normal or abnormal. Luo et al. [29] used a lightweight and 
efficient hierarchical decoupled convolutional network (HDCNet), which replaced 3D convolution 
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with a new hierarchical decoupled convolutional module, to achieve efficient exploration of spatial 
contextual information of images at multiple scales and perspectives. Zhang et al. [30] introduced a 
hierarchical multi-scale segmentation network (HMNet) with lightweight components, which further 
reduced the complexity and computational overhead of the network.  

In the current field of brain tumor segmentation, there are still some issues. First, a large 
number of parameters and computational cost are required by traditional CNN networks to directly 
extract feature information from high-resolution brain MRI volumetric data, which can lead to 
difficulties in running on resource-limited devices. Second, due to the small size and diverse shapes 
of glioma regions, as well as the blurred boundary between them and healthy tissue, tumor area 
segmentation is extremely challenging. Therefore, we are committed to developing a lightweight 
network that can maintain high accuracy while achieving real-time performance in the brain tumor 
segmentation task. In this paper, a 3D lightweight network SDS-Net is proposed, which cleverly 
simplifies parameters and computational resources to obtain high accuracy in glioma segmentation 
while maintaining low computational complexity. SDS-Net demonstrates the ability to rapidly and 
accurately segment brain tumors, and can be easily embedded in resource-limited devices to provide 
a more convenient and efficient solution for clinical diagnosis and treatment. Additionally, we have 
developed a brain tumor segmentation and visualization software, further enhancing the convenience 
and efficiency of brain tumor segmentation in clinical applications. Our major contributions are 
given as follows: 

 A novel 3D lightweight encoder-decoder network, named SDS-Net, is introduced for 
multimodal brain tumor MRI image segmentation. SDS-Net adopts a lightweight backbone 
structure and extensively explores the rich multimodal and boundary features of brain 
tumor images, significantly reducing network computation and parameters while 
maintaining excellent segmentation performance. 

 The effective 3D lightweight backbone blocks, known as lightweight feature extraction 
(LFE) and lightweight feature fusion (LFF) modules, have been developed. The LFE 
module can effectively extract the local feature information of multimodal MRI images, 
and the LFF module combines high-level abstract features from the encoder with features 
from the decoder to achieve a more comprehensive feature representation. The two 
lightweight modules together make our proposed SDS-Net more lightweight, and enable it 
to exhibit efficient performance and benefit on resource-limited devices. 

 To achieve more precise segmentation results, 3D SA and 3D SE modules are separately 
incorporated into the encoder and decoder of SDS-Net. By aggregating essential spatial and 
channel features from different modalities and refining the learning of edge features, the 
expression capability of crucial features and edges is significantly enhanced, leading to 
more accurate results in brain tumor segmentation. 

 A segmentation and visualization system of brain MRI images is designed to assist doctors 
in diagnosis and subsequent treatment, which can be used in medical institutions such as 
hospitals and clinics to provide more accurate diagnosis and treatment plans. 

The rest of the paper is structured as follows. Section 2 describes the overall architecture of the 
proposed network and provides detailed information about the experimental setup, including data 
preprocessing and evaluation indicators. Section 3 is the quantitative and qualitative analysis of the 
experimental results. Section 4 draws the main conclusions of this paper. 
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2. Methods 

2.1. Dataset and preprocessing 

In this work, several experiments are conducted on MICCAI Brain Tumor Segmentation 
(BRATS) Challenge datasets [31–33] and the results of the proposed network are qualitatively 
evaluated on the segmentation and visualization system. The BRATS 2020 contains MRI images of 
369 patients with different severity of gliomas and BRATS 2021 contains 1251 patients. Each patient 
dataset contains four modalities T1, T2, Flair and T1C, in NIFTI format, with a size of 155 × 240 × 
240 and the same voxel size of 1.0 × 1.0 × 1.0 mm3. The training dataset consists of three different 
types of brain tumor labels, which were hand drawn by medical experts, i.e., the whole tumor (WT) 
(label 1, 2 and 4), the enhancing tumor (ET) (label 4) and the tumor core (TC) (labels 1 and 4).  

Since there are differences in the intensity values from different patients, the z-score 
standardization operation is required to achieve a common image intensity level. The normalization 
equation (Eq (1)) can be used to calculate the normalized intensity value 𝑋∗ of the sample data, 
where X represents the original intensity value of the data, while 𝜇 and 𝜎 denote the mean value 
and standard deviation of the data, respectively. 

              𝑋∗ =
௑ିఓ

ఙ
 (1) 

Cropping is performed at the center of the image with a size of 128 × 128 × 128 to remove 
irrelevant regions and address the problem of class imbalance. Four MRI modalities are fused into 4 
× 128 × 128 × 128 block as the input of the network, 128 × 128 × 128 corresponds to the input 
volume size and the number 4 represents four MRI modalities of Flair, T1, T1ce and T2. 
Preprocessing steps not only eliminate the class imbalance problem but also reduce training time and 
memory requirements, the results of preprocessing are shown in Figure 2. 

 

Figure 2. The flow chart of image preprocessing. (A) Flair, (B) T1, (C) T1ce and (D) T2. 
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2.2. Network structure 

The proposed 3D lightweight network SDS-Net for brain tumor segmentation is structured as 
shown in Figure 3, mainly includes four key components of lightweight feature extraction (LFE) 
module, lightweight feature fusion (LFF) module, 3D SA module and 3D SE module. In Figure 3, 
the gray and gray-green blocks are 3D feature extraction blocks that consist of LFE modules with 
residual connection and 3D SA modules. The yellow-green and blue blocks are respectively LFF 
modules composed of depthwise separable convolution ( DSC) merging blocks and 3D SE module. 
GN is used for feature normalization in the encoder and decoder, which is superior to Batch 
Normalization when dealing with small batch size, effectively reducing the risk of overfitting. 
SDS-Net combines the low-resolution feature map in the encoder with the high-resolution feature 
map in the decoder through skip connections to capture features at different scales, while can also 
help to preserve local details. The number of channels is set to 16, 32, 64, 128 and 256, and the 
kernel size of the convolution block is 3 × 3 × 3. The SA module is employed to enhance the ability 
of SDS-Net to recognize the critical features, and the SE module is used to improve the fine feature 
expression capability of SDS-Net; we will describe the two modules in detail below. Furthermore, in 
order to avoid the issues of gradient vanishing and gradient explosion, the convolution operation 
incorporates GN and ReLU functions to accelerate the convergence speed of the training process [34]. 
Table 1 shows the detailed description of the SDS-Net structure. The encoder of SDS-Net extracts 
features by expanding the channel dimension of the feature map and decreasing the resolution. Its 
decoder gradually reduces the channel size and restores resolution. To effectively combine 
low-level detail features with high-level semantic features, a skip connection is used to establish 
corresponding connections and expand path feature maps. 

 

Figure 3. The overall framework of the SDS-Net network. 
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Table 1. Details of the proposed SDS-Net. 

Layer Input Type Stride Output Params 

LFE1 128 × 128 × 128 × 4 3 × 3 × 3 1 128 × 128 × 128 × 16 9,456 

Maxpool1 128 × 128 × 128 × 16 2 × 2 × 2 2 64 × 64 × 64 × 16 0 

LFE 2 64 × 64 × 64 × 16 3 × 3 × 3 1 64 × 64 × 64 × 32 43,616 

Maxpool2 64 × 64 × 64 × 32 2 × 2 × 2 2 32 × 32 × 32 × 32 0 

SA1 32 × 32 × 32 × 32   32 × 32 × 32 × 64 55,456 

Maxpool3 32 × 32 × 32 × 64 2 × 2 × 2 2 16 × 16 × 16 × 64 0 

SA2 16 × 16 × 16 × 64   16 × 16 × 16 × 128 221,504 

Maxpool4 16 × 16 × 16 × 128 2 × 2 × 2 2 8 × 8 × 8 × 128 0 

SA3 8 × 8 × 8 × 128   8 × 8 × 8 × 256 885,376 

UpSampling1 8 × 8 × 8 × 256 2 × 2 × 2  16 × 16 × 16 × 256 0 

LFF1 16 × 16 × 16 × 256 3 × 3 × 3 1 16 × 16 × 16 × 128 106,496 

UpSampling2 16 × 16 × 16 × 128 2 × 2 × 2  32 × 32 × 32 × 128 0 

LFF2 32 × 32 × 32 × 128 3 × 3 × 3 1 32 × 32 × 32 × 64 913,664 

UpSampling3 32 × 32 × 32 × 64 2 × 2 × 2  64 × 64 × 64 × 64 0 

LFF3 64 × 64 × 64 × 64 3 × 3 × 3 1 64 × 64 × 64 × 32 229,504 

UpSampling4 64 × 64 × 64 × 32 2 × 2 × 2  128 × 128 × 128 × 32 0 

LFF4 128 × 128 × 128 × 32 3 × 3 × 3 1 128 × 128 × 128 × 16 57,920 

SE 128 × 128 × 128 × 16   128 × 128 × 128 × 3 681 

Total Params     2,523,673 

2.2.1. 3D SA module 

Class imbalance is a challenging issue, especially for smaller tumors, as verified by the 
BRATS  datasets, where the tumor area is only 1.5% of MRI images and the ET represents only 
11% of the WT [35]. In order to eliminate the impact of background on segmentation results in brain 
MRI images and better concentrate on tumor regions, attention mechanism is introduced into medical 
image segmentation. The multi-branch architecture and group features have been used to build CNN 
networks, such as SKNet [36], ResNet [37] and AlexNet [38]. SA, a multi-branch attention 
mechanism, is employed in this study to enhance the performance of the SDS-Net network, 
specifically in the form of a 3D SA module. The feature map is divided into smaller sub-features by 
grouping along the channel dimension. Then, each of these sub-features is then processed separately 
to construct channel attention and spatial attention. 
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As shown in Figure 4, the 3D SA module groups the features X ∈ 𝑅௖ × ௛ × ௪ × ௗ, where c, h, 
w and d represent the number of channels, height, width and depth of the feature map, respectively. 
The feature map is first divided into several sub-features along the channel dimension, and then the 
spatial and channel attention mechanisms are constructed using shuffle units for each sub-feature to 
concatenate the spatial and channel dependencies of the features. In the channel attention mechanism, 
the global average pooling is used to obtain the global information of the channel. Subsequently, a 
linear transformation (using weights and biases) is applied, and the output is passed through the 
Sigmoid activation function to achieve more complex feature learning. Finally, the sub-features 𝑥௖

ᇱ  
and 𝑥௦

ᇱ  are aggregated to better extract complementary information between feature maps, and the 
“Channel Shuffle” [25] operation is used to communicate feature information to solve the problem of 
information disfluency between groups. The result of experiments shows SDS-Net can further 
improve the recognition ability of glioma key features by using the 3D SA module, and achieve 
better segmentation results of tumor sub-regions while reducing computation parameters slightly. 

         𝑥௖
ᇱ = 𝑥௖  ×  𝑓 ቂ𝐹஼ ቀ𝐹௚௣(𝑥௖)ቁቃ (2) 

         𝑥௦
ᇱ = 𝑥௦  ×  𝑓ൣ𝐹஼൫𝐺𝑁(𝑥௦)൯൧ (3) 

where, 𝑥௖ and 𝑥௦ represent the channel path feature map and spatial path feature map, respectively. 
𝑥௖

ᇱ  and 𝑥௦
ᇱ  are the corresponding outputs of the two paths. 𝐹௚௣  denotes the average pooling 

operation and 𝑓 is the sigmoid activation function. 𝐹஼ represents the linear transformation function 
and 𝐺𝑁 refers to the Group Normalization operation. 

 

Figure 4. The structure of the 3D SA module. 

2.2.2. 3D SE module 

In order to alleviate the problem of edge detail loss by convolution, and further improve the 
network's fine feature expression capability, the 3D SE module [39,40] is added to the decoder. The 
structure is illustrated in Figure 5 and described by the following equation, primarily consisting of 1 
× 1 × 1 convolution and up-sampling operation. First, the 3D SE module converts the features of 
different layers in the decoder into 3 channels through 1 × 1 × 1 convolution, and then the output 
feature map is subjected to an up-sampling operation to recover the image size. This approach helps 
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to fuse the feature information from different layers and reduce the loss of partial information, 
thereby further enhancing the segmentation performance. 

      𝑦ු௦ = 𝐶௡(𝑦௦) + 𝑈𝑝(𝑦ු௦ିଵ),    𝑠 = 1,2,3 ⋯ 𝑋 (4) 

where 𝑦ු௦ represents the output of each layer in the SE module, 𝑦௦ denotes the output of each layer 
in the decoder, 𝐶௡ refers to the 1 × 1 × 1 convolution with a channel size of 3, 𝑈𝑝 is the 
up-sampling operation and X is set to 3 in this experiment. 

 

Figure 5. The structure of the 3D SE module. 

2.2.3. 3D Lightweight backbone blocks 

As shown in Figure 6(A), to reduce the parameters and computation of the network, DSC [24] 
and traditional convolution are combined to construct the lightweight backbone blocks, namely LFE 
and LFF modules. LFE module first performs two 3 × 3 × 3 convolution operations, comparing with 
a 5 × 5 × 5 convolution, using two stacked smaller convolutional kernels can result in less 
computational consumption, while keeping the same receptive field and perceptual background. 
DSCs with different convolution kernels are used for each channel's feature map and decompose the 
traditional convolution into two operations of deep convolution and point-by-point convolution. 
Deep convolution (DC) only applies one convolution in each channel of the input data to obtain a set 
of convoluted output feature maps, thus significantly reducing the number of parameters. Pointwise 
convolution followed DC applies a 1 × 1 × 1 convolution in the output feature graph and combines 
all the feature graphs of the deep convolution. The computation of each pointwise convolution with 1 
× 1 × 1 kernel size is very small, resulting in a significant reduction in the complexity of the 
SDS-Net network. Finally, the output feature maps are fused by residual connection to enhance the 
reusability of feature information in the network. 

The structure of the LFF module is depicted in Figure 6(B), where a 3 × 3 × 3 convolution 
operation is first performed, the size of the feature map remains unchanged and the number of 
channels is reduced by half, then the features are connected to the corresponding layer of the encoder 
by skip connection. The fusion of the features transmitted from the encoder effectively enhances and 
optimizes the local feature representation, thereby improving the ability to perceive details. The 
feature map is processed by multi-channels with the same DSC as the LFE module. The major 
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advantage of the three-dimensional lightweight backbone blocks is the use of fewer parameters and 
computation, while introducing more local features and enhancing the network’s feature 
representation capacity. The experimental results indicate that by incorporating the LFE and LFF 
modules, SDS-Net achieves precise segmentation of gliomas with limited computational memory. 
The specific details are shown in the following equation: 

          𝑥ଵ
ᇱ = 𝑓ൣ𝐶ଶ௡൫𝐶ଶ௡(𝑥ଵ)൯൧ (5) 

        𝑦ଵ = 𝑓ൣ𝑃ଶ௡൫𝐷ଶ௡(𝑥ଵ
ᇱ )൯ + 𝑥ଵ

ᇱ ൧ (6) 

         𝑥ଶ = 𝐶𝑎𝑡ൣ𝑓ൣ𝐶௡ ଶ⁄ (𝑥ଶ)൧, 𝑦൧ (7) 

           𝑦ଶ = 𝑓ൣ𝑃௡൫𝐷௡(𝑥ଶ)൯൧ (8) 

where, 𝑥ଵ and 𝑥ଶ are the inputs of the LFE and LFF modules, respectively, while 𝑦ଵ and 𝑦ଶ are 
their corresponding outputs. 𝐶, 𝐷 and 𝑃 represent traditional convolution, deep convolution and 
pointwise convolution, respectively. Additionally, n denotes the number of channels, 𝑓 is the 
ReLU activation function and 𝐶𝑎𝑡 indicates the concatenation of two feature maps. 

 

Figure 6. The structures of the LFE module and LFF module are shown in (A) and (B) 
respectively. 

2.3. Evaluation metrics 

The segmentation performance of SDS-Net is evaluated quantitatively by Dice coefficient and 
Hausdorff distance. The use of these metrics can help researchers more comprehensively and 
accurately evaluate the performance of segmentation networks, while providing more accurate 
auxiliary tools for tumor diagnosis and treatment in clinical medicine. 

Dice coefficient (Eq (9)) is one of the commonly used metrics to evaluate segmentation accuracy. 
We compare the predicted region with the actual region, and a higher value indicates that the 
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prediction result is more similar to the ground truth. Here, True Positive (TP), False Positive (FP) 
and False Negative (FN) represent the number of correctly predicted tumor pixels, non-tumor pixels 
in tumor tissue, and pixels incorrectly predicted as healthy tissue, respectively. Dice coefficient 
ranges from 0 to 1, and the value 1 indicates that the prediction is consistent with the ground truth. 

             𝐷𝑖𝑐𝑒 =
ଶ்௉

ଶ்௉ାி௉ାிே
 (9) 

Hausdorff distance (Eq (10)) is the similarity of the boundary between the predicted region and 
the ground truth, where X and Y represent the predicted tumor region and ground truth, respectively, 
and 𝑑(𝑋, 𝑌) is the Euclidean distance between x and y points on the predicted and ground truth.  

    𝑑(𝑋, 𝑌) = 𝑚𝑎𝑥 ൜𝑚𝑎𝑥
௫∈௑

𝑚𝑖𝑛
௬∈௒

𝑑(𝑥, 𝑦), 𝑚𝑎𝑥
௬∈௒

𝑚𝑖𝑛
௫∈௑

𝑑(𝑥, 𝑦)ൠ    (10) 

2.4. Implementation details 

The proposed network SDS-Net is built in the PyTorch framework with the Adam optimizer. The 
learning rate is set to 0.0003 and the batch size is fixed at 1. The network is trained using an NVIDIA 
GeForce RTX 3060 (12G) with a training period of 200 epochs, and the early stop is set to 20 to 
prevent overfitting. The network is optimized using a weighted mixed loss of Binary cross-entropy 
loss and Dice loss. 

3. Results and discussion 

3.1. Comparative experiments with the state-of-the-art methods 

We compare the proposed SDS-Net with the various advanced networks on the BRATS 2020 
dataset, including CNN, variants of CNN combined with Transformer and other lightweight methods. 
The quantitative comparison experimental results are shown in Table 2. Through this comparative 
analysis, the lightweight networks SDS-Net in this paper has demonstrated superior performance in 
the task of brain tumor segmentation. Specifically, compared to traditional CNN networks [13,41], 
our proposed SDS-Net achieves high accuracy while having lower computational complexity, using 
only 2.52 M parameters and 68.18 G FLOPs. This makes SDS-Net more efficient to run on 
resource-limited devices. Compared to the variant of CNN combined with Transformer [42,43], 
SDS-Net can fully leverage the local features from multimodal and the high-quality spatial and 
channel information, thereby better capturing image features during the segmentation process. For 
TC regions located between other sub-tumor regions and the difficulty to distinguish the correct 
boundary, our proposed method achieves the best Dice coefficient of 88.9% in the challenging region. 
Compared to other lightweight methods [30,44,45], Zhang et al. [30] introduced a hierarchical 
multi-scale network, achieving an excellent parameter count of 0.80 M. Chen et al. [45] proposed a 
novel 3D dilated multi-fiber network that demonstrates remarkable computational efficiency with 
27.04 G FLOPs. Although SDS-Net has slightly higher parameter and computational complexity 
than these two networks, our method still achieves satisfactory results in the brain tumor 
segmentation task. With the flexible design of the network structure, SDS-Net achieves higher Dice 
coefficient in the WT, ET and TC regions, with values of 92.7, 80.0 and 88.9%, respectively. 
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Table 2. Comparisons of the segmentation performance in the BRATS 2020 dataset. 

Methods FLOPs Parameters 
Dice Hausdorff 

WT ET TC WT ET TC 

Nuechterlein et al. [44] 76.51 G 3.63 M 0.883 0.737 0.814 7.10 31.30 14.62 

Zhang et al. [30] 129.40 G 0.80 M 0.901 0.781 0.823 5.95 21.34 7.06 

Isensee et al. [41] 1902.15 G 16.32 M 0.907 0.814 0.848 6.94 5.85 5.07 

Wang et al. [42] 333.00 G 32.99 M 0.901 0.787 0.855 4.96 17.95 9.77 

Xing et al. [43] 71.77 G 32.99 M 0.920 0.800 0.864 4.57 5.27 5.32 

Chen et al. [45] 27.04 G 3.88 M 0.901  0.754 0.824 − − − 

SDS-Net (Ours) 68.18 G 2.52 M 0.927 0.800 0.889 17.86 12.93 11.35 

We also compared the proposed SDS-Net with other networks on the BRATS 2021 dataset, and 
the detailed results of these comparative experiments are shown in Table 3. Peiris et al. [46] 
enhanced the generalization and robustness of the segmentation network by employing dual adversarial 
learning and introducing uncertain information. In comparison, the proposed SDS-Net exhibits 
superior performance in segmentation accuracy and uses 1/13 of its parameters. Liu et al. [40] 
combined residual blocks and spatial group-wise attention blocks, achieving the best Dice 
coefficients in ET and TC segmentation tasks, with 83.3 and 86.8%, respectively. Jiang et al. [47] 
proposed a novel medical image segmentation network SwinBTS combined with Transformer, which 
showed excellent performance in the brain tumor segmentation task, achieving 91.8% Dice score on 
the WT region segmentation. In our experiments, we carefully considered the balance between 
network performance and resource consumption. SDS-Net achieved Dice scores of 91.8, 82.5 and 
86.8% in WT, ET and TC, respectively. In addition, the proposed network uses 2.52 M parameters 
and 68.18 G FLOPs. Therefore, the lightweight network proposed in this paper has more prominent 
advantages overall, achieving better segmentation results with fewer parameters and computational 
complexity. 

Table 3. Comparisons of the segmentation performance in the BRATS 2021 dataset. 

Methods FLOPs Parameters 
Dice Hausdorff 

WT ET TC WT ET TC 

Çiçek et al. [13] 1902.15 G 16.32 M 0.880 0.757 0.782 25.03 14.11 13.76 

Liu et al. [40] − − 0.916 0.833 0.868 5.94 19.28 7.57 

Peiris et al. [46] 776.11 G 19.17 M 0.908 0.814 0.854 5.37 21.83 8.56 

Jiang et al. [47] − − 0.918 0.832 0.848 3.65 16.03 14.51 

SDS-Net (Ours) 68.18 G 2.52 M 0.918 0.825 0.868 21.07 13.13 11.99 
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3.2. Ablation study 

3.2.1. Evaluating the effectiveness of different modules 

We perform ablation experiments to evaluate the results of different SDS-Net modules on the 
BRATS 2021 dataset. The U-Net network structure has shown promising results in brain tumor 
segmentation. First, we use the modified U-Net as the benchmark network, where the encoder 
includes 5 convolution modules and 4 max pooling layers for feature extraction and resolution 
reduction. The decoder consists of 4 de-convolution modules and 4 tri-linear interpolation 
up-sampling operations to restore the edge information of the image. To fairly show the efficiency of 
each SDS-Net module, the SDS-Net has the same input size, network layers number and training 
parameters as the benchmark network. We gradually add feature extraction module SE, attention 
mechanism SA module and lightweight backbone blocks to the benchmark network, and then 
compare the computational complexity and segmentation precision through ablation experiments. 

The results are illustrated in Table 4. First, to improve the feature fusion in the decoder, we add 
the 3D SE module to the benchmark. As can be seen from the Table 4, the Dice coefficient of WT, 
ET and TC is increased by 0.4, 0.3 and 0.9%, respectively, while the Hausdorff distance is decreased 
by 0.47, 1.65 and 1.13 mm, respectively. The evaluation metrics in the three tumor regions are all 
improved, but the computational cost of the network is slightly increased. Second, in order to reduce 
the computation burden, the lightweight 3D SA module is also added to the benchmark network, the 
last three convolutional modules in the encoder are replaced with triple 3D SA modules, which not 
only reduce the number of parameters, but also enhance the network’s ability to extract key features, 
resulting in the optimal Dice coefficient and the lowest Hausdorff distance for the WT and ET regions. 
The experiments show that replacing by the 3D SA modules can light the FLOPs to 190.27 G and 
greatly reduce computation parameters to 4.80 M, while maintaining the segmentation precision. 
Finally, the lightweight blocks with the combination of DSCs and traditional convolution, two LFE 
modules are adopted to the encoder and four LFF modules are used to the decoder, respectively, 
which further achieve the more lightweight network with parameter amount 2.52 M and 
computational cost 68.18 G FLOPs. Compared with the benchmark network, our SDS-Net has 
significant improvements in all metrics of the tumor regions, with Dice coefficient enhancing by 0.6, 
0.7 and 1.2% for WT, ET and TC, respectively, while the Hausdorff distance is decreased by 0.92, 
1.74 and 2.47 mm for WT, ET and TC, respectively.  

Figure 7 shows the results of ablation experiments for different modules, and the Dice 
coefficients are shown using boxplots and bar graph. From the figure, it can be observed that the 
proposed SDS-Net presents fewer instances of abnormal and scattered data, indicating that it has 
high stability and consistency. Although the performance of SDS-Net in the ET region is slightly 
lower than baseline + SE + SA method, overall, it shows significant effectiveness in improving 
segmentation accuracy. To show the segmentation effect more clearly, Figure 8 shows the visual 
segmentation results of the ablation experiment. In the second row, we can observe that the baseline 
network exhibits limited performance in accurately segmenting the individual edema region in the 
upper right corner. However, with the gradual introduction of functional modules into the baseline 
network, resulting in SDS-Net, the segmentation performance for the individual region gradually 
approaches the ground truth. Therefore, this further verifies the effectiveness of each model and 
demonstrates the performance of our SDS-Net. 
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Table 4. The results of ablation study with different modules. 

Methods FLOPs Parameters 
Dice Hausdorff 

WT ET TC WT ET TC 

Baseline 202.89 G 9.45 M 0.912 0.818 0.856 21.99 14.87 14.46 

Baseline + SE 202.95 G 9.45 M 0.916 0.821 0.865 21.52 13.22 13.33 

Baseline + SE+ SA 190.27 G 4.80 M 0.918 0.830 0.861 20.02 15.13 14.74 

SDS-Net (Ours) 68.18 G 2.52 M 0.918 0.825 0.868 21.07 13.13 11.99 

 

Figure 7. Boxplots and bar graph of the Dice of ablation experiments for different 
modules. (A)–(C) are the Dice of WT, ET and TC, respectively. Within the (A)–(C) 
figures, (A)–(D) represent baseline, baseline + SE, baseline + SE +SA and SDS-Net. (D) 
is the bar chart comparison result of different networks. 

3.2.2. Evaluating the effectiveness of different attention mechanisms 

To evaluate the effectiveness of different attention mechanisms in SDS-Net, ablation 
experiments are performed on the BRATS 2021 dataset. Three different attention mechanisms, 
including the CBAM module, the 3D SE* module and the 3D SA module, are explored and the 
performances are compared in the segmentation tasks. Table 5 illustrates the results of the ablation 
experiments. From Table 5, 3D CBAM obtained the second place in Hausdorff distance of the WT 
region, but it does not perform well in other metrics. In the ET region, the 3D SE* achieved the 
optimal results, with a highest Dice coefficient of 82.7% and a lowest Hausdorff distance of 13.00. 
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3D SA almost outperformed the other two different attention mechanisms in all metrics, except for a 
slightly lower metric of the ET region than 3D SE*, the Dice coefficients of WT, ET and TC brain 
tumor regions are 91.8, 82.5 and 86.8% respectively, and the optimal Hausdorff distance is achieved 
in the WT and TC regions. Thus, we choose 3D SA as the attention module for SDS-Net encoder. 
Figure 9 visualizes the segmentation results obtained by different attention mechanisms of the 
network SDS-Net, the visualization shows the results obtained from 3D SA are closer to the ground 
truth than CBAM and 3D SE*. The 3D SA module incorporates an ultra-lightweight attention 
mechanism that combines spatial attention and channel attention; unfortunately, there is no notable 
change of network parameters and computational cost comparing to the other two attention 
mechanisms. 

 

Figure 8. Visualization of segmentation results. (A)–(E) are the segmentation results of 
the different networks in Table 4, as well as the ground truth. The red area is necrotic 
and non-enhancing, the green area is edema and the yellow area is enhancing tumor. 

Table 5. The results of ablation study with attention mechanisms. 

Methods FLOPs Parameters 
Dice Hausdorff 

WT ET TC WT ET TC 

SDS-Net + CBAM 68.18 G 2.53 M 0.901 0.798 0.845 22.03 13.52 13.43 

SDS-Net + SE* 68.18 G 2.53 M 0.915 0.827 0.859 23.95 13.00 13.62 

SDS-Net + SA 68.18 G 2.52 M 0.918 0.825 0.868 21.07 13.13 11.99 
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Figure 9. Visualization of segmentation results. (A-D) are the segmentation results of 
CBAM block, SE* block and SA block respectively added to the network in Table 5, as 
well as the ground truth. The red area is necrotic and non-enhancing, the green area is 
edema and the yellow area is enhancing tumor. 

3.3. Convergence of loss functions 

The Binary cross-entropy (BCE) loss (Eq (11)) is commonly used in binary classification tasks. 
This loss function is calculated on a pixel-by-pixel basis, comparing the probability of the actual 
voxel value (𝑃௜) with the predicted value (𝐺௜). When 𝑃௜ is equal to 1, the loss function is log (𝐺௜); 
when 𝑃௜ is equal to 0, the loss function is log (1 − 𝐺௜), where N is the number of voxels. 

   𝐵𝐶𝐸 = −ൣ∑௜ୀଵ
ே 𝑃௜ 𝑙𝑜𝑔 𝐺௜ + (1 − 𝑃௜) 𝑙𝑜𝑔(1 − 𝐺௜)൧ (11) 

Another frequently used loss function (Eq (12)) is the Dice loss function, which aims to optimize 
the similarity between the actual voxel value (𝑃௜) and the predicted mask value (𝐺௜). 

           𝐷𝑖𝑐𝑒 = 1 −
ଶ∑೔సభ

ಿ ௉೔ீ೔

∑೔సభ
ಿ ௉೔ା∑೔సభ

ಿ ீ೔
 (12) 

In this experiment, the BCE-Dice loss is taken to be the loss function (Eq (13)), which is a 
weighted hybrid of the Binary cross-entropy and Dice loss function. The convergence of the loss 
function is an important indicator for measuring the performance of CNNs. Faster convergence speed 
cannot only significantly reduce the training complexity but also enhance the segmentation 
performance. Figure 10 shows the convergence trends of the loss functions for 3D U-Net, 
Benchmark network and our SDS-Net trained on BRATS 2021 dataset. We can observe that SDS-Net 
converges faster comparing to other networks. 
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           𝐵𝐶𝐸𝐷𝑖𝑐𝑒 = 0.5𝐵𝐶𝐸 + 𝐷𝑖𝑐𝑒    (13) 

 

Figure 10. The compared loss results in the training stage for 3D U-Net, Benchmark 
and SDS-Net. 

3.4. Computational complexity 

The common evaluation metrics to measure network performance and complexity are FLOPs 
and the number of parameters, respectively. Table 6 presents the number of parameters and FLOPs 
for the 3D U-Net, Benchmark network and SDS-Net with the same brain image size of 128 × 128 × 
128. SDS-Net achieves 2.52 M parameters and 68.18 G FLOPs, while, 3D U-Net and Benchmark 
network get 16.32, 9.45 M parameters and 1902.15, 202.89 G FLOPs, respectively. In comparison, 
our SDS-Net uses fewer parameters and lower computational cost. The number of parameters and 
FLOPs of the 3D conventional convolution can be calculated as Eqs (14) and (15). 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = 𝐶௜௡  ×  𝐶௢௨௧  × 𝑘ு  × 𝑘௪  ×  𝑘஽ + 𝐶௢௨௧     (14) 

  𝐹𝐿𝑂𝑃𝑠 = 2 ×  𝑂௛  ×  𝑂௪  ×  𝑂ௗ  ×  𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 (15) 

The number of parameters and FLOPs for the 3D DSC can be calculated as Eqs (16) and (17). 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠∗ = (𝐶௜௡  ×  𝑘ு  × 𝑘௪  ×  𝑘஽ + 1) + (𝐶௜௡ + 1) ×  𝐶௢௨௧     (16) 

  𝐹𝐿𝑂𝑃𝑠∗ = 2 ×  𝑂௛  ×  𝑂௪  ×  𝑂ௗ  ×  𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠∗ (17) 

where 𝐶௜௡  and  𝐶௢௨௧ represent the number of input and output channels of the feature map 
respectively. The kernel size is 𝑘ு  ×  𝑘௪  ×  𝑘஽. The depth, height and width of the output 
feature map are 𝑂௛, 𝑂௪ and 𝑂ௗ, respectively. 
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Table 6. Comparison of the number of parameters and FLOPs. 

Network Parameters(M) FLOPs(G) 
3D U-Net 16.32 M 1902.15 G 
Baseline 9.45 M 202.89 G 
SDS-Net (Ours) 2.52 M 68.18 G 

3.5. Segmentation and visualization system 

CNN has become one of the most popular researches in data processing and analysis, such as 
image registration, segmentation and fusion. Especially in the medical image processing, deep 
learning technology has been widely used in the automatic detection and diagnosis of diseases, 
among which brain tumor segmentation is a crucial task. CNN typically requires large amounts of 
parameters and computational resources, which may pose challenges in medical devices with limited 
computing resources. Therefore, lightweight CNN has become increasingly vital to medical data 
application. In this study, a lightweight segmentation network is proposed that not only achieves 
better segmentation results with fewer parameters and computational complexity, but can also be 
applied to medical devices to assist doctors in tumor diagnosis and treatment plans. 

 

Figure 11. The visualization of the segmentation system. 

The segmentation and visualization system consists of the image acquisition module, image 
pre-processing module, 3D image segmentation module and image visualization module. Figure 11 
shows the interface of the brain tumor segmentation and visualization system, which includes 
information of the patient, 2D slices of all MRI modalities and the segmentation results of the tumor 
area. Three feature types are drawn with different colors to differentiate various labels, while the 
visualization module can calculate the area size of the segmentation result and fuse the tumor area 
with the original image. The system is developed by PyCharm 2021.2.2 and PyQt5 with Windows 10, 
16 GB memory and RTX3060 GPU, which can be used in medical institutions such as hospitals and 
clinics. 3D image segmentation module loads the lightweight segmentation network SDS-Net, so it 
can work stably, fast, accurately and conveniently display the segmentation results of brain MRI in 
the same group. 
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4. Conclusions 

In this paper, we introduce SDS-Net, a lightweight and efficient 3D network designed for brain 
tumor MRI segmentation, which consists of four key components of LFE module, LFF module, 3D 
SA module and 3D SE module. Encoder block consists of LFE module with residual connection and 
3D SA module, decoder block with DSC is composed of LFF module and 3D SE module. Specially, 
SA is placed in the encoder and SE fine feature expression is added to the decoder of SDS-Net; by 
the operations, SDS-Net can efficiently concentrate on the region of interest in the images and 
extract the information rich image features. SDS-Net combines DSC and traditional convolution in 
the LFE and LFF modules, which further helps to decrease the network parameters and computer 
cost, making the network more lightweight and efficient. GN for feature normalization and skip 
connection is also used in the encoder and decoder. In addition, BCE-Dice loss function helps to 
classify pixels more accurately and makes the network converge faster. Finally, ablation experiments 
explore the effect of the addition of different modules to SDS-Net, including using SE module, 
lightweight backbone blocks and replacing the last three feature extraction modules by 3D SA 
modules. Moreover, we compare SDS-Net with the advanced approaches on the BRATS datasets, 
and through quantitative analysis and visual comparison of SDS-Net segmentation results with the 
labels, it can be found that SDS-Net has better computational efficiency, lower parameter amount 
and the best segmentation performance.  

However, this study also has certain limitations: First, while multi-modal image data is currently 
processed using early fusion methods, further research is needed to determine whether the later 
fusion of multi-modal images is superior. Second, in the future, we plan to migrate the proposed 
method to the field of ischemic stroke lesion segmentation. 
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