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Abstract: Existing pedestrian re-identification models generally have low pedestrian retrieval 
accuracy when encountering factors such as changes in pedestrian posture and occlusion because the 
network cannot fully express pedestrian feature information. Therefore, this paper proposes a method 
to address this problem by combining the attention mechanism with multi-scale feature fusion, and 
combining the proposed cross-attention module with the ResNet50 backbone network. In this way, the 
ability of the network to extract strong salient features is significantly improved; at the same time, 
using the multi-scale feature fusion module to extract multi-scale features from different depths of the 
network, achieving the complementary advantages between features through feature addition, feature 
concatenation and feature weight selection. In addition, a feature enhancement method and an efficient 
pedestrian retrieval strategy are proposed to jointly promote the accuracy of pedestrian retrieval from 
both the training and testing levels. When tested on the occluded pedestrian recognition datasets 
Partial-REID and Partial-iLIDS, the accuracy of this method reached 70.1% and 65.6% on the 
Rank-1 indicator respectively, and 82.2% and 80.5% on the Rank-3 indicator respectively. At the 
same time, it also achieved high recognition accuracy when tested on the Market1501 dataset and 
DukeMTMC-reid dataset, reaching 95.9% and 89.9% on the Rank-1 indicator respectively, 89.1% 
and 80.3% on the mAP indicator respectively, and 67% and 46.2% on the mINP indicator respectively. 
It can be seen that this method has achieved good results in solving the above problems. 
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1. Introduction  

Person re-identification (Re-ID) is the process of retrieving a specific person captured by different 
cameras. Due to its practical importance in surveillance systems, re-identification technology has 
attracted widespread research and attention, which is of great significance for security monitoring and 
pedestrian behavior analysis. Traditional pedestrian re-identification methods usually rely on human 
experience in the design of feature extraction methods, which has certain limitations and deficiencies. 
However, with the deepening of research on deep learning, network models represented by 
convolutional neural networks have been widely used in various recognition and detection tasks and 
have achieved good results. In 2014, a pedestrian re-identification network based on deep learning was 
first introduced into this field [1], and its main task is to design an effective model to extract pedestrian 
features with high representational capabilities. According to the different network loss functions, it 
can be divided into representation learning and metric learning methods. 

With the deepening of research on pedestrian re-identification, in addition to representation 
learning and metric learning methods, there are also methods based on global features, attention 
mechanisms, video sequences and unsupervised and weakly supervised learning. Wei et al. [2] 
proposed a global-local alignment feature method, which first roughly divides pedestrians into three 
parts: head, upper body and lower body, and then learns the original image and local areas separately 
to obtain more detailed representation features, thereby solving the problem of misaligned pedestrian 
posture. Sun et al. [3] proposed the PCB method of feature equalization and the RPP strategy which 
horizontally divides pedestrian features into six blocks and separately learns the local features of 
different divided areas of pedestrians. Li et al. [4] HA-CNN deep network structure uses soft and hard 
attention mechanisms to learn global and local features of pedestrians in multiple branches and fuse 
them together, which can optimize misaligned pedestrian images. Chen Ying et al. [5] proposed a 
multi-scale learning network combining Convolutional Neural Network (CNN) and TransFormer, 
effectively utilizing hierarchical features at different scales. Jin Mei et al. [6] AEFC-Net model fully 
utilizes the differences between hierarchical features and combines asymmetric enhanced attention to 
make the network pay more attention to the pedestrian area in the image, thereby obtaining sufficient 
and identifiable pedestrian feature information. In order to solve the problems of spatiotemporal 
information mining, redundant information suppression and data quality in video pedestrian re-
identification, Yang et al. [7] designed a dual-stream dynamic pyramid representation model. Xia et 
al. [8] used the IMT network to generate target samples, expand the scale of the training dataset 
and increase its diversity, and then combined the source image with the modality transfer image for 
training the pedestrian re-identification model to improve cross-modal retrieval performance. 

Although the above methods can achieve high recognition accuracy, there are still the following 
problems that cannot be solved: 

 The traditional method of manually extracting features is too complicated and unreasonable, 
and the amount of computation is relatively large. In addition, the accuracy of pedestrian re-
identification models based on traditional methods is not high, making it difficult to achieve 
the desired results.  

 The existing deep learning-based pedestrian re-identification methods also have single 
feature extraction and insufficient convolutional backbone feature extraction capabilities, 
and cannot fully and effectively utilize the multi-scale detail information inherent in 
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pedestrians.  
 Due to the insufficient feature expression caused by pedestrian occlusion and small inter-

class differences, deep learning-based pedestrian re-identification has not been able to 
effectively cope with it. 

Therefore, in the process of studying deep learning algorithms, this paper uses a residual network 
combined with an attention mechanism to design a more robust and stronger feature extraction 
pedestrian re-identification model to achieve full expression of pedestrian feature information, thereby 
improving recognition efficiency and accuracy. On this basis, further research is conducted on the 
problem of difficult pedestrian retrieval under special circumstances. The main contributions are 
as follows: 

 Proposed a cross-attention mechanism and embedded it into each convolutional layer of 
ResNet50 layer by layer to establish long-term dependence between features, allowing the 
network to pay more attention to some detailed information of pedestrians and make the 
extracted features more discriminative; 

 To make up for the problem that existing pedestrian re-identification methods cannot fully 
and effectively express pedestrian feature information, a multi-scale feature fusion strategy 
is proposed. The relationship between features at each layer of the network is fully utilized. 
Through mutual correlation and feature fusion, an aggregated feature with high 
representation ability is constructed to obtain stronger fine-grained pedestrian features; 

 A random grayscale transformation strategy is proposed. By randomly discarding some color 
information in the training data, it can effectively solve the problem of difficult matching and 
mismatching caused by color deviation of pedestrians, and reduce the over-fitting 
phenomenon of the model; 

 For the recognition of noisy pedestrian images with a lot of noise, there is currently a lack of 
effective processing methods for existing pedestrian re-identification methods. Therefore, a 
simple and efficient retrieval method is proposed. Side window filtering is used to denoise 
the noisy images, which can effectively improve the accuracy of retrieval. 

The rest of this paper is organized as follows. In Section 2, we briefly introduce the related works 
of image processing, ResNet and pedestrian re-identification. In Section 3, we describe in detail the 
proposed pedestrian re-identification method based on attention mechanism and multi-scale feature 
fusion, including the overall framework, data preprocessing methods, related modules and loss 
functions. In Section 4, we compare our method with other mainstream methods and show the 
impressive performance of our method. Finally, in Section 5, we conclude. 

2. Related work 

In current pedestrian re-identification tasks, most methods directly extract the discriminative 
features of the entire pedestrian image and use their most prominent discriminative features to identify 
different pedestrians. This can achieve high accuracy in general scenarios, but with the continuous 
development of economy and technology, the scenes where pedestrians are located are becoming more 
and more complex, and the angle of the camera is fixed, resulting in certain occlusion, posture changes 
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and other phenomena in the captured pedestrian images. In the face of the above phenomena, early 
pedestrian re-identification solutions proposed mainly used manually designed, better visual features 
and learned better similarity measures, but both have certain limitations and cannot adapt to large-scale 
data and complex scene recognition tasks. 

With the rapid development of deep learning, many pedestrian re-identification methods have 
been proposed to solve the above problems. For example, Cheng et al. [9] proposed a general network 
benchmark for pedestrian re-identification tasks, aiming to extract a discriminative feature that brings 
pedestrians of the same category closer and those of different categories farther apart; Liu et al. [10] 
and Wei et al. [11] introduced attention modules into the network model to enhance the model’s ability 
to extract non-salient features; Yan et al. [12] proposed a loss function for pairwise relationships to 
effectively learn the difference features of pedestrian appearance; Li [13] proposed a multi-task 
recognition algorithm combining spatial attention and texture features, ingeniously integrating 
pedestrian attribute features and pedestrian features; other researchers used Generative Adversarial 
Nets (GAN) [14] to expand the training dataset and enhance the invariance of input changes, but this 
method often reintroduces new noise, which also limits the performance gain from generated data. 

However, the above methods do not consider the attribute that pedestrians themselves have multi-
scale information, so the network cannot fully express pedestrian information. Kim et al. [15] proposed 
a multi-scale attention residual network that extracts features from multiple time scales, improving the 
feature learning ability of the multi-scale structure, and applied it to fault diagnosis of rotating 
machines. Wen et al. [16] applied ResNet50 as a feature extractor in fault diagnosis by converting 
time-domain fault signals into Red-Green-Blue (RGB) image format as the input data type of 
ResNet50. In the field of medical imaging, Shin et al. [17] applied a residual network to transcranial 
focused ultrasound simulations using a multivariate merging method. It can be seen that ResNet has 
been widely used in multiple fields such as image classification, fault diagnosis, and medical imaging. 
Therefore, using ResNet50 as the backbone network, this paper proposes a pedestrian re-identification 
method that combines the attention mechanism with multi-scale feature fusion. We evaluated our 
method in conventional pedestrian re-identification tasks (Market1501, DukeMTMC-reid and 
MSMT17) and occluded pedestrian re-identification tasks (Partial-REID and Partial-iLIDS). The 
experimental results show that our method has good performance and even outperforms some 
mainstream methods. 

3. Methods 

This paper proposes a pedestrian re-identification network based on attention mechanism and 
multi-scale feature fusion (AM-MFF), which combines the attention module with the multi-scale 
feature fusion module. The overall structure of the model is shown in Figure 1, which is mainly 
composed of a data preprocessing module, main network, cross-attention module and multi-scale 
feature fusion module. 
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Figure 1. Overall network architecture. Composed of a data preprocessing module, 
backbone network, cross-attention module, and multi-scale feature fusion module. 

First, the pedestrian images are subjected to Random Grayscale Transformation and Side Window 
Filtering [18] respectively at the input end and retrieval end to enhance the generalization ability of 
the network and improve the accuracy of network retrieval. Then, the preprocessed pedestrian images 
are sent into the main network for feature extraction. In this paper, ResNet50 pre-trained on ImageNet 
is selected as the main network, and the stride of the last down sampling operation is changed from 2 
to 1 to increase the spatial size of the output feature map. The fully connected layer of the network is 
also modified to keep its dimension consistent with the number of identities in the training dataset. To 
enhance the feature extraction ability of the network, cross-attention modules proposed in this paper 
are embedded after four convolutional modules conv2_x, conv3_x, conv4_x and conv5_x of ResNet50 
respectively. In order to make full use of feature information at different scales in shallow and deep 
networks, convolution kernels of different sizes are used to obtain feature information at different 
scales in each level. At the same time, features extracted from each level are progressively added and 
channel weights are filtered to obtain a total fusion feature 𝑓, which can supplement pedestrian detail 
information. Finally, the GeM pooling strategy is used to further extract fine-grained information on 
fusion features. Meanwhile, two learnable parameters 𝛾 and 𝛽 are introduced into the BN layer in 
the network to perform scale transformation and offset on fused pedestrian features and restore data 
expression ability. After the BN layer, the Sigmoid activation function and fully connected layer are 
utilized to alleviate the gradient disappearance problem during network training and perform 
pedestrian classification. 

3.1. Data preprocessing 

Data preprocessing refers to some processing work before the network is trained. Its main purpose 
is to optimize the original data to achieve some training objectives, such as improving the quality of 
original data, obtaining better training results, enhancing the generalization ability of the network and 
shortening the training time. 
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3.1.1. Random grayscale conversion 

Gao et al. [19] proposed an improved gray-scale transformation algorithm that greatly improved 
color loss while enhancing color images by processing in RGB space, but the image details were not 
clear enough. Sun et al. [20] proposed a low-complexity automatic contrast enhancement method that 
uses high-frequency distribution to estimate the intensity-weighted matrix to control the Gaussian 
fitting curve and shape the contrast gain distribution. The above methods can adjust the image contrast 
and brightness and enhance the image by changing the gray-scale values of the image through the 
gray-scale transformation function. Most of the currently available pedestrian re-identification datasets 
are composed of photos taken by multiple different cameras in different scenes. A high recognition 
accuracy can still be obtained through a well-trained neural network. However, in real scenes, the 
environment is complex and changeable, and the existing datasets are difficult to cover all pedestrian 
images taken by different cameras, different shooting conditions and different shooting time periods, 
which lack robustness for other scenes. For example, in some lighting scenes, white and gray, black 
and dark blue and brown and yellow have certain similarities, and color features are also important 
discriminant features. Therefore, a data preprocessing method of random grayscale transformation 
is proposed to weaken the influence of color deviation by doing random grayscale processing on 
the input image, so as to enhance the generalization ability of the network and prevent overfitting 
of the model.  

In this paper, the probability of random grayscale transformation is set to 0.2. A random 
rectangular box is generated on the image and a grayscale transformation is performed. The ratio of 
the input image to the area of the randomly generated rectangular box ranges from 0.02 to 0.4, and the 
minimum width ratio of the grayscale area is set to 0.3 so that different degrees of grayscale areas can 
be generated in the pedestrian image. The random grayscale transformation can be expressed by the 
following equation: 𝐼௚ = 𝐺(𝐼ோ)          (1) 𝑟𝑒𝑐𝑡 = 𝑅𝑎𝑛𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐼ோ)        (2) 𝐼௞௚ = 𝑅𝐺𝑇(𝐼ோ, 𝐼௚, 𝑟𝑒𝑐𝑡)        (3) 

In the equation, 𝐼ோ is the input pedestrian image, 𝐺(•) is the grayscale transformation function, 𝐼௚ represents the grayscale pedestrian image, 𝑅𝑎𝑛𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛(•) is the function that generates random 
rectangular boxes, 𝑅𝐺𝑇(•) assigns the pixels in the rectangle corresponding to the 𝐼௚ image to the input 
pedestrian image 𝐼ோ, and 𝐼௞௚ represents the pedestrian image after random grayscale transformation. 

3.1.2. Side window filtering 

The traditional linear filtering processing algorithm usually takes a certain pixel as the center and 
calculates the adjacent pixels in the window by weighting, that is Eq (4).  𝐺௜ᇱ = ∑ 𝑤௜௝௝∈ఉ೔ 𝑞௝         (4) 

In Eq (4), 𝛽௜ is the filtering window with 𝑖 as the center, 𝑤௜௝ represents the weight value, 𝑞 
is the original image pixel value, and 𝐺௜ represents the output result after the filtering calculation. The 
weight 𝑤  will affect the output image after filtering; at the same time, this weighted calculation 
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method with a certain pixel as the center does not consider the special case of pedestrian edges in the 
image, which will lead to loss of edge information. 

Compared with traditional filtering methods, the use of side window filtering denoising has more 
advantages. Its core idea is to place the filtered pixel to be processed at a suitable edge position in the filter 
window, and then generate up, down, left, right, upper left, upper right, lower left and lower right 8 different 
directions for each pixel to be filtered. For the filtering sub-window, when the edge or corner position 
of the filtering window is aligned with the pixel point, the best reconstruction result after filtering can 
be obtained, that is, the final filtering result. This processing method reduces the impact of the filtering 
window crossing the edge and also retains more edge information. It has good effects in applications 
such as image smoothing, deblurring and enhancement. The specific calculation steps of the side 
window filtering algorithm for each pixel are as follows: 

 Calculate the filtering result 𝐺 of 8 different directions of filtering sub-windows, that is, 
equation 5, where 𝑤௜௝ is the weight of the pixel 𝑗 and n belongs to a set composed of 8 
different directions of filtering sub-windows.  𝐺௡ = ଵே೙ ∑ 𝑤௜௝௝∈௪೔೙ 𝑞௝𝑁௡ = ∑ 𝑤௜௝௝∈௪೔೙          (5) 

 Take the best reconstruction result 𝐼௠ from the 8 filtering results. 

According to the above algorithm process, the final output result 𝐺ௌௐிᇱ  is obtained, where 𝜃, 𝜌, 
and 𝑟 respectively represent the angle between the window and the horizontal line, the position of the 
target pixel point, and the radius of the filtering window. 𝐺ௌௐிᇱ = 𝑎𝑟𝑔𝑚𝑖𝑛∀ ೔ீᇲ ഇ,ഐ,ೝ ฬቚ𝑞௜ − 𝐺௜ᇱ ఏ,ఘ,௥ቚฬ 22       (6) 

In this paper, side window filtering is used to denoise pedestrian images. Compared with 
traditional filtering, it will not make the pedestrian image blurred and can better retain the details of 
the pedestrian. In order to compare the processing effects of traditional filtering and side window 
filtering, three randomly selected pedestrian images from the query dataset were added with salt and 
pepper noise respectively, and traditional filtering and side window filtering were performed at the 
same time. The results are shown in Figure 2. Among them, a is the pedestrian image with salt and 
pepper noise added, b is the pedestrian image after traditional filtering and c is the pedestrian image 
processed by side window filtering technology. It can be seen that compared with traditional filtering, 
the pedestrian image processed by side window filtering technology will not cause too much loss of 
edge details of pedestrians and image blurring. 
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a b c
 

Figure 2. Comparison of traditional filtering and side window filtering effects: a is 
pedestrian image with added salt and pepper noise; b is pedestrian image processed by 
traditional filtering; c is pedestrian image processed using the side-window filtering technique. 

3.2. Cross-attention mechanism module 

Existing pedestrian re-identification methods have proven that adding attention mechanisms to 
the network can significantly improve the model’s recognition accuracy. By using different attention 
mechanisms, the network’s discriminative learning ability can be enhanced by strengthening the 
connection between different convolutional channels, different body regions, and different images. 
However, existing attention mechanisms have certain limitations. First, it does not consider that each 
convolution operation can only process the interaction between local neighborhood information and 
cannot express data information from farther positions, that is, it lacks effective use of feature position 
information. Second, it also ignores the special nature of convolution operation, that is, performing the 
same convolution operation on the same feature map may result in different feature maps. To solve 
this problem, a cross-attention mechanism (CA) is proposed to associate images with the same identity 
to enhance the global features of pedestrians and mine more subtle feature information in pedestrian 
images to reduce differences between images with the same identity. 

Currently, self-attention mechanisms have achieved great success in many application fields. As 
a result, the cross-attention mechanism proposed in this article is an improved method based on the 
self-attention mechanism. At the same time, it also inherits the ability of the self-attention mechanism 
to make each pixel perceive all other positions. To better understand the self-attention mechanism, the 
function definition of self-attention is shown below: 𝑆𝐴(𝑋௜) = 𝑠𝑜𝑓𝑡 ൬ொ೔⋅௄೔೅ඥௗ಼ ൰ ⋅ 𝑉௜        (7) 𝑄௜ = 𝑊ொ𝑋௜ ,   𝐾௜ = 𝑊௄𝑋௜ ,   𝑉௜ = 𝑊௏𝑋௜       (8) 

In the equation, 𝑋௜ represents the input feature map of the 𝑖-th convolutional layer, 𝑊ொ, 𝑊௄, 
and 𝑊௏ respectively represent the query, key, and value values obtained by the network from the 
feature map 𝑋௜, 𝑑௄ represents the dimension of 𝑄௜, 𝐾௜, 𝑉௜, and soft is a softmax operation. 
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Figure 3. Cross-attention network: T, H, W and C represent the batch size, height, width 
and number of channels of the feature map, ⊗  represents matrix multiplication, ⊕ 
represents element-wise summation. 

Figure 3 shows the cross-attention network structure proposed in this article. Specifically, given 
an input feature map 𝑋 of size T×H×W×C, after being processed by the cross-attention mechanism, 
an output feature map 𝑍 with the same size as the input feature map 𝑋 can be obtained. T, H, W and 
C respectively represent the batch size, height, width, and number of channels of the feature map. ⊗ 
represents matrix multiplication and ⊕ represents element summation. The difference from self-
attention is that the proposed cross-attention can learn the same image with the same identity and 
force the network to focus on the different regions in the same image. The specific algorithm process 
is as follows: 

 First, a general cross-attention operation needs to be defined: 𝑦௜ = 𝑠𝑜𝑓𝑡൫𝑄௜భ ் ⋅ 𝐾௝భ൯ ⋅ 𝑉௝భ + 𝑠𝑜𝑓𝑡൫𝐾௜మ் ⋅ 𝑉௝మ൯ ⋅ 𝑄௝మ      (9) 

𝑄௜భ = 𝑊ఏభ𝑋௜，𝐾௝భ = 𝑊థభ𝑋௝，𝑉௝భ = 𝑊௚భ𝑋௝       (10) 

𝐾௜మ = 𝑊థమ𝑋௜，𝑉௝మ = 𝑊௚మ𝑋௝，𝑄௝మ = 𝑊ఏమ𝑋௝       (11) 

Among them, 𝑖ଵ and 𝑖ଶ are the indexes of the output position, which can be the spatial position, 
time position or spatiotemporal position. The response is obtained by enumerating all positions 𝑗. 𝑗ଵ 
and 𝑗ଶ  represent all possible positions. 𝑊ఏభ , 𝑊∅భ , 𝑊௚భ , 𝑊ఏమ , 𝑊∅మ  and 𝑊௚మ  are the weights 

learned by the network. 𝑄௜భ் ∙ 𝐾௝భ and 𝐾௜మ் ∙ 𝑉௝మ are used to calculate the similarity between 𝑖ଵ and 𝑗ଵ, 𝑖ଶ and 𝑗ଶ respectively. 

 Then, encapsulate the cross-attention operation so that it can be better combined with other 
network structures: 
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𝑍௜ = 𝐶𝐴(𝑋௜) = 𝑊௓𝑦௜ + 𝑋௜        (12) 

In the equation, 𝑊௓ is a learnable weight matrix and +𝑋௜ is a residual connection strategy. 

3.3. Multi-scale feature fusion module 

When performing pedestrian retrieval, the network will use common features of multiple scales 
to match pedestrians with high similarity. These common features can come from pedestrians 
themselves, such as clothing, accessories, carry-on items and hairstyles, or from the image acquisition 
process. For example, the camera’s shooting distance is also an important factor affecting the scale and 
resolution of pedestrian images. When the shooting distance is far away, the scale of the pedestrian 
image is smaller and the resolution is lower. Some detailed information is not very obvious. When the 
shooting distance is close, the scale of the pedestrian image is larger and the resolution is higher. 
Therefore, detailed information will be relatively clear.  

In convolutional neural networks, convolutional layers of different depths can obtain feature maps 
of different scales. This is because deep features have a larger receptive field for feature map 
acquisition and can capture a wider range of areas. Therefore, they will pay more attention to semantic 
information, but correspondingly lack spatial geometry and other detailed information; on the contrary, 
low-level features obtain feature maps with smaller receptive fields, which contain more detailed 
information, but also more noise. At the same time, a single convolution only uses a fixed-scale 
convolution kernel to perform convolution operations on the input image, which cannot effectively 
capture the multi-scale information of the target pedestrian. This also limits the performance of 
the network. 

Given the above problems, that is, the feature expression of pedestrian images at a single scale is 
not sufficient to support high-precision pedestrian recognition, it is therefore crucial to study a multi-
scale feature fusion method. To more comprehensively and effectively use the multi-scale feature 
information of pedestrians, a new multi-scale feature fusion module is designed. The module includes 
two components: the Multi-scale Feature Integration (MFI) module and the feature weight selection 
module. The network structure is shown in Figure 4. The MFI module is used to extract multi-scale 
feature information from different depths of the network layer, while the feature weight selection 
module can help us select the most representative and critical features. Specifically: first, multiple-
scale feature mutual fusion is performed on the features 𝑋௜(𝑖 = 1, 2, 3, 4)  with input size 𝐻௝ × 𝑊௝ × 𝐶௝ (𝑗 = 1, 2, 3, 4), which is mainly used to extract multi-scale feature information from 
different depths of the network, where 𝑖 and 𝑗 respectively represent different convolution layers of 
the backbone network. Then, use the feature weight selection module to select different deep fusion 
features to obtain a feature map with richer multi-scale feature information. The following section 
describes in detail the two modules that make up the multi-scale feature fusion. 
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Figure 4. Network structure of the multi-scale feature fusion module. Including the multi-
scale feature integration module and the feature weight selection module. 

3.3.1. Multi-scale feature interfusion module 

MFI can be realized through two steps: multi-scale feature extraction and feature mutual fusion. 
The following is a detailed introduction. 

 Multi-scale feature extraction: 

In the multi-scale feature extraction stage, a multi-branch method is used to extract multi-scale 
information generated by different depth convolution layers, and different sizes of convolution kernels 
are selected according to the depth of the convolution layer. The size of the convolution kernel is set 
to 3 × 3, 5 × 5, 7 × 7 and 9 × 9, and the convolution kernel will decrease with the depth of the 
convolution layer. At the same time, to reduce the computational cost brought by using different 
convolution kernels, group convolution is introduced in the convolution kernel, and the group size of 
group convolution is adaptively adjusted according to the change of convolution kernel size. The 
relationship between them is defined as follows: 

𝐺 = 2಼షభమ           (13) 

In the equation, 𝐾 represents the size of the convolution kernel, and 𝐺 represents the group size 
of group convolution. When the convolution kernel 𝐾 is 3, the group size 𝐺 of group convolution is 1. 

Taking the multi-scale feature extraction of the first layer convolution of the network as an 
example, the details of feature extraction are shown in Figure 5. Among them, the input feature 𝑋௜ is 
the feature obtained by combining the first layer of the ResNet50 residual network and cross-attention. 𝐶ଵ is the number of channels of input features. Then, parallel processing is used to extract features 
from input feature 𝑋ଵ at multiple scales, and four single-type convolution kernel features 𝐹଴, 𝐹ଵ, 𝐹ଶ 
and 𝐹ଷ with channel size of 1/2 of the input feature channel are obtained. Finally, feature splicing is 
performed to obtain fusion feature 𝐸ଵ. The following shows the multi-scale feature extraction process 
at different depths: 𝐹௠ = 𝐶𝑜𝑛𝑣(𝑘௠ × 𝑘௠, 𝐺௠)(𝑋௜)     𝑚 = 0,1 ⋅⋅⋅ 𝑆 − 1     𝑖 = 1,2,3,4   (14) 𝐸௜ = 𝐶𝑎𝑡(ሾ𝐹଴, 𝐹ଵ,⋅⋅⋅, 𝐹ௌିଵሿ)        (15) 
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Wherein, 𝑘௠ = 2 × (𝑚 + 1) + 1  represents the size of the 𝑚 -th convolution kernel, 𝐺௠ =2ೖ೘షభమ   represents the group size of the 𝑚 -th group convolution, 𝐹௠  represents the feature map 

obtained when the convolution kernel size is 𝑘௠, 𝐸௜ represents the multi-scale feature obtained by 
multi-scale feature extraction of the 𝑖-th and 𝑖 represents the 𝑖-th convolution layer of the network, 
which is inversely proportional to 𝑆. For example, when 𝑖 = 1, 𝑆 = 4; when 𝑖 = 2, 𝑆 = 3. 

C1

X1

C1/2

C1/2

C1/2

C1/2

F0

F1

F2

F3

E1

concat

 

Figure 5. Multi-scale Feature Extraction: 𝑋ଵ is the feature obtained by combining the 
first layer of the residual network ResNet50 with the cross-attention, and 𝐶ଵ is the number 
of channels of the input feature. 

Table 1. Network structure of multi-scale feature extraction. 

Layer Kernel size Depth Group 

1 

3 × 3 128 1 
5 × 5 128 4 
7 × 7 128 8 
9 × 9 128 16 

2 
3 × 3 128 1 
5 × 5 128 4 
7 × 7 256 8 

3 3 × 3 256 1 
5 × 5 256 4 

4 3 × 3 512 1 

Table 1 shows the convolution kernel scale, depth, and group size of group convolution adopted 
by different layers of the network. In layer 1, 4 different sizes of convolution kernels are used, and the 
output channel number of each convolution kernel is set to 128; in layer 2, convolution kernels of 
sizes 3 × 3, 5 × 5, and 7 × 7 are used, and the output channel numbers are set to 128, 128 and 256 
respectively; in layer 3, convolution kernels of sizes 3 × 3 and 5 × 5 are used, and the output channel 
numbers are both set to 256; in layer 4, only a convolution kernel of size 3 is used, and the output 
channel number is set to 512. Finally, the multi-scale features obtained at each level are spliced to 
obtain four multi-scale fusion features 𝐸ଵ, 𝐸ଶ, 𝐸ଷ and 𝐸ସ. 



16925 

Mathematical Biosciences and Engineering  Volume 20, Issue 9, 16913–16938. 

 Feature fusion module: 

Figure 6 shows the overall process of feature fusion, where Block1, Block2, Block3 and Block4 
respectively represent the four new convolutional layers obtained by combining different levels of the 
residual network ResNet50 with the cross-attention module, and down represents the downsampling 
operation. The specific description of feature fusion is as follows: the features 𝑋ଵ, 𝑋ଶ, 𝑋ଷ and 𝑋ସ 
obtained from each new convolutional layer are subjected to multi-scale feature extraction to obtain 
four multi-scale features 𝐸ଵ, 𝐸ଶ, 𝐸ଷ and 𝐸ସ. To better represent the overall features of pedestrians 
and small-scale detail features, a top-down progressive feature fusion calculation strategy is adopted. 
At the same time, since the resolution of the fusion feature maps at different levels is not equal, before 
performing the addition operation, it is necessary to first perform a downsampling operation on the 
low-level feature map to make the size of the low-level feature map match that of the high-level feature 
map. Finally, using a progressive fusion calculation strategy, multi-scale features 𝐸ଵ, 𝐸ଶ, 𝐸ଷ and 𝐸ସ 
are fused to obtain fusion features 0, 1, 2 and 3 containing information of different scales. 

Block1 Block2 Block4Block3

X1 X2 X3 X4

Multi-scale feature extraction

1E 2E 3E 4E

down

down

0 1 2 3
 

Figure 6. Feature fusion module: Block1, Block2, Block3 and Block4 respectively 
represent the four new convolutional layers obtained by combining different levels of the 
residual network ResNet50 with the cross-attention module, and ‘down’ indicates the 
downsampling operation. 

3.3.2. Feature weight selection module 

The feature weight selection module includes two parts: SEWeight weight selection and Softmax 
weight calibration. The SEWeight module is the most important part of the feature weight selection 
module, mainly used to obtain the channel weights of different scale features. It essentially belongs to 
a channel attention mechanism, which allows the network to selectively screen network features, 
enhance useful features and suppress useless features. The Softmax function is used to recalibrate the 
channel attention vector to ensure that the weight of each channel is between 0 and 1, and the sum of 
the weights of all channels is equal to 1. 
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The implementation process of feature weight selection is specifically introduced as follows: First, 
use the SEWeight module to extract the channel attention of multi-scale fusion features 0, 1, 2 and 3 
respectively to obtain the attention vector on the channel. This allows the network to adaptively focus 
on the importance of each channel and improve the robustness and representation ability of features. 
Next, use the Softmax function to recalibrate the attention vector in the channel direction to obtain 
calibrated weights for multi-scale channels. This allows the model to focus more on channels that make 
significant contributions to results and weaken channels that are irrelevant or interfere with noise. 
Finally, perform element-wise multiplication of calibrated weights and corresponding feature maps to 
achieve weighted fusion of multi-scale feature information. Through this element-wise multiplication 
operation, a more detailed and comprehensive feature map can be obtained, which contains richer 
multi-scale feature information. 

3.4. Loss function setting 

A joint training strategy using label smoothing cross-entropy loss function, triplet loss function, 
and center loss function is used to calculate the loss of model training. The complete loss function 
setting is as follows: 𝐿௟௢௦௦ = 𝐿௧௥௜ + 𝐿௖௟௦ + 𝛽𝐿௖௘௡        (16) 

Wherein, 𝐿௟௢௦௦  is the total loss of network training, 𝐿௧௥௜ , 𝐿௖௟௦  and 𝐿௖௘௡  are the triplet loss, 
label smoothing cross-entropy loss and center loss of model training, respectively. 𝛽 is the weight to 
balance the center loss, set to 0.0005. 

4. Experiment  

4.1. Datasets and evaluation indicators 

To verify the effectiveness of the model proposed in this paper, experiments were conducted on 
three standard pedestrian re-identification datasets Market1501, DukeMTMC-reID and MSMT17, and 
two partial pedestrian re-identification datasets Partial-ReID and Partial-ILIDS. 

This paper uses three commonly used evaluation metrics in pedestrian re-identification tasks: 
cumulative matching characteristic curve, mean average precision and mean negative penalty to 
evaluate the performance of the network. In addition, different evaluation metrics are selected 
according to the size and structure of the dataset. On the three standard pedestrian re-identification 
datasets, Rank-1, mINP and mAP in the cumulative matching characteristic curve are used; on the two 
partial pedestrian re-identification datasets, only Rank-1 and Rank-3 indicators in the cumulative 
matching curve are used. 

4.2. Comparison with mainstream methods 

4.2.1. Comparison of experimental results 

In order to verify the performance of the proposed AM-MFF model on Market1501, 
DukeMTMC-reid, MSMT17, Partial-REID and Partial-iLIDS, it is compared with mainstream 
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pedestrian re-identification methods such as Bag of Tricks and A Strong Baseline for Deep Person Re-
identification (Bag Tricks) [21], Attention Generalized mean pooling with Weighted triplet loss 
(AGW) [22], Cluster Contrast which stores feature vectors and computes contrastive loss at the cluster 
level (CCL) [23], Pose-Guided Feature Alignment (PGFA) [24], Augmented discriminative clustering 
for domain adaptive person re-identification (AD-Cluster) [25] and Fine Grained Spatial Alignment 
Model (FGSAM) [26]. Through comparative experimental analysis. The experimental results are 
shown in Table 2. 

Table 2. Comparison of experimental results on the Market1501 and DukeMTMC-reid datasets (%).  

Methods Market1501 DukeMTMC-reid 
Rank-1 mAP mINP Rank-1 mAP mINP 

Bag Tricks 94.5 85.9 59.4 86.4 76.4 40.7 
AD-Cluster 86.7 68.3 - 72.6 54.1 - 
PGFA 91.2 76.8 - 82.6 65.5 - 
FGSAM 91.5 85.4 - 85.9 74.1 - 
CAD-Net 83.7 - - 75.6 - - 
UnityStyle 91.8 76.3 - 82.1 65.2 - 
SCSN 92.4 88.3 - 91.0 79.0 - 
HOA 95.1 85.0 - 89.1 77.2 - 
PAT 95.4 88.0 - 88.8 78.2 - 
ABD-Net 95.6 88.3 66.2 89.0 78.6 42.1 
Fastreid 95.0 87.1 - 88.9 79.0 - 
CCL 93.0 82.6 - 85.7 72.8 - 
TransReID© 95.0 88.2 - 89.6 80.6 - 
AGW 95.1 87.8 65.0 89.0 79.6 45.7 
Ref 92.4 81.7 - 82.9 69.0 - 
PPLR 94.3 84.4 - - - - 
AM-MFF (our) 95.9 89.1 67.0 89.9 80.3 46.2 

As shown in the table above, Table 2 shows the comparison results of the method proposed in this 
paper with various methods such as CAD-Net [27], Unity style transfer for person re-identification 
(UnityStyle) [28], Salience-guided Cascaded Suppression Network (SCSN) [29], High Order Attention 
(HOA) [30], Part Aware Transformer (PAT) [31], Fastreid [32], Ref [33] and Part-based Pseudo Label 
Refinement (PPLR) [34] on the Market1501 and DukeMTMC reid datasets. Our proposed method 
achieved high recognition accuracy on both datasets, reaching 95.9% and 89.9% on the Rank-1 
indicator, 89.1% and 80.3% on the mAP indicator and 67% and 46.2% on the mINP indicator, 
respectively. Although BagTricks also only used global features for network training, it did not 
consider that pedestrians may contain more multi-scale feature information. Compared with the 
proposed method, our method established connections between different deep multi-scale features, 
resulting in a significant increase in the Rank-1, mAP and mINP indicators of the network, increasing 
by 1.4%, 3.2% and 7.6%, respectively. On the DukeMTMC-reid dataset, our method achieved the best 
recognition accuracy on both Rank-1 and mINP indicators, only slightly lower than TransReID© [35] 
on the mAP indicator. Compared with the ABD-Net [36] network that also uses attention modules, our 
algorithm improves the ability of the convolutional backbone to extract strong saliency features by 
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embedding attention modules at each level, increasing by 0.9% on Rank-1, 1.7% on mAP and 4.1% 
on mINP. According to the above comparison results, it can be seen that our method has certain 
advantages in performance compared to other mainstream methods on the Market1501 and 
DukeMTMC-reid datasets. 

Table 3. Comparison of experimental results on the MSMT17 dataset (%).  

Methods Rank-1 mAP mINP 
Bag Tricks 63.4 45.1 12.4 
SPCL 53.7 26.8 - 
CycAS 50.1 16.7 - 
MMT 50.1 23.3 - 
GCL 45.7 21.3 - 
CAP  67.4 36.9 - 
ISE 67.6 37.0 - 
HDCPD 50.2 24.6 - 
CCL 63.3 33.3 - 
AGW 68.3 49.3 14.7 
AM-MFF (our) 69.9 51.6 16.8 

As shown in the table above, Table 3 shows the comparison results of the method proposed in this 
paper with various mainstream methods such as Self-paced Contrastive Learning (SPCL) [37], Cycle 
Association (CycAS) [38], Mutual Mean Teaching (MMT) [39], Generative and Contrastive Learning 
(GCL) [40], Camera Aware Proxies (CAP) [41] and Implicit Sample Extension (ISE) [42] on the 
MSMT17 dataset, where the Rank-1, mAP and mINP indicators of our method reached 69.9%, 51.6% 
and 16.8%, respectively, all better than other mainstream methods in the table. Compared with the 
classic CCL algorithm, our method has increased by 6.6% and 18.3% on Rank-1 and mAP, respectively, 
with a significant increase in the mAP indicator. Among them, AGW, which uses a non-local attention 
mechanism, is closest to our method, but it is still 1.6%, 2.3% and 2.1% lower on Rank-1, mAP and 
mINP indicators, respectively. 

In order to further prove that our method is superior and more applicable than other methods, we 
evaluated and compared the network on two partial pedestrian re-identification datasets. The 
experimental results are shown in Table 4. Since both Partial-REID and Partial-iLIDS datasets are 
relatively small in scale and only provide query and gallery libraries, only the evaluation indicators on 
Rank-1 and Rank-3 are shown. Our method achieved 70.1% and 65.6% on the Rank-1 indicator and 82.2% 
and 80.5% on the Rank-3 indicator, respectively. Compared with methods such as Deep spatial feature 
reconstruction (DSR) [43], Bag Tricks, Spatial Transformer Networks for Partial Person Re-
identification (STNReID) [44] and AMC+SWM [45], PDVM [46] and Visibility-aware Part-level 
features Model (VPM) [47] in the table, our method has more significant improvement effects. Among 
them, the AGW method has the closest recognition accuracy to our method, but it is still lower than 
our method on both Rank-1 and Rank-3 indicators, thanks to the multi-scale feature fusion module 
proposed in this paper, which enhances the connection between different scale feature information. 
From the experimental results in the table, it can be seen that the method proposed in this paper also 
has advantages on partial pedestrian re-identification datasets, and also shows that our algorithm has 
good applicability in various practical application scenarios. 
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Table 4. Comparison of experimental results on the Partial-REID and Partial-iLIDS datasets (%).  

Methods Partial-REID Partial-iLIDS 
Rank-1 Rank-3 Rank-1 Rank-3 

DSR 50.7 70.0 58.8 67.2 
Bag Tricks 62.0 74.0 58.8 73.9 
STNReID  61.3 76.8 43.7 62.6 
AMC+SWM 37.3 46.0 21.0 32.8 
PDVM 43.3 - - - 
VPM 67.7 81.9 65.5 74.8 
AGW 69.7 80.0 64.7 79.8 
AM-MFF (our) 70.1 82.2 65.6 80.5 

4.2.2. Visualization of experimental results 

From the experimental results in Tables 4–6, it can be seen that all performance indicators of our 
algorithm have achieved high recognition accuracy. In order to more clearly and intuitively show the 
recognition effect of our algorithm, multiple pedestrians to be retrieved are selected from the query 
library of the Market1501 dataset for visualization, and the top ten retrieval results are shown. The 
results are shown in Figure 7. The retrieval images with red borders in the figure indicate incorrect 
query results, and the unmarked retrieval images are correct retrieval results. From the query results, 
it can be seen that our algorithm still has good recognition effects on partial pedestrian images, overall 
pedestrian images, blurred pedestrian images, occluded pedestrian images and pedestrian images with 
complex spatial information. Only the 10th sequence in the second group was wrong, which once again 
proves the effectiveness of the pedestrian re-identification method proposed in this paper. 

query 1 2 3 5

1

4 6 7 8 9 10

 

Figure 7. Visualization of recognition effect. Red borders indicate incorrect retrieval query 
results, while unmarked results are correct retrieval results. 
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4.3. Experimental results and analysis 

4.3.1. Ablation experiment 

To verify the effectiveness of each component module in the network, ablation experiments were 
performed on the components separately on the Market1501 and DukeMTMC-reID datasets. The 
Rank-1, mAP and mINP indicators of the experimental results are shown in Table 5. Among them, 
Baseline is the result obtained without adding any components, CA represents the cross-attention 
mechanism, MFF represents the multi-scale feature fusion module and RG represents random 
grayscale conversion. 

Table 5. Ablation experiment (%). 

Methods Market1501 DukeMTMC-reID 
Rank-1 mAP mINP Rank-1 mAP mINP 

Baseline 94.2 86.4 60.1 86.4 76.4 41.2
Baseline+CA 95.0 87.0 61.9 88.2 78.0 42.3
Baseline+MFF 94.9 87.5 63.8 88.0 78.0 43.4
Baseline+RG 94.6 86.7 61.1 86.9 76.9 41.8
Baseline+CA+MFF 95.6 88.7 66.6 89.5 79.6 45.5
Baseline+CA+MFF+RG 95.9 89.1 67.0 89.9 80.3 46.2 

From the results in Table 5, it can be seen that on the basis of Baseline, the Rank-1, mAP, and 
mINP indicators have all improved after adding the cross-attention mechanism (CA), multi-scale 
feature fusion module (MFF) and random grayscale conversion (RG) proposed in this paper. Compared 
with using only one of the components, using all three components proposed can achieve the best 
results for the network. On the Market1501 dataset, the Rank-1, mAP and mINP indicators of the 
AM-MFF network reached 95.9%, 89.1% and 67%, respectively, an increase of 1.7%, 2.7% and 6.9% 
compared to baseline. On the DukeMTMC-reID dataset, the Rank-1, mAP and mINP indicators 
were 89.9%, 80.3% and 46.2, respectively, an increase of 3.5%, 3.9% and 5% compared to baseline. 

Further analysis of the experimental results shows that when adding a cross-attention mechanism, 
on the DukeMTMC-reID dataset, the Rank-1, mAP and mINP indicators increased by 1.8%, 1.6% 
and 1.1%, respectively, while on the Market1501 dataset there was only a small increase. Among 
them, on the Market1501 and DukeMTMC-reID datasets, when adding a multi-scale feature fusion 
module again, the improvement effect of the mINP indicator is significant, increasing by 4.7% and 3.2% 
respectively, fully demonstrating the effectiveness of multi-scale feature fusion. In summary, the 
experimental results show that the proposed AM-MFF network can effectively improve pedestrian re-
identification performance. 

4.3.2. Verification of the effectiveness of random grayscale conversion 

To further demonstrate the superiority of our method in instance retrieval, we compared the 
instance retrieval results of RGB and grayscale images under different training conditions on the 
Market1501 dataset. The results are shown in Figure 8, where red rectangles indicate incorrect retrieval 
results and unmarked results are correct retrieval results. The first and third rows are RGB images, 
while the second and fourth rows are grayscale images. From the retrieval results, it can be seen that 
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adding random grayscale conversion to the network can alleviate the color deviation problem between 
the query set and the gallery set. For some pedestrians to be retrieved, if their inherent color 
information is not considered, their retrieval results will be relatively better, further confirming that 
random grayscale conversion is effective. 

query

 

Figure 8. Comparison of retrieval results between grayscale images and RGB images: The 
first and third rows are RGB images, the second and fourth rows are grayscale images. 

4.3.3. Verification of the effectiveness of side window filtering for denoising 

Considering that the proposed efficient retrieval method is mainly used to process pedestrian 
images with more noise in the pedestrian re-identification system, in order to more comprehensively 
evaluate the effectiveness of the efficient retrieval method, a differentiated verification method is used 
to test the effectiveness of the method. Specifically, two different levels of salt and pepper noise are 
added to the pedestrian images to be retrieved, resulting in images a and d. Then, traditional filtering 
and side-window filtering are used respectively to denoise pedestrian images a and d with added noise, 
resulting in denoised images b, e and c, f. Then, images a, b, c, d, e, f are retrieved respectively to 
obtain the top ten retrieval results, as shown in Figure 9. The red box indicates incorrect retrieval 
results and no frame indicates correct retrieval results. 

From the retrieval results in Figure 9, it can be seen that for the pedestrian image a with less noise, 
after traditional filtering and side-window filtering, the retrieval accuracy is better than that of the 
retrieval result without denoising. For the pedestrian image after side-window filtering denoising, it 
can more accurately retrieve the correct pedestrian image. On the contrary, for the pedestrian image d 
with more noise, traditional filtering fails and cannot retrieve the correct pedestrian image. After side-
window filtering denoising, it can still better retrieve the correct pedestrian image, proving that side-
window filtering can effectively improve the accuracy of pedestrian retrieval. 
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Figure 9. Example comparison and retrieval results. Red boxes indicate incorrect retrieval 
results, while unboxed results are correct retrieval results. 

4.3.4. Comparison of loss curves 

In order to further analyze the performance of the method proposed in this paper and baseline, 
the differences between the two methods are indirectly analyzed by visualizing the loss curve, and the 
results are shown in Figure 10. The vertical axis in the figure represents the total loss value generated 
by network training in each training cycle, that is, the sum of the label smoothing cross-entropy loss 
value, triplet loss value, and center loss value of the network in this cycle. The horizontal axis 
represents the training cycle (Epoch) of the network. From the comparison chart, it can be seen that 
the training loss function curve of the method proposed in this paper is smoother and the network 
convergence speed is faster than that of baseline, which means that the training effect of the proposed 
model is relatively better and the experimental parameter settings are relatively reasonable. It also 
indirectly indicates that the proposed method has certain advantages. 

  

(a) (b) 

Figure 10. Comparison of loss curves between baseline and the network in this paper: (a) 
Baseline’s loss curve; (b) The loss curve of this network. 



16933 

Mathematical Biosciences and Engineering  Volume 20, Issue 9, 16913–16938. 

4.3.5. Experimental analysis of random grayscale conversion probability 

In order to explore the impact of different random grayscale conversion probabilities on network 
performance, multiple experiments were conducted on the Market1501 dataset, and the average values 
of the results of each group of experiments were taken. The experimental results are shown in Table 6. 
From the results in the table, it can be seen that when the random grayscale conversion probability is 
set to 0.2, the network achieves the best result, with mINP, mAP and Rank-1 reaching 67%, 89.1% 
and 95.9%, respectively. Compared with the case without random grayscale conversion, the method 
proposed in this paper has improved by 0.4%, 0.4% and 0.3% on mINP, mAP and Rank-1 indicators, 
respectively. As the conversion probability increases, mINP, mAP and Rank-1 indicators all fluctuate 
to varying degrees. Only when the conversion probability is 0.2 or 1 do all three indicators exceed the 
performance indicators without random grayscale conversion.  

Table 6. Experimental results of the network under different random conversion probabilities (%).  

Transition probability mINP mAP Rank-1 
0 66.6 88.7 95.6 
0.2 67.0 89.1 95.9 
0.4 66.5 88.6 95.6 
0.6 66.2 89.0 95.7 
0.8 66.6 88.9 95.2 
1 66.9 89.1 95.8 

According to Table 3, we can see that when the random conversion probability increases from 0 
to 0.2, mINP, mAP and Rank-1 all show an upward trend, and the performance is best when the 
conversion probability is 0.2. When the conversion probability increases from 0.2 to 1, mINP, mAP 
and Rank-1 usually show a trend of first decreasing and then increasing, and the performance is best 
when the conversion probability is 1. Based on the experimental results in Table 3, it is ultimately 
determined that setting the probability of random grayscale conversion to 0.2 can train the network 
with the best performance. 

5. Conclusions 

In this paper, we propose the AM-MFF network, which uses the proposed cross-attention 
mechanism to enhance the network’s feature extraction ability and combines the multi-scale feature 
fusion module to establish the connection between the low-level feature information and high-level 
feature information of the network, enabling the model to effectively distinguish image details. At the 
same time, we perform random grayscale transformation on the training dataset to improve the 
network’s ability to cope with color deviation in images and enhance the network’s generalization 
ability. Moreover, for pedestrian re-identification systems, we propose an efficient retrieval method 
that performs side-window filtering on noisy pedestrians to be retrieved, which can improve retrieval 
accuracy to a certain extent. Experiments show that our algorithm achieves 70.1% and 65.6% on the 
Rank-1 indicator when validated on the occlusion pedestrian recognition datasets Partial-REID and 
Partial-iLIDS, respectively, and 82.2% and 80.5% on the Rank-3 indicator, respectively. When tested 
on the Market1501 dataset, DukeMTMC-reid dataset, and MSMT17 dataset, it also achieved high 
recognition accuracy, reaching 95.9%, 89.9% and 69.9% on the Rank-1 indicator, respectively, 89.1%, 



16934 

Mathematical Biosciences and Engineering  Volume 20, Issue 9, 16913–16938. 

80.3% and 51.6% on the mAP indicator, respectively, and 67%, 46.2% and 16.8% on the mINP 
indicator, respectively. Thus, our algorithm shows good performance on three conventional pedestrian 
re-identification datasets and two partial datasets, achieving good results in solving pedestrian posture 
changes and occlusion problems, with broader applicability and superiority. 

The experimental results show that the method proposed in this paper has achieved good results 
in the task of pedestrian re-identification, and has solved some of the problems existing in current 
research to a certain extent. However, there are still some limitations and shortcomings in practical 
applications: 1). Not all pictures have noise, and there may also be situations such as blurring and low 
resolution. Our method cannot adaptively correct these images and perform corresponding adaptive 
processing to improve retrieval accuracy; 2). Our pedestrian re-identification is carried out on several 
commonly used public datasets, which can improve the accuracy of the algorithm to a certain extent. 
However, these datasets are small in scale and cannot cover pedestrian images in real scenarios, which 
has certain limitations and cannot better meet the needs of practical applications; 3). The pedestrian 
re-identification method in this paper does not take into account the issue of pedestrian privacy and 
security. In order to protect user privacy and data security, deep learning technology can be used to 
encrypt pedestrian images. The subsequent pedestrian re-identification task can improve the accuracy 
of the algorithm by solving the above problems and meet the needs of practical applications. 
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