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Abstract: The high pace emergence in advanced software systems, low-cost hardware and 
decentralized cloud computing technologies have broadened the horizon for vision-based surveillance, 
monitoring and control. However, complex and inferior feature learning over visual artefacts or video 
streams, especially under extreme conditions confine majority of the at-hand vision-based crowd 
analysis and classification systems. Retrieving event-sensitive or crowd-type sensitive spatio-temporal 
features for the different crowd types under extreme conditions is a highly complex task. Consequently, 
it results in lower accuracy and hence low reliability that confines existing methods for real-time crowd 
analysis. Despite numerous efforts in vision-based approaches, the lack of acoustic cues often creates 
ambiguity in crowd classification. On the other hand, the strategic amalgamation of audio-visual 
features can enable accurate and reliable crowd analysis and classification. Considering it as 
motivation, in this research a novel audio-visual multi-modality driven hybrid feature learning model 
is developed for crowd analysis and classification. In this work, a hybrid feature extraction model was 
applied to extract deep spatio-temporal features by using Gray-Level Co-occurrence Metrics (GLCM) 
and AlexNet transferrable learning model. Once extracting the different GLCM features and AlexNet 
deep features, horizontal concatenation was done to fuse the different feature sets. Similarly, for 
acoustic feature extraction, the audio samples (from the input video) were processed for static (fixed 
size) sampling, pre-emphasis, block framing and Hann windowing, followed by acoustic feature 
extraction like GTCC, GTCC-Delta, GTCC-Delta-Delta, MFCC, Spectral Entropy, Spectral Flux, 
Spectral Slope and Harmonics to Noise Ratio (HNR). Finally, the extracted audio-visual features were 
fused to yield a composite multi-modal feature set, which is processed for classification using the 
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random forest ensemble classifier. The multi-class classification yields a crowd-classification 
accurac12529y of (98.26%), precision (98.89%), sensitivity (94.82%), specificity (95.57%), and F-
Measure of 98.84%. The robustness of the proposed multi-modality-based crowd analysis model 
confirms its suitability towards real-world crowd detection and classification tasks. 
 
Keywords: multi-modal crowd analysis; deep-spatio-temporal features; acoustic features; ensemble 
learning; audio-visual crowd classification 
 

1. Introduction  

The last few decades have witnessed significantly high-paced growth in software technologies, 
decentralized computing, cloud-infrastructures, low-cost hardware and sensing technologies to cope 
with monitoring and surveillance purposes. Whether it is industrial monitoring and control or any 
strategic surveillance task(s) serving defense purposes or civic surveillance etc. vision computing has 
a vital role to play [1]. Undeniably, the development in decentralized cloud computing and wireless 
communication technologies has broadened the horizon for vision-based surveillance systems to serve 
real-time decision making. Majority of these surveillance systems employ vision-computing, also 
called vision-based computing techniques by applying camara(s) as sensor to collect a real-time video 
stream for continuous monitoring and control [2]. However, there are a large number of application 
environments where there can be significantly large sensors deployed across the region of interests 
such as defense systems, broader security, civic surveillance, industrial surveillance etc., where 
detecting certain specific kind of activity by manual mapping and detection becomes infeasible [2,3]. 
In other words, to cope with the customized activity detection and reactive decision making, an 
automated video analysis approach is inevitable [3].  

On the other hand, there are a number of surveillance environments where abnormal event 
detection or crowd analysis becomes vital [1]. The recent innovations in vision techniques have 
enabled activity detection such as moving pedestrian detection, moving vehicle detection and tracking, 
moving object detection etc. These vision-based object detection and tracking models apply spatio-
temporal motion vector or features (say, cues) to perform intended task [1,3]. However, there are 
purposes such as abnormal activity detection, crowd detection, crowd type identification which require 
time-efficient and accurate video analysis [1,4,5]. In the last few years, the events of terrorism, bomb-
blasts, communal violence, lynching etc. have increased significantly [5]. On the other hand, the 
manual video analysis approaches over largely deployed cameras can be a difficult task and can 
undergo delayed response or even human assessment related errors giving rise to the disaster [5]. 
Identifying abnormal crowd with different crowd nature indoor or outdoor (i.e., marketplace, public 
gathering spots, religious places, sports auditorium, stadium, entertainment destinations, schools, 
social gathering places etc.) is a highly difficult task [5–7]. In sync with these problems, in the last 
few years a research domain called crowd-behavior analysis has gained widespread attention 
across academia-industries.  

Crowd behavior analysis is the process to assess crowd inputs such as video streams or audio 
samples statistically to identify or classify event types or crowd types, so that proactive and timely 
decisions could be made [1,4–7]. Undeniably, in reference to the aforesaid events (terrorism, bomb-
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blasts, communal violence, lynching, prayer, celebration, community activities etc.) classifying crowd 
or allied event types can help security agencies to make optimal decision making [7].  

To keep up with aforesaid contemporary demands, in the past a few efforts have been made 
towards crowd behavior analysis and anomaly event detection [4–7]. A majority of the existing systems 
are developed for video-based analysis where the spatio-temporal or deep features from input video 
streams are examined to detect abnormal events or event types [1,4–7]. The at hand solutions intend 
to assess high-level descriptive feature assessment to detect and identify a person’s movement pattern 
and crowd likelihood assessment. However, detecting crowd over randomly moving with high-level 
occlusion becomes a mammoth task [7,8]. Moreover, under such complex environment, most of the 
classical spatio-temporal feature driven models undergo high false positive performance. In the past, 
a few efforts have been made where authors have exploited inter-personal behavioral changes to 
perform anomaly detection [3–9] and crowd-likelihood prediction [10,11].  

Typically, crowd analysis or crowd-type prediction can be achieved by means of two approaches; 
first video-feature driven methods, and second acoustic cues driven models. As the name indicates, 
video feature-based method exploits aforesaid spatio-temporal cues to perform person’s movement 
pattern analysis and allied crowd likelihood assessment. On the contrary, acoustic-based methods are 
typically audio-feature based approaches. However, so far, these two modalities have been addressed 
distinctly. Though, relatively larger number of efforts are made towards vision-based crowd analysis 
methods; the fraction of acoustic driven approaches is lesser. In vision-based approaches, authors [12] 
have performed target segmentation, which is followed by segmented targets behavioral analysis to 
perform crowd identification or prediction [12]. Unfortunately, such approaches can be limited 
especially over the fast-moving multiple people under occlusion. Other approaches like optimal flow 
analysis [8,9,13–15] have been applied to estimate optical flow histogram to detect global motion 
vector, which is later applied for crowd behavior analysis. However, computational complexities of 
these methods cap their scalability. Though, to alleviate it, authors [8] suggested to use low-level 
motion features (for region segmentation); however, its efficacy over the different crowd types with 
random movement patterns or ambiguous pattern can be limited [16]. In sync with such at-hand 
limitations, authors [16] developed a probabilistic crowd event detection concept where authors trained 
their model over the different user’s activity patterns like running, walking, merging, splitting, local 
dispersion and evacuation. Though, the use of crowd motion representation and allied tracklets models 
performed better [17,18]; yet, detecting multiple descriptive spatio-temporal features (say, motion 
features for the different persons simultaneously) over streaming video can yield ambiguous feature 
vector and hence can yield false positive performance [17,19].  

A few researchers found that the use of inter-personal visual interaction feature can help 
predicting crowd types [4,18,20,21]. However, assessing correlation dimensions over the multiple 
moving objects and disjoint as well as correlated feature extraction and learning [21] can confine their 
suitability. Such approaches can be well-suited for small and fixed volume of human presence in search 
space or field view. Action-energy [22] approaches too can be limited and highly false-prone under 
dense crowd with different person’s behave or actions [20,23]. Despite the use of static and dynamic 
agent driven group behavior assessment [23], their efficacy remains suspicious and ungeneralizable 
over real-time applications. Approaches like local motion patterns [18] or mid-level spatio-temporal 
features [24] are found limited over the different crowds having similar or near-similarity posture but 
different intends (Ex. Prayer and cheering up events in indoor facilities). Similar to these methods, the 
classical template-based models too can be limited and inaccurate over realistic application 
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environments [25]. However, entropy- and texture-driven methods have exhibited higher accuracy [25]. 
Recently, it was reported that a mixture of dynamic textures [5] and other spatio-temporal textural 
feature compositions [6,26] can yield superior performance for fast-moving-object analysis in video 
streams. This can help improve crowd behavior analysis and classification. Studies have revealed that 
merely exploiting the spatio-temporal features, entropy, or allied correlation information of a frame 
cannot yield accurate crowd analysis and specific crowd detection [27]. Moreover, audio-driven 
approaches as standalone solutions can produce false positives, especially for crowd classification, 
owing to noise, ambiguity, and ambiguous acoustic similarity [27]. Neither vision-based nor audio-
based standalone solutions are optimal for crowd analysis and counting, especially under extreme 
conditions. However, scientific neurobiological investigations indicate that ear and eye sensing 
together can provide an accurate perception that can be used in decision making [27]; therefore, the 
use of time-domain acoustic signals and corresponding spatio-temporal video features can yield a 
superior and realistic solution for crowd analysis or crowd classification. The use of audio-visual cues 
(together) can retain auditory information that can act as an auxiliary cue for each video input to ensure 
accurate crowd analysis [27,28]. Unfortunately, no significant effort has been made to study audio-
visually driven crowd analysis tasks.  

Considering the above inferences as motivation, in this study, highly robust and efficient multi-
modality (audio-visual)-driven crowd analysis model was developed. As the name indicates, the 
proposed model embodies both audio signals and video spatio-temporal features as composite feature 
vectors for performing crowd analysis. To ensure optimal intrinsic information-rich feature learning, 
deep spatio-temporal features from input video sequences and the corresponding acoustic features were 
used to perform feature learning and classification. Specifically, the input surveillance video sequences 
were transformed into video frames and audio (*.mp3) samples for each video frame or sequence. 
Along with video feature extraction, unlike in classical textural feature-driven models, deep spatio-
temporal features were exploited using the gray-level co-occurrence matrix (GLCM) and AlexNet. The 
purpose of applying the hybrid deep spatio-temporal textural feature (STTF) model was to retain the 
maximum feature diversity with a deep intrinsic feature vector to guarantee optimal performance and 
reliability. The use of theGLCM made it possible to extract six different STTF features that were 
amalgamated (horizontal concatenation fusion) with AlexNet deep features obtained with five 
convolutional layers (CONV) and three fully connected (FC) layers. Thus, the use of the deep STTF 
feature model provides visual feature vectors for further learning. For each video sequence, acoustic 
samples were obtained in the form of a *.mp3 audio frame, which was processed for static (fixed size) 
sampling, pre-emphasis, block framing, and Hann windowing. These processes act as preprocessing 
steps. Subsequently, for each segmented audio sample, different acoustic features were obtained, 
including the gammatone cepstral coefficient (GTCC), GTCC-Delta, GTCC-Delta-Delta, Mel 
frequency cepstral coefficient (MFCC), pitch, harmonics-to-noise ratio (HNR), and other spectral 
features. After the aforementioned acoustic features were extracted from the complete audio samples 
over the input video sequence, the acoustic features were averaged to generate a composite (acoustic) 
feature vector. Once the visual (i.e., deep STTF features) and acoustic (composite acoustic features) 
features were extracted, they were horizontally concatenated to model a fused audio-visual feature 
vector. This audio-visual feature vector was processed for multiclass classification using a random 
forest ensemble algorithm. To assess the efficacy of the proposed multi-modal crowd analysis 
system, different input samples were considered from various categories, such as prayers, sports 
game cheers, and quarreling. 
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The MATLAB-based simulation model revealed that, compared with classical standalone 
feature-based crowd analysis models, the proposed model exhibited superior accuracy (98.26%), 
precision (98.89%), sensitivity (94.82%), and specificity (95.57%), as well as an F-measure of 98.84%. 
The proposed multi-modality-driven approach was found to be superior to previous methods, including 
vision- or audio-based standalone solutions. The robustness of the proposed multi-modality-driven 
crowd analysis model confirms its suitability for real-world crowd detection and classification 
solutions for reliable automated surveillance purposes.  

The remainder of this article is organized as follows. In Section II, related work on different crowd 
analysis models is discussed, and the research questions are presented in Section III. In Section IV, the 
research method and allied implementation are described. The simulation results and inferences based 
on them are discussed in Section V. Finally, the conclusions and scope of future work are discussed in 
Section VI. The references cited in this article are provided at the end. 

2. Related work 

In a previous study [17], the histogram of oriented tracklet descriptors (HOTD) from an input 
video stream was used to perform abnormal event detection. After HOTD feature vectors were 
extracted, a support vector machine (SVM) classifier was applied to detect abnormal events or crowds. 
In another study [20], instead of HOTD, structural analysis, such as a structural context descriptor, was 
employed to classify abnormal events or crowds [20]. A motion-oriented gradient was used to perform 
crowd analysis over sparse crowd input. Similar to the other study [17], it was found that the SVM 
classifier outperformed neural-network methods [29]. In another research [29], the learning of dynamic 
and temporal cues was applied to a 3D representation, where a convolutional neural network (CNN) 
was applied (3DS-CNN) to extract features and learn. Similarly, in another work [30], a CNN with a 
recurrent CNN (RCNN) was employed as a hybrid deep model for crowd analysis. The main motive 
behind using the hybrid deep model was to reduce the computational time. An improved deep and 
spatio-temporal-feature-driven crowd analysis method was proposed [31]. In this approach, a deep 
spatio-temporal perspective was applied in the form of displacement information of crowd motion 
patterns. The displacement information was applied as a high-level feature representation to train a 
convolutional network for crowd analysis. In another study [32], CNNs with auto-encoders and R-
CNNs were used to perform crowd classification or analysis. Similarly, in other research [33], a fine-
tuned residual network was used to extract features. The extracted features were trained using a one-
nearest-neighbor classifier to classify the crowd type. 

In a previous study [34], the efficacy of a linear SVM in crowd analysis was assessed, and it was 
found that the linear SVM was superior to the K-nearest-neighbor (KNN) and random forest classifiers. 
The moving object or person trajectory information was processed using a correlation clustering 
algorithm, which was later employed using a structural SVM to perform trajectory analysis [35]. 
However, the study failed to address crowds in the real world. Despite using random forest 
classification, another proposed model [36] could not address real-time crowd analysis problems. In 
another work, a machine-learning-driven crowd analysis concept was designed [37]. Other researchers 
[38] applied a cubic kernel SVM and subspace KNN separately to perform crowd analysis; however, 
they did not address the need for a more feature-intensive approach, which could have yielded superior 
accuracy and reliability. In another study [39], the focus was mainly on reducing the time required for 
rejecting motion outliers or the allied crowd analysis.  
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In other research [40], a spatio-temporal sparse coding representation of input video sequences 
was applied for crowd analysis. In this approach, sparsely coded features [41] were trained using K-
means clustering and an SVM to perform crowd analysis. It was concluded that SVM classification is 
superior to the K-means-clustering-driven analysis model. In another study [42], the Spearman 
distance information was applied to a naive Bayesian classifier to perform crowd analysis. Spatio-
temporal features were extracted from an input video to detect crowd abnormalities [43]. Here, a 
nonlinear SVM was applied to perform the classification. Specifically, the authors applied machine 
learning and a threshold-driven model for crowd analysis [43]. Regions with a CNN (RCNN) model were 
applied to input video streams for crowd analysis and classification (normal or abnormal crowds) [44]. 
Other researchers [44–48] exploited spatio-temporal features over a three-dimensional grid structure 
to perform crowd analysis. To fine-tune performance, an artificial bacterial colony was used as a 
feature selection model [49]. Using different spatio-temporal features, an artificial bacterial colony 
heuristic was used to retain the most significant features for crowd analysis and classification. In 
another study [50], change detection was performed, in which motion feature extraction was applied 
to the input video for crowd analysis and classification. It used a triplet network for motion feature 
extraction. However, its reliability remains questionable under dynamic and multiperson presence and 
movements within the same frame.  

A local directional strength pattern (LDSP) with local directional rank histogram pattern (LDRHP) 
features, which were trained with a CNN to perform crowd analysis, was used in other research [51]. 
In another study [52], locally consistent scale priors and global occlusion reasoning features were 
employed for crowd analysis in video analysis [52]. Despite these efforts, the main emphasis was 
pedestrian behavior analysis [53]. Other researchers [54] developed an interactive crowd behavior 
learning model to assess crowd anomaly detection during virtual-world training [54]. Spatio-temporal 
features were used in other work [55], focusing on crowd sensing and behavior analysis. A similar effort 
was made [56] in which spatio-temporal feature descriptors were obtained from input videos to perform 
crowd behavior analysis. In other research [56,57], coherent motion patterns were applied by employing 
a structural trajectory learning concept. These patterns were subsequently used for learning crowd 
behavior analysis. A user’s individual acceleration features were applied to perform crowd analysis; 
however, the scalability remains questionable in real-world applications [58]. To alleviate such issues, 
other researchers [59] focused on granular computing (GrCS), which helps in crowd segmentation, 
followed by feature learning for classification. To simplify this task, others considered global features 
as crowd descriptors [60]; however, they failed to characterize the type of crowd so it acted merely as 
a threshold-based crowd-sensing model. In another study [61], divergent centers were estimated over 
consecutive frames to detect crowd anomalies; however, the scalability under real-time operating 
conditions remains questionable. In contrast to these approaches, a social-attribute-aware force model 
(SAFM) was designed to detect abnormal crowd behavior in video sequences [62]. To improve 
efficacy, researchers applied multiple cameras for group crowd analysis [63]. Micro-Doppler (MD) 
signatures retrieved from a low-power radar device were used to identify universal crowd preference 
sensing for real-time decision making [62]. In other work [64] a transfer deep-learning method was 
used to perform activity detection and analysis. The swarm intelligence concept was used to detect the 
event of interest from a crowd spatio-temporal feature space [65]. However, to improve the 
computational efficacy, other researchers [41] applied sparse features; however, they could not address 
multiple crowd identification under different crowd patterns.  
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In one study [27], it was concluded that extracting significant spatio-temporal features from low-
quality video streams is a highly difficult task that can confine the efficacy of the at-hand solution. To 
alleviate such problems, an audio-visual multi-scale network (AVMSN) was developed that exploits 
both audio and video cues from each input stream to perform crowd analysis. In this approach, sample 
convolutional blocks were used as the multi-scale vision-end branch to extract features that made it 
possible to estimate the weighted-visual features.in addition, audio features were obtained in the 
temporal domain by exploiting the spectrogram information, and the audio features were learned. In 
this study, a separate audio-VGG network was applied to learn the audio data. The weighted visual 
and audio features were amalgamated using the mulit-modal fusion concept by applying a cascade 
fusion paradigm for the estimated density map calculation. The overall approach for real-time solution 
fitting is highly complex and exhaustive. 

Researchers designed a CapsNet-based approach for crowd analysis or crowd counting [66]. They 
claimed that, unlike CNN-based methods, CapsNet can enable high-capacity feature representation; 
hence, a high-quality density map and accuracy can be guaranteed. In another study [67], the focus 
was on amalgamating the short- and long-time analyses of audio signals to detect impulsive and 
sustained events in a real-time crowded environment. In another work [68], a feature called the 
“mixture of kernel dynamic textures” was extracted from the input video stream. In this approach, the 
feature models the appearance and dynamics across the scene, and the result is later used for abnormal 
crowd detection or outlier detection. Because of the limitations of feature extraction and learning over 
the audio-visual feature space, researchers [28] proposed the notion of auxiliary and explicit image 
patch-importance ranking (PIR) and patch-wise crowd estimate (PCE) information to generate a run-
time solution. These audio-visual modalities undergo transformer-inspired cross-modality co-attention 
mechanisms, resulting in crowd estimation. However, despite the claim of superior (33.8%) efficacy, 
the computational burden over multiple object-driven streams appears limited or time consuming. 

In another report [69], it was suggested that the use of audio features, such as the zero-crossing 
rate, MFCC, and its combination with a hidden Markov model (HMM) and an SVM classifier can 
yield multiple crowd (type) classifications. The F-measure observed in the study was only 80.6%, which 
must be improved further to make it a realistic solution. In other work [19], the use of multiple 
modalities, including audio, video, pictures, and text, to perform crowd analysis for social security was 
proposed. Despite the claim that the performance was superior to that of genetic algorithms (GA) based 
methods, the robustness was not assessed using real-time audio-visual datasets. Other researchers [70] 
obtained the acoustic feature MFCC from an input soccer sound sequence, which was followed by 
windowing to achieve homogenous component segmentation. It was asserted that windowing 
eliminated the need to define a heuristic set of rules for audio segmentation. Each segmented audio 
was labeled using a series of HMM classifiers, each a representation of one of six predefined semantic 
content classes found in the soccer video. It is a typical audio-based model, but it fails to address 
ambiguities caused by similar acoustic disturbances. In this case, the use of both audio and video 
features can yield superior performance, provided that computational cost efficiency and high accuracy 
are maintained. This is the driving force in the present study. 

3. Research question 

Considering the overall research intentions and scope of this work, a few questions were framed 
to be addressed in this study. The questions addressed in this study are as follows.  
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RQ1: Can the use of a multi-modal feature environment (audio and video features) yield superior 
feature vectors for accurate and reliable crowd analysis and classification? 

RQ2: Can the strategic amalgamation of visual features encompassing GLCM features and 
transferrable deep features or AlexNet features with acoustic features (possessing MFCC, GTCC, 
GTCC-Delta, GTCC-Delta-Delta, pitch, harmonics, and other spectral information) yields an 
optimal (accuracy, scalability, veracity and realizability) multi-modality-driven crowd analysis 
and classification system? 

RQ3: Can the use of the random forest classifier rather than the aforementioned (RQ2) multi-modality 
feature environment yield optimal solutions for crowd analysis and classification? 

This research was conducted to obtain the optimal answers to these questions. 

4. System model 

Unlike classical vision-based crowd analysis methods, in this study, it was hypothesized that the 
use of visual features and acoustic cues or allied features can make a learning model more efficient 
and reliable. This hypothesis assumes that perceptions with the ear and eyes together make a more 
accurate real-time decision possible than one based on a standalone approach. Moreover, unlike 
traditional shallow spatio-temporal feature-driven video analysis approaches, the use of deep spatio-
temporal features is more appropriate for crowd analysis. In this study, these hypotheses were the 
driving force for designing a state-of-the-art novel and robust audio-visual multi-modality-driven 
hybrid feature-learning model for crowd analysis and classification. As the name indicates, “multi-
modality” implies a combination of two different feature sets or cues to perform crowd detection 
and classification.  

In this work, audio and video spatio-temporal features from a streaming input video were used 
for crowd analysis and classification. To ensure the optimal reliability and scalability of the system 
under different crowd conditions, unlike traditional shallow feature-driven models, in this study, the 
focus was on exploiting the maximum possible significant features over video data and corresponding 
speech (audio) samples. Realizing that, under extreme dynamic conditions, such as crowds with 
multiple objects or persons moving randomly at different speeds and occlusions (with unpredictable 
behavior), textural or energy information alone cannot provide an optimal target behavioral analysis; 
hence, such approaches can make crowd analysis error-prone or inaccurate. To alleviate such issues, 
different features were obtained separately from audio and video inputs. They were later fused or 
horizontally concatenated to yield a composite feature vector for learning-based prediction. The 
composite feature vector encompassing audio-visual feature instances was trained using a random 
forest to perform multiclass classification. To assess scalability or reliability, different types of crowd-
related video sequences including prayers, sports crowd, praising, and quarreling were considered. 

Once different crowd video streams were collected, the input video sequences were processed for 
allied audio separation. In other words, the input *.mp4 video sequences were processed to extract 
*.mp3 audio streams, which were processed for feature extraction and learning. Because it is a multi- 
modality-driven approach, features were extracted separately from the video streams and the 
corresponding audio samples. Considering feature heterogeneity and its impact on the overall learning 
and classification results, deep features and spatio-temporal textural features, such as the GLCM, were 
extracted. In other words, from each input video data, AlexNet CNN-driven high-dimensional deep 
features were extracted along with the GLCM-based STTF features. In the proposed model, the 
AlexNet deep network was designed with five CONV and three FC layers to extract 4096-dimensional 
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features from each input video sequence. Similarly, the GLCM, a well-known STTF feature extraction 
model, was applied to the video sequence to extract different features, including contrast, correlation, 
energy, homogeneity, mean, standard deviation, skewness, and kurtosis. Thus, after the different STTF 
GLCM features with AlexNet deep features were extracted, they were amalgamated to generate a 
composite feature vector for the video input. However, the audio samples extracted from the video 
streams were processed for acoustic feature extraction. To ensure noise-free and accurate feature 
learning, basic pre-processing tasks were performed, including pre-emphasis, blocking, and Hann- 
windowing, to segment the audio samples. Subsequently, different acoustic features were extracted, 
including the GTCC, GTCC-delta, GTCC-delta-delta, MFCC, spectral entropy, spectral flux, spectral 
slope, and HNR to train the classifier model. After the deep-STTF features (i.e., GLCM and AlexNet-
CNN features) were extracted from the videos, as well as the corresponding acoustic features, 
horizontal concatenation was performed to achieve a complete composite feature vector, which was 
later processed using the random forest ensemble classifier for multi-class classification. Thus, the 
proposed work encompasses the following steps: 

Step 1: Data acquisition 
Step 2: Video and audio data separation 
Step 3: Deep-STTF (AlexNet-CNN and GLCM) feature extraction 
Step 4: Acoustic feature extraction 
Step 5: Random Forest ensemble learning. 

A block diagram of the proposed model is depicted in Figure 1. 

 

Figure 1. Proposed model. 

The proposed model is discussed in detail in the subsequent sections.  
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4.1. Data acquisition 

As stated above, to ensure the scalability of the proposed crowd analysis, crowd samples from 
different categories were considered, including praising, sports, cheering, prayers, violence, and 
quarrels. Most existing video analysis models have applied distinct types of single video stream - for 
example, news data and pedestrian movement video traces. However, training a model with single type 
of crowd behavior cannot be suitable for a “fit-to-all” crowd analysis problem. Therefore, the model 
was trained using datasets of different types (i.e., different crowd characteristics). To obtain these 
inputs, different benchmark datasets were considered, including the UMN and PETS databases. In 
addition to the aforementioned data traces, other datasets prepared from YouTube videos by 
performing basic video conversion or cropping tasks were considered. These all-input videos were 
considered at 30 frames per second (fps) to make it possible to use the proposed model with real-time 
supervision cameras. Snippets of different crowd datasets and human behavioral presentations are 
presented in Table 1. 

Table 1. Snippets of random frames from the different crowd video datasets and respective 
ground truth. 

Sample Random Frame Ground Truth Crowd Type 

1. 

 

Praising 

2. 

 

Normal 

3. Violence 

4. 

 

Cheering 

Continued on next page
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Sample Random Frame Ground Truth Crowd Type 

5.  

 

Prayer 

6.  

 

Protest 

7.  

 

Cheering  

4.2. Video and audio separation 

In this study, the input data used were in the typical *.mp4 format, which is processed for audio 
segmentation. In this study, the audio extraction concept was used, in which video streams are 
converted into audio files. Numerous software packages that can convert video into audio files are 
available. Specifically, the input video streams (*.mp4 and *.AVI) were converted to *.mp3 formats. 
Once the set of videos and corresponding audio samples was obtained, feature extraction was executed 
for the inputs (i.e., video and audio files) separately. Because the feature concept is multi-modal, 
different feature extraction methods were applied for the video and audio inputs. After feature 
extraction, the extracted features were merged or fused to obtain a composite feature vector for further 
learning and classification. A detailed discussion of the feature extraction methods used is provided in 
the subsequent sections. 

4.3. Deep-STTF (AlexNet-CNN and GLCM) driven visual feature extraction 

As stated, being a multi-modal crowd-analysis concept, we consider video streams (say, 
consecutive frames) as well as corresponding audio (acoustics) for feature extraction and learning. 
However, the feature extraction methods for visual and audio data or samples are different. Here, we 
have proposed to use a hybrid deep-spatio temporal feature extraction model for video related feature 
extraction, while acoustic features are obtained from the audio-samples. The overall feature extraction 
method involved in the proposed research is depicted in Figure 2. 

Because the crowd analysis concept is multi-modal, video streams (e.g., consecutive frames) were 
considered, as well as corresponding audio (acoustics), for feature extraction and learning. However, 
the feature extraction methods for visual and audio data or samples are different. Herein, the use of a 
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hybrid deep spatio-temporal feature extraction model for video-related feature extraction is proposed, 
and acoustic features are obtained from the audio samples. The overall feature extraction method is 
shown in Figure 2. 

 

Figure 2. Deep-STTF feature vector preparation for visual data. 

4.3.1. GLCM STTF feature extraction 

In this study, GLCM features act as descriptive feature models characterizing the likelihood of 
the pixel’s gray-scale values over the input video frames representing crowd scenes. In this function, 
high-dimensional descriptive features encompassing energy, contrast, correlation, homogeneity, mean, 
standard deviation, kurtosis, and skewness are extracted. To extract the STTFs using the GLCM, the 
video sequences were converted into multiple frames. To accommodate real-time surveillance systems 
and their demands, videos were processed at 30 fps. Similar to GLCM feature extraction, it was 
hypothesized that the aforementioned textural (descriptive) features are distributed uniformly across 
the input video frame(s). Thus, for each consecutive frame, the GLCM algorithm was applied to extract 
various STTF features, including energy, contrast, correlation, homogeneity, mean, standard deviation, 
kurtosis, and skewness, which were subsequently horizontally concatenated to obtain a composite 
feature vector. In this study, STTF GLCM features were obtained in the form of a matrix that signifies 
the pixel intensities 𝐼 𝑥, 𝑦 , centered on the 𝑥, 𝑦  pixel. Here, the feature extraction takes place in 
such a manner that, over each consecutive input video frame, it provides a distinct probability matrix 
𝑃 , , signifying the intensity disparity between the 𝑖 th and the 𝑗 th pixels that makes it possible 
to detect motion pattern(s) in each input frame. In the GLCM method, the gray scale signifies the pair 
relationship in the same direction; hence, obtaining the gray-scale values can result in a matrix 
depicting the relationship matrix among the different pixels in the direction of the target. In this method, 
the symmetric matrix 𝑆  is retrieved by combining gray-scale information with the associated 
transpose values. This makes it possible to estimate the cumulative relationship among the pixels in 
one direction. To achieve this, the symmetric association matrix 𝑆 is first normalized according to 
Eq (1) to measure the probability matrix 𝑃 , . 

         𝑃 ,
,

∑ ,,
           (1) 
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After the probability matrix 𝑃 ,  was extracted, different STTF features were obtained. The 
primary motive was to retain the diversity of features encompassing the energy, textural, and 
orientational feature components. Training a machine-learning model over such diversified and 
heterogeneous features can yield higher accuracy and reliability. Brief descriptions of these different 
STTF features are provided below.  
1) Contrast 

In the GLCM STTF feature prospect, contrast is defined as the changes in gray-scale values over 
the input frames. Once the probability matrix in Eq (1) has been derived, the pixel pairs signifying the 
diagonal elements provide the difference in contrast values. In this approach, the texture contrast 
signifies the overall changes in local pixel intensities throughout the input frame(s). Typically, the non-
linearity over the input frames is assessed using a certain statistical assessment and an allied textural 
continuity examination. In this study, Equation (2) was used to perform contrast estimation and 
associated feature retrieval.  

         𝐶𝑂𝑁𝑇 ∑ 𝑃 ,, 𝑖 𝑗           (2) 

2) Energy 
The energy distribution throughout the input frame(s) was extracted. To achieve this, the angular 

second moment (ASM) signifying the rotational acceleration over the input feature space was 
estimated. Equation (3) was used to estimate the ASM value for each input frame. The ASM value 
increases linearly as the gray-level values increase over the input video frame. After the ASM value 
per input frame was estimated, the energy parameter was measured using Eq (4).  

           𝐴𝑆𝑀 ∑ 𝑃 ,,          (3) 

          𝐸𝑁𝑅 𝐴𝑆𝑀 ,          (4) 

3) Homogeneity  
Generally, in image processing, homogeneity is assessed in terms of the inverse different 

moment (IDM); hence, a higher IDM is interpreted as higher homogeneity. In other words, it is 
also observed in terms of contrast, where a lower contrast is assumed to result in higher 
homogeneity. Here, Equation (5) was applied to estimate the homogeneity distribution across the 
input video frame. Similar to the linear magnitude distribution across the input video frame, a smaller 
contrast often results in higher homogeneity.  

                               𝐻𝑂𝑀 ∑ ,
,          (5) 

4) Correlation 
In the case of GLCM feature extraction, the correlation parameter refers to a descriptive statistic 

(feature) across the input frame. To ensure STTF diversity, three statistical (descriptive) features 
were obtained: mean, standard deviation, and correlation. To estimate these feature values, the 
probability matrix value 𝑃 ,   in Eq (1) obtained for each input video frame was used. 
Mathematically, Equations (6)–(9) were used to measure the mean and standard deviation values for 
the different pixels. 
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       𝜇 ∑ 𝑖 𝑃 ,,          (6) 

    𝜇 ∑ 𝑗 𝑃 ,,            (7) 

The mean values derived in Eqs (6) and (7) were used to estimate the standard deviation, as in Eq (9).  

    𝜎 ∑ 𝑃 , 𝑖 𝜇,          (8) 

𝜎 𝜎  

                 𝜎 𝜎              (9) 

Correlation information was obtained using the estimated values of the mean and variance, as in 
Eq (10).  

            𝐶𝑂𝑅𝑅 ∑ 𝑃 ,,                 (10) 

5) Skewness  
In addition to the textural features, different orientation-related features encompassing skewness 

and kurtosis were obtained. These features are referred to as “symmetrical statistical features.” 
Skewness is sometimes referred to as a “lack of symmetry.” Here, skewness is defined in the form of 
a shade feature, in which a higher cluster shade indicates the asymmetric nature of the feature space 
(pertaining to the specific input frame). In this study, Equation (11) was used to measure the skewness 
over each input video frame. 

      𝑆𝐾𝐸𝑊 ∑ 𝑃 , 𝑖 𝜇 𝑗 𝜇,                    (11) 

6) Kurtosis  
Kurtosis (Kurt) refers to the “peakedness” of the input gray-level values distributed across the 

input video frame(s). Generally, a higher kurtosis value indicates that the magnitude of the feature 
distribution is primarily strenuous toward the tail(s) compared with the mean value. Conversely, a 
lower kurtosis indicates that the feature distribution remains strenuous in the direction of the spike, 
which is closer to the mean value. In this work, the kurtosis was estimated over the complete input 
image because there is no specific target (feature) region, and the complete input video frame serves 
as an input textural feature.  

After the eight different STTF GLCM features were extracted, a horizontal concatenation-based 
feature fusion (Figure 2) was performed. Thus, the proposed STTF GLCM feature model results in 
Eq (12) as a composite STTF feature vector, which can be used for learning and classification.  

    𝐺𝐿𝐶𝑀 𝐶𝑜𝑛𝑐 𝐶𝑂𝑁𝑇, 𝐸𝑁𝐸, 𝐻𝑂𝑀, 𝐶𝑂𝑅𝑅, 𝑀𝑒𝑎𝑛, 𝑆𝑇𝐷, 𝐾𝑢𝑟𝑡, 𝑆𝑘𝑒𝑤     (12) 
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4.3.2. AlexNet deep feature extraction 

Based on the hypothesis that the strategic amalgamation of deep features with STTF GLCM 
features can yield superior feature vectors for learning and classification, in addition to the 
aforementioned GLCM features, deep features were extracted using AlexNet. Unlike the classical 
CNN, which applies 256 dimensional features, the AlexNet deep-learning model employs 4096-
dimensional features at the fully connected layer (FC6 and FC7). Consequently, it can provide 
significant and in-depth intrinsic features for learning and classification. A detailed discussion of the 
AlexNet model for feature extraction is provided below.  

The AlexNet deep-learning model, which is often included under the umbrella of a high-
performance transferable deep-learning structure, provides high-dimensional features for learning and 
classification. Originally developed for target detection and classification problems, the AlexNet 
model has evolved significantly during the past few years. The capability of AlexNet to handle varied 
data and deep-learning structures makes it suitable for object detection and classification. To ensure 
the maximum possible feature efficacy and potential, the optimal network structure encompassing five 
convolutional layers (CONV1, CONV2, CONV3, CONV4, and CONV5) and three fully connected 
layers (FC6, FC7, and FC8) was retained. The overall design of the AlexNet deep-learning model is 
shown in Figure 3. 

 

Figure 3. AlexNet deep-learning model. 

A description of the different layers and associated characterization follows. 
1) Input Layer 

In this study, each (target) video frame was input to the AlexNet input layer. A linear activation 
function was maintained at the input layer; hence, the input of the first convolutional layer (CONV1) 
was the same as the original input or preprocessed input frame. To ensure uniform feature extraction 
over the visible range, each input frame was resized to 217 217. Thus, the input of CONV1 can be 
stated to be of the 217 217  dimension. Moreover, to exploit the maximum possible spatio-
temporal features, the total number of channels was set to be three. Once each input frame was assigned 
as an input, AlexNet executed a CONV layer that applies two distinct filters (horizontal and vertical) 
to perform feature extraction.  
2) Convolutional Layers (CONV) 
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CONV is a combination of different filters designed to extract deep features or patterns from the 
input data (video frames). More specifically, it applies two filters at each CONV layer (horizontal 
and vertical filters) to extract features over each cross section. As depicted in Figure 3, CONV1 
applies 96 kernels or neurons to extract the features. The neurons in the extracted feature map shared 
an equivalent set of weight (W) and bias (b) values. This enabled the neurons to detect a pattern(s) 
with similar features. In the proposed method, the AlexNet CONV layer filters the input video frame 
to estimate a single feature map, which signifies the output of the CONV layer. In this study, AlexNet 
was designed with five layers: CONV1, CONV2, CONV3, CONV4, and CONV5. Zero-padding and 
a stride of 2 were applied for feature extraction. The kernel configurations (i.e., neurons) at different 
CONV layers are shown in Figure 3. In the proposed model, to ensure timely computation and real-
time decision-making for crowd detection and classification, a drop-out of 0.50 (i.e., 50%) was applied 
after the convolutional layer. Consequently, only significant feature sets were retained by dropping 
less significant feature elements. It not only helps in learning over the significant features but also 
reduces delay and the computational burden.  
3) Max-Pooling Layer 

To retain significant feature sets for learning, a dropout layer with a value of 0.5 was used; 
however, to guarantee data presentation in the optimal shape and size, a max-pooling layer was used 
before the fully connected layer. Max-pooling acts as a feature selection layer, where it is intended to 
minimize the spatial resolution of each feature map retrieved from the CONV layers. In addition, it 
reduces the computational cost by performing local averaging and subsampling. This also alleviates 
the issue of overfitting. A max-pooling layer was applied in its native structure, which retained the 
translation-invariant representation across the input video frames. This approach down samples the 
latent representation by applying a constant factor as the maximum value over a non-overlapping 
subspace. It retains sparsity rather than hidden representation by dropping all nonmaximal values 
throughout the non-overlapping subspace. Thus, the use of max-pooling avoids insignificant solutions 
and ensures that it does not permit a suitable solution to be carried forward. In the proposed AlexNet 
model, a max-pooling layer was applied after each CONV layer, where each layer was defined as a 3 
× 3 receptive field with a stride of 4.  
4) ReLU Layer 

In the deployed AlexNet deep model, a rectified linear unit (ReLU) was applied as an activation 
function. This layer contains a nonlinear element-wise operating function. In the proposed deep model, 
three ReLU layers were employed, in which, with input 𝑦 , the output for the neuron 𝑞 𝑦  is 
calculated as 𝑦 if 𝑦 0 and δ 𝑦  if 𝑦 0. Here, δ signifies whether negative values must 
be ignored by performing a multiplication with a slope (Ex. 0.01…) or fixing it to 0. In this work, a 
value of δ 0 was set. Consequently, the ReLU acts as a default activation or ReLU function 𝑞 𝑦
𝑚𝑎𝑥 0, 𝑦 .  
5) Fully Connected (FC) Layer 

In the deployed AlexNet layer, the FC layer performs high-level reasoning for feature learning 
and classification. Functionally, this layer receives a set of neurons (representing the feature vector) 
from the previous layers (i.e., the CONV layers) and maps them to connected neurons, thus generating 
a one-dimensional feature vector. In accordance with the AlexNet deep-learning model (Figure 3), the 
one-dimensional features were retained in the FC6 layer, which provided a 4096-dimensional feature 
vector for further feature learning and classification. Thus, the final feature vector obtained is 
𝐴𝑙𝑒𝑥𝑁𝑒𝑡 . After the visual features were extracted from GLCM ( 𝐺𝐿𝐶𝑀 ) and AlexNet 
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(𝐴𝑙𝑒𝑥𝑁𝑒𝑡 ), they were concatenated to yield a visual feature vector for the input video data. In other 
words, the cumulative feature vector for the deep spatio-temporal Fourier transform (STFT) feature 
extraction model was retained, as shown in Eq (13). 

             𝐹𝑒𝑎𝑡 𝐺𝐿𝐶𝑀 ; 𝐴𝑙𝑒𝑥𝑁𝑒𝑡       (13) 

After the deep STTF features were extracted from the video inputs, audio feature extraction 
was performed from the same video inputs. Details of the acoustic feature extraction are provided 
in Section 4.3.3.  

4.3.3. Acoustic feature extraction 

Because of the multi-modal crowd analysis approach, in addition to visual features (𝐹𝑒𝑎𝑡 ), 
acoustic features were also extracted. The majority of previous audio-based person identification or 
crowd analysis approaches have applied Mel-frequency Cepstral Coefficient (MFCC) acoustics to 
perform classification; however, these solutions failed to address the acoustic ambiguity primarily 
caused by overlapping sounds, mixed-gender sounds with different pitches, and allied temporal 
characteristics. Considering such a complex operating environment (i.e., crowd analysis under extreme 
conditions), especially with multiple types of crowd (singing, praying, cheering, quarreling, violence, 
etc.), merely applying the MFCC cannot yield a generalizable solution. Considering this, in this study, 
the goal was to extract (and retain) different acoustic features, including MFCC, GTCC (gammatone 
frequency cepstral coefficient (GFCC), HNR, pitch, spectral centroid, spectral flux, spectral slope, and 
GTCC-DELTA. The main motive behind applying different acoustic features was to ensure high 
feature heterogeneity to guarantee improved learning and classification for crowd detection and 
classification. The proposed acoustic feature extraction model is shown in Figure 4.  

 

Figure 4. Acoustic feature extraction. 

4.3.3.1. Audio pre-processing  

For improved ac oustic analysis, preprocessing should be performed. In this study, three subtasks 
were performed: pre-emphasis, blocking or framing, and windowing. The purpose of these 
preprocessing steps was to obtain a suitable set of audio samples with minimum disturbances and 
optimal spatio-temporal cues encompassing higher cohesion and continuity. Here, pre-emphasis and 
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windowing help segment the complete video sample. In other words, a continuous audio signal (or 
sample) is split into multiple blocks or smaller frames. In this study, the Hamming window method 
was used.  

Instead of traditional continuous wavelet transform or Fourier transform methods, the Spatio-
temporal Fourier Transform (STFT) method was used for acoustic feature extraction to ensure the 
maximum possible spatio-temporal cue retention. This approach converts the input spatial-domain data 
into frequency-domain values. As stated in the previous section, before extracting the MFCC, 
preprocessing was executed in the form of blocking or windowing without imposing aliasing effects 
or noise components. In this study, the Hann window method was used, which converts continuous 
input audio signals into multiple blocks or smaller audio frames encompassing 𝑁  samples. An 
attempt was made to generate the frames in such a manner that consecutive frames remained 
distinguished or separated by 𝑀 samples 𝑀 𝑁 . This helped reduce the likelihood of overlapping 
(e.g., adjacent frame overlapping) by 𝑁 𝑀 samples. In crowd analysis, in which voices can come 
from multiple sources speaking the same way or differently, ensuring overlap-free inputs can provide 
more-accurate acoustic cues for further learning and classification. When the frame size is smaller than 
the overlapping speech component, the information or data contained in the frame do not have 
sufficient intrinsic information to help with crowd identification or the associated classification. 
Therefore, the Hann window concept was used to convert the input audio stream into multiple blocks 
of frames. Subsequently, the Hamming window method was employed to minimize the disruptions at 
the start and end of each block or frame. To achieve this, the window function (here, Hann windowing) 
was multiplied by each block or frame. In the case of a window function defined as 𝑊 𝑚 , 0 𝑚
𝑁 1 , where 𝑁  represents the sample quality within each retrieved frame, the output after 
windowing would be Eq (14): 

𝑌 𝑚 𝑋 𝑚 𝑊 𝑚 , 0 𝑚 𝑁 1       (14) 

In Eq (14), 𝑌 𝑚  states the windowed signal output. Equation (15) is used as the Hamming 
window function in Eq (14) to obtain a windowed signal. 

𝑊 𝑚 0.54 0.46𝐶𝑜𝑠 , 0 𝑚 𝑁 1     (15) 

1) Mel-Frequency Cepstral Coefficient 
Human perception of sound frequency does not follow a linear scale. Therefore, in the case of a crowd 

audio sample(s), every tone encompassing the actual frequency 𝑓 (Hz) signifies a subjective pitch that is 
often measured on a scale. This scale is called the “Mel scale” [79], which is defined as Eq (16).  

  𝑓 2595 log 1           (16) 

In the above derived function, 𝑓  signifies the subjective pitch (Mel) in the form of frequency 
(Hz). Consequently, the MFCC is defined as a baseline acoustic feature (set) for speech recognition [71]. 
In general, the MFCC coefficient signifies a set of discrete cosine transform (DCT) decorrelated 
parameters that are measured by applying a transformation of logarithmically compressed filter output 
energies [72]. In classical approaches, the MFCC is measured by applying a perceptually spaced 
triangular filter bank that applies a discrete fourier transform (DFT) to an input speech sample. An N-
point DFT over the input speech signal 𝑦 𝑛  is obtained using Eq (17).  
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       𝑌 𝑘 ∑ 𝑦 𝑛 . 𝑒         (17) 

In Eq (17), the condition 1 𝑘 𝑀 is followed. A filter bank with linearly spaced filters is 
applied in Mel scale over the acoustic spectrum. Thus, the filter response 𝜓 𝑘  of the ith filter is 
obtained using Eq (18). 

    𝜓 𝑘

⎩
⎪
⎨

⎪
⎧

0 𝑓𝑜𝑟 𝑘 𝑘

            𝑓𝑜𝑟 𝑘 𝑘 𝑘

0

             𝑓𝑜𝑟 𝑘 𝑘 𝑘
𝑓𝑜𝑟 𝑘 𝑘

      (18) 

If 𝑄 is the total number of filters in the filter bank, the boundary points of each filter can be 
derived using Eq (19). 

  𝑘            (19) 

Equation (19) signifies the boundary points of the filter, and 𝑘 is the coefficient index. In general, 
the boundary points for each filter 𝑖 𝑖 1,2, … , 𝑄  are measured as equidistant points on the Mel 
scale. In the case of the MFCC, the boundary points for each filter are obtained according to Eq (20). 

𝐾 . 𝑓 𝑓 𝑓     (20) 

In Eq (20), 𝑓  is the sampling frequency (Hz), 𝑓  and 𝑓  are the low- and high-

frequency boundaries of the filter bank, respectively, and 𝑓 signifies the inverse of the 
transformation in Eq (16), which is mathematically obtained as Eq (21).  

𝑓 𝑓 700 10        (21) 

In this manner, the energy outputs 𝑒 𝑖 𝑖 2,1, … , 𝑄  pertaining to the Mel-scaled bandpass 
filters are measured as the addition of energy |𝑌 𝑘 | , falling into a predefined Mel-frequency band, 
weighted by the corresponding frequency response 𝜓 𝑘 . 

        𝑒 𝑖 ∑ |𝑌 𝑘 | 𝜓 𝑘         (22) 

The STFT method is applied to the log filter bank energies 𝑙𝑜𝑔 𝑒 𝑖  to decorrelate the 

energies. Thus, the MFCC coefficient 𝐶  is obtained using Eq (23).  

         𝐶 ∑ 𝑙𝑜𝑔 𝑒 𝑙 1 . 𝑐𝑜𝑠 𝑚. .      (23) 

where 𝑚 0,1,2, … , 𝑅 1, and 𝑅 is the target number of MFCCs. In this study, the MFCC was 
considered as an acoustic feature for learning.  
2) Gammatone Cepstral Coefficient (GTCC) 

Typically, the GTCC is thought to have the potential to address the shortcomings of the MFCC 
or other Mel-frequency acoustic representations. Unlike the MFCC representations discussed above, 
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the GTCC spectrogram applies multiple asymmetric filters rather than triangular filters. The use of 
gammatone or asymmetric filters makes it possible to approximate the filters in a superior manner, 
particularly when basilar-membrane-driven filtering is applied. The final processing element of this 
approach is cubed-root compression, which is performed on the filter response outputs. The filter 
bandwidth, also called the “equivalent rectangular bandwidth” (ERB), is estimated according to Eq (24), 
and the central frequency 𝑓  is measured using Eq (25).  

       𝐸𝑅𝐵 𝑓 24.7 ∗ . ∗ 1              (24) 

    𝑓 , 𝑓 228.7 ∗ 𝑒𝑥𝑝
.

228.7 , 1 ≪ 𝑖 ≪ 128     (25) 

where 𝑖 is the applied filter, and 𝑓  is the cutoff frequency of the ith filter. In the GTCC, as many 
as 128 filters can be deployed to achieve personalized performance. The variable 𝑣  in Eq (25) is the 
placement location or step at which the filter is applied or placed. In the proposed model, Eq (24) is 
used as the GTCC acoustic feature extraction model because it retains low computation with a 
sufficiently large feature space to perform learning and classification. A gammatone filter bank is 
applied over the Fourier transform of the input signal, emphasizing the vital audio signal frequencies 
or acoustic cues. A gammatone filter bank is applied with the filter order in Eq (20) and the 
corresponding ERB concept. Finally, a log function is employed, along with a discrete cosine 
transform, over the ERB to model the loudness perception of the crowd or video. Finally, decorrelation 
is performed over the outputs from the logarithmic compressed filter, providing superior acoustic 
energy information. By applying the above-stated GTCC function, the acoustic cues can be estimated 
for further learning and classification.  

Two other variants of the GTCC model (GTCC-delta and GTCC-delta-delta) were used. 
Recalling that the GTCC belongs to a biologically inspired variant and by applying gammatone filters 
with ERB, different GTCC coefficients were obtained. To improve the intrinsic temporal information, 
the GTCC was improved using first- and second-order derivatives. Applying first- and second-order 
derivatives of the GTCC coefficients resulted in three different sets of acoustic features (GTCC, 
GTCC-delta, and GTCC-delta-delta). 
3) Pitch  

In addition to the above discussed MFCC and GTCC acoustic feature variants, the pitch 
information over the input audio samples was estimated. In acoustics, pitch is generally considered a 
measure of sound frequency (Hz), where a higher frequency results in a higher pitch value. “Pitch” is 
defined as the perceived magnitude pertaining to the “frequency of vibration.” This definition works 
as perceived because some people cannot recognize or identify a specific pitch value. The frequency 
at which the vocal cords start vibrating is a function of the cord shape, airflow, and elasticity or tension 
across the vocal tract. In summary, pitch is a quantifiable parameter that signifies the extent of the 
frequency perceived from the input audio signal. In this study, the pitch information was estimated 
from each audio sample or input. To extract these acoustic features “audioFeatureExtractor” a 
MATLAB (2020) function, was used.  
4) Harmonics to Noise Ratio (HNR) 

In general, the HNR is defined as the degree of acoustic periodicity, which is estimated in decibels. 
Mathematically, it is derived as the ratio of the energy of the periodic part to the noise energy. The 
HNR also measures the ratio between the periodic and nonperiodic components of speech sounds. As 
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the name indicates, the HNR estimates the association between harmonics and noise components. This 
makes it possible to identify the voiced component(s) in the speech signal; however, it requires 
quantification of the association between the periodic and nonperiodic components (dB). Because the 
sound signal, depending on pronunciation, speech pattern, or a specific kind of sound or voice, can 
have different harmonics, the HNR can be applied to crowd analysis. In other words, the harmonics 
embedded in singing or prayer are different from those pertaining to quarrels or violence. HNR 
estimation is related to the energy transformed by the voiced signal through glottal impulses and the 
energy of the glottic noise fraction after filtering through the vocal tract. Typically, noise occurs with 
disturbances caused when airflow passes through the glottis (especially during phonation). Thus, by 
quantifying these important parameters, the HNR can be estimated and used to detect and classify 
crowds. Although numerous approaches have been developed for HNR estimation (previously, both 
cepstrum and autocorrelation information have been used to estimate the harmonic and noise 
components), in this study, Equations (26) and (27) were applied. 

                     𝑋 𝑤 𝐻 𝑤 𝑁 𝑤                    (26) 

In Eq (26), 𝑋 𝑤  represents the speech signal in the frequency domain, while 𝐻 𝑤  and 𝑁 𝑤  
are harmonic and noise components, respectively. In general, the HNR is defined as the logarithmic 
measure of the energy ratio pertaining to the harmonic and noise components. Therefore, the model 
derived in Eq (28) can integrate the spectral power over the audible frequency range.  

            𝐻𝑁𝑅 10 log
| |

| |
        (27) 

Thus, once the acoustic features (i.e., MFCC, GTCC, GTCC-delta, GTCC-delta-delta, pitch, and 
HNR) are estimated, they can be concatenated to yield the acoustic or audio features 𝐹𝑒𝑎𝑡 . 

𝐹𝑒𝑎𝑡 𝑀𝐹𝐶𝐶, 𝐺𝑇𝐶𝐶, 𝐺𝑇𝐶𝐶 𝐷𝑒𝑙𝑡𝑎, 𝐺𝑇𝐶𝐶 𝐷𝑒𝑙𝑡𝑎 𝐷𝑒𝑙𝑡𝑎, 𝑃𝑖𝑡𝑐ℎ, 𝐻𝑁𝑅      (28) 

Finally, the visual features 𝐹𝑒𝑎𝑡  and the acoustic features 𝐹𝑒𝑎𝑡  were concatenated 
to yield a composite feature vector for further learning and classification.  

      𝐹𝑒𝑎𝑡 𝐹𝑒𝑎𝑡 ;  𝐹𝑒𝑎𝑡          (29) 

4.4. Random forest ensemble learning 

Random forest is one of the most successful ensemble-learning algorithms. It structurally 
encompasses multiple tree-based classifiers and behaves as an ensemble-learning model. In the 
proposed tree model, each tree provides a corresponding vote for the most probable class for each 
crowd type. When the number of training samples (crowd video samples) is 𝑁 , a sample 
encompassing 𝑁 cases is randomly selected from the original data. The selected samples are employed 
as a training set to form a new tree. When there are 𝑀 input variables, the best split on these, 𝑚, is 
applied to split the node. The value of 𝑚 is kept constant during forest development, which is also 
called the “growing phase.” Thus, each tree develops to the greatest extent. Unlike classical machine-
learning methods, which use a large number of hyperparameters to be tuned during training, random 
forest requires the minimum number of parameters to be estimated, even with a larger number of 
decision trees involved in tree formation (forest growth) for classification. This feature makes it 
computationally more efficient than other state-of-the-art machine-learning methods. In addition, its 
reliability renders it suitable for real-time applications. A complete random forest algorithm can 
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eventually be defined as a combination of different tree structures, as shown in Eq (30).  

         ℎ 𝑥, 𝜃 , 𝑘 1,2, … 𝑖 …               (30) 

where ℎ is the classifier function, and 𝜃  means the random vector is distributed identically. Each 
tree contains a vote for the most probable class for a specific video query as the input 𝑥 . The 
dimensionality of 𝜃 primarily depends on its use in tree formation. The most important reason for the 
success of random forest is its ability to form each of the decision trees that constitute the forest. A 
bootstrapped subset of training samples was employed to train each tree throughout the constructed 
forest, which enabled almost 70% of the training data to be used, whereas the remaining dataset was 
considered out-of-bag samples that were later used to perform inner cross validation to examine the 
classification results and enhance them.  

5. Results and discussion 

The emphasis of this study was on exploiting audio and video features or cues to perform crowd 
analysis and classification. However, the majority of available solutions applied just video features, 
including spatio-temporal or energy-related information, to detect certain events in vision-based 
surveillance systems. Characterizing crowd types has not been explored in depth. Most solutions either 
use visual (spatio-temporal or energy) or acoustic features as standalone cues to perform event 
detection. However, the aforementioned features (visual and acoustic) can differ for different types of 
crowd. For instance, the features of prayers differ from those representing violence or quarrels. In this 
case, adopting a classical feature model does not yield a generalizable solution. Moreover, ensuring 
the scalability of a solution (i.e., a universal solution with the ability to detect different crowds or 
events accurately) is necessary for contemporary surveillance systems. Training a model with the 
maximum number of possible feature traits or cues can be of great significance in achieving this. In 
this study, a multi-modality-driven hybrid feature-learning concept was developed for crowd analysis 
and classification. Because it is a multi-modal system, audio and visual features are both considered 
when performing crowd analysis. Because the intrinsic features pertaining to audio inputs can be quite 
different from video features, applying the same feature extraction model is not viable. Therefore, the 
crowd analysis problem and feature extraction were decoupled into audio- and vision-based features. 
To extract vital features or cues, different feature extraction models were applied to these modalities. 
More specifically, spatio-temporal and deep features from video inputs were used, while different 
acoustic cues were obtained from audio samples (from the same video input) to perform learning and 
classification. Based on previous research [73] in which it was found that the amalgamation of deep 
features with the GLCM can yield superior performance for crowd analysis, the AlexNet deep model 
was used, along with the GLCM method, to extract deep spatio-temporal features from the video inputs. 
AlexNet was employed using five CONVs and three FC layers. The only objective was to retain the 
high-dimensional features at the FC layer to make learning more accurate. At the FC6 layer, 4096-
dimensional features were retained, and AlexNet was deployed with an adaptive learning capability 
(ADAM) with a learning rate of 0.0001. To improve the computational efficacy, a dropout layer with 
a value of 0.5 was used. Moreover, native ReLU was retained, as well as a single max-pooling layer 
(single max-pooling post-CONV), which not only helped in reducing the spatial resolution but also 
helped in retaining significant features for learning and classification. By applying the AlexNet deep 
model discussed above, a set of visual features (𝐴𝑙𝑒𝑥𝑁𝑒𝑡 ) were obtained. In the case of GLCM-
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driven STTFs, eight features were extracted: contrast, correlation, energy, homogeneity, mean, 
standard deviation, skewness, and kurtosis. The purpose was to retain the maximum possible number 
of diversified features (including orientational, energy, and textural features) to improve the overall 
accuracy and reliability. The aforementioned GLCM features were concatenated to yield 𝐺𝐿𝐶𝑀  
features. To retrieve a composite feature vector from the video inputs, robust horizontal concatenation 
was performed; thus, the final video features were obtained using 𝐹𝑒𝑎𝑡 —see Eq (13). 

To extract acoustic feature cues from the same video input, audio signals were first obtained from 
the input video. The audio data were saved in *.mp3 format; however, they can also be saved in other 
formats, such as *.wav and *AVI, provided the computing machine has the ability to read the specific 
format. The audio inputs were first processed for pre-emphasis, framing, and windowing. Hamming 
windowing (periodic implementation) was applied following the Nyquist criteria to alleviate any 
aliasing problem. Subsequently, different acoustic features were retrieved, including the MFCC (static), 
GTCC (static), GTCC-delta, GTCC-delta-delta, pitch, HNR, spectral entropy, spectral flux, and 
spectral slope. The GTCC is thought to be superior to MFCC. However, because almost all existing 
methods for audio-based crowd analysis have applied MFCC acoustic cues, MFCC was used as well. 
To extract the aforementioned acoustic features, a window size of 20 ms, a step size of 10 ms, and a 
sampling rate of 22,050 Hz were considered. The number of speakers was either infinite or unknown. 
The noise component of the input samples was white Gaussian noise. Thus, to obtain a set of audio 
features or acoustics, concatenation was performed to yield a composite feature vector, 𝐹𝑒𝑎𝑡 . 
When the final composite feature vector was obtained, it was projected to the random forest (RF) 
ensemble-learning classifier, which performed multiclass classification, thus categorizing the input 
crowd video as cheering, praying, protesting, violence, etc. Crowd video samples from the UMN [74] 
and PETS09 [75] benchmark data sources were used. The model was also tested using normal YouTube 
video samples pertaining to the crowd categories mentioned above. The proposed model was 
developed using MATLAB 2020b. The simulation was performed over a central processing unit 
arranged in a Microsoft Windows operating system with an i5 Intel processing unit, 8-GB RAM, and 
a 3.6-GHz processor.  

Table 2. Performance parameters. 

Parameter Mathematical Expression 

Accuracy 𝑇𝑁 𝑇𝑃
𝑇𝑁 𝐹𝑁 𝐹𝑃 𝑇𝑃

 

Precision 𝑇𝑃
𝑇𝑃 𝐹𝑃

 

Sensitivity 𝑇𝑁
𝑇𝑃 𝐹𝑁

 

Specificity 𝑇𝑁
𝐹𝑃 𝑇𝑁

 

F-Score 2 ∗ 𝑇𝑃
2 ∗ 𝑇𝑃 𝐹𝑃 𝐹𝑁

 

To assess the performance, a statistical performance analysis was conducted in terms of accuracy, 
precision, sensitivity, specificity, and F-score. To achieve this, confusion metrics were obtained in 
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terms of true positive (TP), true negative (TN), false positive (FP), and false negative (FN). The 
mathematical formulation employed for performance parameter derivation is presented in Table 2.  

The overall assessment was performed using two broad approaches: intramodal assessment and 
intermodal assessment. An intramodal assessment was performed to examine the performance of the 
proposed crowd analysis and classification with audio and hybrid audio–video features, whereas an 
intermodel assessment was performed to examine the performance relative to other state-of-the-art 
methods. A detailed discussion of the results obtained, and inferences made follows. 

5.1. Intramodel assessment 

It was hypothesized that the inclusion of hybrid features or multi-modal systems encompassing 
audio and video features can yield superior and more-reliable solutions for crowd analysis. The 
efficacy of the proposed model was assessed using different feature sets. In other words, the 
performances of the proposed model on audio and hybrid features (audio and video) were examined 
separately. A random forest classifier was applied separately to the 𝐹𝑒𝑎𝑡   and 𝐹𝑒𝑎𝑡  
features as the common classifier. The performance outputs were obtained in terms of accuracy, 
precision, sensitivity, specificity, and F-scores. The objective was to assess whether multi-modal 
(audio–video) features yield superior performance or whether audio-feature-driven methods can be 
convincing. The statistical performance outputs are listed in Table 3. A graphical depiction of the 
results is shown in Figure 5. 

 

Figure 5. Intra-model assessment. 

The results show that the proposed hybrid feature-driven multi-modal crowd analysis concept 
yields superior performance to the audio-driven crowd classification system (Table 3 and Figure 5). 
The simulation results reveal that the random forest ensemble-learning model with only acoustic or 
audio features yields a crowd classification accuracy of 92.67%, while the proposed multi-modal 
model (audio–video hybrid features) yields a superior accuracy of 98.26%. This clearly indicates the 
superiority of hybrid features over audio cues as standalone feature vectors for crowd analysis. The 
other performance parameters also confirm that the use of hybrid features (multi-modal audio–video 
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features) can be more efficient and reliable for crowd analysis tasks. The audio-driven approach 
yielded a precision of 93.80%. A sensitivity of 82.91% and specificity of 90.48% were obtained. In 
contrast, the proposed multi-modal or hybrid feature exhibited a precision of 98.89%, sensitivity of 
94.82%, and specificity of 95.57%, which were significantly higher than those of the audio-driven 
crowd analysis concept. In the F-score analysis, which is often employed to assess the reliability of a 
system under different class imbalance conditions or real-world application scenarios, the audio-driven 
approach had an F-score or F-measure value of 0.9239, whereas the proposed hybrid or audio–video 
feature model yielded an F-score of 0.9884. This demonstrates the robustness of the proposed multi-
modal crowd analysis system for real-time applications. The sensitivity of the audio-driven approach 
was 82.91%, whereas that of the proposed multi-modal-based crowd analysis system was 94.82%. This 
result shows that the proposed approach is almost 11.91% more sensitive, demonstrating the robustness 
of the hybrid feature in crowd analysis and classification, which can have a diversity of speech or 
audio–video differences as well as near similarity. Such high sensitivity makes the proposed system 
more efficient in real-world applications, where it makes swift and more-accurate crowd classification 
possible so that decisions can be made more quickly and effectively. Regarding the first research 
question (RQ1), it can be confirmed that the inclusion of hybrid features (audio and video) yields 
superior crowd analysis and classification compared with either video- or audio-based solutions. 

The robustness of the proposed model in video-based crowd analysis was assessed further by 
referring to previous work [73], in which the GLCM with AlexNet (deep-spatio-temporal features) was 
used for crowd analysis. However, a heuristically driven neurocomputing concept was implemented 
as a classifier. More specifically, in the previous study, a bat-based algorithm multilayer feedforward 
neural network (BBA-MFNN) was used for crowd classification, where GLCM and AlexNet features 
were considered. 

Table 3. Intra-model performance comparison. 

Feature Set Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) F-Score (%) 

Audio 92.67 93.80 82.91 90.48 92.39 

Hybrid (Audio-

Video) 
98.26 98.89 94.82 95.57 98.84 

With numerous innovations in terms of computational optimization measures and feature 
engineering, the BBA-MFNN achieved an accuracy of 96.15%, a precision of 94.66%, and an F-
measure of 95.56%. In comparison, the proposed method, which applied hybrid features (audio and 
video), exhibited an accuracy of 98.26%, a precision of 98.89%, and an F-score of 0.9884. Although the 
previous discussion already confirmed that the use of multi-modal features yields superior performance 
over an audio-driven crowd analysis system, a comparison with a video-based approach [73] indicates 
that the proposed model outperforms the video-based crowd analysis system by applying the same 
video features. The multi-modal concept yields 5.59% higher accuracy than the audio-based model 
and 2.11% higher accuracy than the deep-STTF GLCM-driven vision-based solution. This confirms 
that the use of multi-modal features (audio and video features together) yields superior performance 
compared with standalone feature-driven systems (either audio or video). 
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Figure 6. Performance with different feature combination. 

A comparison of the proposed multi-modal crowd analysis system with the standalone feature-
driven concept is shown in Figure 6. Considering the above conclusion that the proposed approach 
yields superior performance, it was compared with other state-of-the-art methods in terms of efficacy. 
This is the intermodal performance assessment or characterization. Details of the intermodal assessment 
are provided in the next section. 

5.2. Intermodel assessment 

For the intermodel assessment, the performance of the proposed multi-modal (audio–video 
feature-driven) crowd analysis method was compared with those of other state-of-the-art methods. 
Unlike for other vision-based classification problems or audio-driven personal recognition tasks, little 
effort has been devoted to crowd analysis. Moreover, research on multi-modal crowd concepts has 
been rare. Because this research focused on designing a hybrid feature-driven solution (unlike previous 
approaches that apply either audio or video), the model was compared with previous approaches by 
applying audio as well as video as a standalone solution. However, based on an in-depth literature 
survey, a few approaches were identified for crowd analysis and classification. The relative 
performances of the previous solutions and the proposed model are as follows.  

Recently, a Gaussian mixture model (GMM) was used for feature extraction [76]. It was later 
processed using an SVM for crowd detection. Numerous real-time aspects were not addressed, such as 
crowd (type) heterogeneity, and the system was designed only for specific human movement patterns. 
However, the highest accuracy obtained (over the UMN dataset) was 85.53%, which was significantly 
lower than that of the proposed model, which exhibited an accuracy of 98.26%. Another approach 
was suggested [77], in which a substantial derivative concept was used to exploit fine-grained 
features or cues. However, its highest accuracy was 85.43%, which is less than that of the proposed 
model (98.26%). In another study [78], tracklet descriptive features were employed to perform crowd 
behavior analysis (a two-type classification problem for detecting normal and abnormal behaviors). 
This approach was not designed to perform multiple types of crowd detection; rather, it focused on 
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classifying crowd scenes behaviorally. The highest accuracy was 82.3%, which is significantly lower 
than that of the proposed hybrid feature-driven model (98.26%). In other studies [79,80], crowd 
analysis and classification were addressed; however, the highest accuracies were 81.3% and 81.5%, 
which are almost 17% lower than the results of the proposed multi-modal-driven crowd analysis and 
classification concept. This demonstrates the robustness of the proposed model over existing 
approaches. Here, the roles of the acoustic and visual features as composite feature indicators cannot 
be ruled out. Other researchers [81,30] applied different machine-learning methods to assess crowd 
analysis behavior; however, the highest accuracy obtained was 96%, which is still 2.2% lower than 
that of the proposed approach. As discussed in the previous section, the proposed multi-modal 
feature-driven crowd analysis model (98.26%) outperformed a previous vision-feature-based 
method (96.15%). In another study [69], the MFCC acoustic feature was employed to perform crowd 
analysis; however, the highest accuracy was 80.6%, which is significantly lower than that of the 
proposed solution. The proposed audio-feature-driven solution exhibited a crowd classification 
accuracy of 92.67 %, which is higher than that of the previous MFCC-based model [69]. This shows 
that the amalgamation of MFCC with other acoustics, such as GTCC and variants, pitch, HNR, and 
other spectrum cues, helped the proposed model achieve superior and more-reliable crowd analysis 
and classification results. A comparison of the results is presented in Table 4. 

Table 4. Inter-model performance comparison. 

Reference Feature Accuracy (%) 
[76] Visual 85.53 
[77] Visual 85.43 
[78] Visual 82.30 
[79] Visual 81.30 
[80] Visual 81.50 
[81] Visual 96.00 
[69] Audio 80.60 
[73] Visual 96.15 

Proposed 
Audio 92.67 
Hybrid (Audio-visual) 98.26 

6. Conclusions 

A robust multi-modality-driven crowd analysis and classification system was developed. To 
ensure high accuracy and reliability, the focus was on exploiting audio and visual features from input 
video sequences to perform crowd detection, analysis, and classification. Based on previous crowd 
analysis or event detection solutions, it was hypothesized that the strategic amalgamation of acoustic 
and visual features with information-rich deep spatio-temporal features can provide superior 
performance for crowd analysis and classification. The multi-modal feature concept was decoupled, 
and visual and acoustic features were obtained separately. Eight STTF GLCM features (contrast, 
correlation, energy, homogeneity, mean, standard deviation, skewness, and kurtosis) were obtained. 
This feature heterogeneity helped retain textural, orientational, and other statistical descriptive feature 
cues to achieve superior learning and classification. In addition to the GLCM features, the AlexNet 
deep-learning model was applied to the FC6 (4096-dimensional) feature set. The GLCM and AlexNet 
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features were fused to generate visual features. The use of these two concepts enriched the visual 
features to achieve high heterogeneity and diversity, helping the proposed model achieve superior 
classification efficacy. For audio inputs, different acoustic features were retrieved, including MFCC, 
GTCC, GTCC-delta, GTCC-delta-delta, pitch, HNR, and other spectrum-related features. This ensured 
that the acoustic cues retained an optimal set of features for further learning. Finally, the extracted 
visual and audio features were horizontally concatenated to provide a composite (multi-modal) feature 
vector for further learning and classification. The proposed multi-modal features were trained using a 
random forest ensemble classifier that classified input videos into different categories, including prayer, 
protest, violence, and cheering. A performance assessment revealed that the proposed hybrid feature-
driven approach (i.e., audio-visual multi-modal system) achieved the highest crowd analysis and 
classification accuracy (98.26%), precision (98.89%), sensitivity (94.82%), specificity (95.57%), and 
F-score (0.9884). The performance of the approach was superior to the performances of audio-driven 
methods and visual-feature-based crowd analysis models. The information-rich features were the most 
important reason for the superior performance. Moreover, the diversity of features, including deep-
STTF features, Nyquist-conditioned noise, and overlapping free acoustic features with different cues, 
helped the proposed model exhibit the best performance for crowd detection, analysis, and 
classification. To ensure the scalability of the model, it was trained on different crowd videos, including 
violence, prayer, cheering, and quarreling. The model was tested on different crowd datasets, and it 
exhibited superior performance compared with other crowd analysis and classification methods. The 
robustness and scalability of the model render it suitable for real-time applications. 
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