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Abstract: The yield of C4 olefin is often low due to the complexity of the associated products. Finding 
the optimal ethanol reaction conditions requires repeated manual experiments, which results in a large 
consumption of resources. Therefore, it is challenging to design ethanol reaction conditions to make 
the highest possible yield of C4 olefin. This paper introduces artificial intelligence technology to the 
optimization problem of C4 olefin production conditions. A sample incremental eXtreme Gradient 
Boosting tree based on Gaussian noise (GXGB) is proposed to establish the objective function of the 
variables to be optimized. The Sparrow Search Algorithm (SSA), which has an improved advantage 
in the optimization efficiency, is used to combine with GXGB. Therefore, a kind of hybrid model 
GXGB-SSA that can solve the optimization of complex problems is proposed. The purpose of this 
model is to find the combination of ethanol reaction conditions that makes the maximum yield of C4 
olefin. In addition, due to the insufficient interpretation ability of GXGB on the data, the SHAP 
(SHapley Additive exPlanations) value method is creatively introduced to investigate the effect of each 
ethanol reaction condition on the yield of C4 olefin. The constraints of each decision variable for 
optimization are adjusted according to the analysis results. The experimental results have showed that 
the proposed GXGB-SSA model obtained the combination of ethanol reaction conditions that 
maximized the yield of C4 olefin. (i.e., when the Co loading is 1.1248 wt%, the Co/SiO2 and HAP 
mass ratio is 1.8402, the ethanol concentration is 0.8992 ml/min, the total catalyst mass is 400 mg, and 
the reaction temperature is 420.37 ℃, the highest C4 olefin yield is obtained as 5611.46%). It is nearly 
25.46 % higher compared to the current highest yield of 4472.81 % obtained from manual experiments. 
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1. Introduction  

C4 olefin is an important industrial feedstock and is widely used in the production of chemical 
products and pharmaceuticals. At present, there are many methods to produce C4 olefin [1–3]. For 
example, the preparation of C4 olefins using carbon-oxygen and hydrogen is a well-known method [4,5]. 
Among which, ethanol is more important as a base material for C4 olefin production because of its 
wide source and low pollution [6,7]. In the production of C4 olefin from ethanol, different catalyst 
combinations and reaction temperatures play an important role. Although important results have been 
achieved in the production of C4 olefin from ethanol [8,9], based on the chain growth reaction 
mechanism, it is known that ketones and aldehydes are inevitably generated during the reaction, 
resulting in a low selectivity and poor economy of target products. 

Lu [10] studied the C4 olefin production conditions by using the controlled variable method and 
concluded that the maximum yield of C4 olefin was obtained when the Co loading was 1 wt%, the 
Co/SiO2 and HAP mass ratio were 1, and the reaction temperature was 400 ℃ by conducting several 
manual experiments. However, conducting repeated manual experiments can cause more human, 
material, and financial resources consumption, while applying artificial intelligence technology to find 
the optimal reaction conditions for ethanol can effectively reduce resource consumption. At present, 
more experts and scholars have applied swarm intelligence algorithms to optimize various chemical 
problems [11–13]. The swarm intelligence algorithm has the advantages of simplicity, parallelism and 
applicability compared with traditional optimization algorithms [14,15]. It is particularly suitable for 
solving optimization problems of various complex systems [16,17]. Wang and Zhang [18] used a 
response surface method and a quadratic regression model to simulate the process of synthesizing 
methyl chloroacetate in the next-door tower of reaction distillation and obtained the operating 
parameters that make the synthesis product of the highest purity. Gao et al [19] used BP neural 
networks and genetic algorithms to optimize the S-Zorb device, which effectively reduced the octane 
loss of gasoline in the cracking process. Zeng [20] et al. used genetic and sequential algorithms to 
optimize the biogas decarbonization process and obtained the CO2 values that make the LNG yield 
reach the standard. However, the problem of optimization of C4 olefin production conditions has not 
been investigated.  

Therefore, a hybrid model combining the advantages of GXGB and SSA (i.e., GXGB-SSA) is 
proposed for the first time in this paper. This model was established to obtain the highest possible 
ethanol reaction conditions for C4 olefin production and reduce the resource consumption of repeated 
manual experiments by mining the experimental data of C4 olefin production. 

The first task to achieve optimization of C4 olefin production conditions is to establish the 
objective function of the variable to be optimized for C4 olefin yield. However, the chemical reaction 
mechanism for the production of C4 olefin is nonlinear and complex, leading to the difficulty of 
establishing this objective function using conventional fitting models. In addition, the experimental 
data of C4 olefin production for the study conducted in this paper was obtained from the China 2021 
National Student Mathematical Modeling Competition; it has a small sample size of only 109 groups, 
so the overfitting problem will occur by using an artificial neural network model to establish the 
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objective function of the variables to be optimized. As an integrated learning algorithm based on the 
idea of Boosting, the extreme gradient boosting tree (XGB) [21,22], can effectively reduce the bias of 
the model. Additionally, its introduction of the regularization term effectively reduces the probability 
of overfitting the model [23,24]. Therefore, it is very suitable for solving the establishment problem of 
this objective function [25]. In order to further improve the fitting effect of XGB, this paper proposes 
a sample increment type limit gradient boosting tree based on Gaussian noise, namely GXGB. The 
experimental results show that it can obtain a better fitting effect compared with XGB without the 
improvement. 

In the process of optimizing the C4 olefin production conditions, the traditional grid search 
algorithm will undoubtedly consume a lot of time due to the large range of values of each decision 
variable, while the swarm intelligence algorithm, as an emerging evolutionary computing technology, 
has a greater advantage in operational efficiency; therefore, it is a good choice to apply the swarm 
intelligence algorithm to solve the optimization problem of C4 olefin production conditions. The 
sparrow search algorithm [26–28] is a new swarm intelligence optimization algorithm proposed based 
on the feeding behavior of sparrows. The main idea of the sparrow search algorithm is to perform local 
and global search by imitating the foraging and anti-feeding behavior of sparrows, and the sparrow 
foraging process is the algorithm seeking process [29,30]. And it has a greater advantage in the 
efficiency of finding the best [31,32]. Therefore, in this paper, we combine it with GXGB to propose 
a hybrid model, namely GXGB-SSA, which can solve the complex problem of finding the optimal 
conditions, apply it to the problem of finding the optimal conditions for C4 olefin production, and 
obtain the combination of ethanol reaction conditions that makes the highest yield of C4 olefin. 

In addition, since GXGB is a typical black-box model, it has a weaker ability to interpret the data 
when compared to the conventional fitting model [33–35]. Although the degree of influence of each 
reaction condition of ethanol on the yield of C4 olefin can be obtained, the positive and negative effects 
of the influence and the dynamic process of the influence are not available. Therefore, in this paper, 
the SHAP value [36–38] is creatively combined with it to investigate the effect of each reaction 
condition of ethanol on C4 olefin yield. And the constraints of each decision variable involved in the 
optimization search are adjusted according to the analysis results [39,40]. Therefore, in this paper, the 
SHAP value is creatively combined with it to investigate the effect of ethanol reaction conditions on 
the yield of C4 olefin, and the constraints of each decision variable of optimization are adjusted 
according to the analysis results. 

The innovations of this paper are as follows: (1) combines Gaussian noise with XGB for the first 
time, and proposes a GXGB model that can solve the modeling problem with small samples and 
complex mechanisms; (2) proposes a GXGB-SSA hybrid model for the first time, and applies it to the 
optimization problem of C4 olefin production conditions, and the yield of C4 olefin is improved by 
nearly 25.46% compared with the manual experimental data; (3) creatively combines the SHAP value 
with GXGB to solve the problem of its insufficient ability to explain data as a black-box model, 
effectively analyzes the effect of each reaction condition of ethanol on the yield of C4 olefin, and limits 
the search range of the optimal solution. 

The structure of this paper is as follows: (1) the second part introduces the chemical reaction 
principles of C4 olefin production and quantifies the ethanol reaction conditions to obtain 109 sets of 
experimental data for modeling; (2) the third part of describes the process of establishing the proposed 
hybrid model GXGB-SSA; (3) the fourth part describes the process of using GXGB-SSA to find the 
optimal C4 olefin reaction conditions and the combination of ethanol reaction conditions that 
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maximizes the yield of C4 olefin; and (4) the fifth part concludes the paper and provides an outlook 
for future work. 

2. Materials and methods 

2.1. Preliminaries 

The chemical principle applied in the C4 olefin production experiment studied in this paper is the 
ethanol dehydration reaction, the reaction process of which is divided into three main stages as follows. 

CH3CH2OH→CH2=CH2+H2O                         (a) 

2CH3CH2OH→CH3CH2OCH2CH3+H2O                        (b) 

2CH2 = CH2 → CH2 = CHCH2CH3                           (c) 

The dehydration reaction of ethanol is capable of producing C4 olefin, ethylene, and ether. The 
main reaction (a) is a strong heat-absorbing reaction; reaction (b) is a weakly exothermic reaction; and 
reaction (c) is a strong exothermic reaction, and its change with temperature is not obvious. Therefore, 
a proper increase in temperature is beneficial for the reaction to produce C4 olefin. 

In addition, during the dehydration reaction of ethanol, decreasing the ethanol concentration 
actually decreases the partial pressure of the ethanol involved in the reaction, which facilitates the 
increase of the molar coefficient. Therefore, appropriately reducing the ethanol concentration also 
facilitates the reaction to form C4 olefin. 

The catalysts utilized for the ethanol dehydration reaction studied in this paper are Co and SiO2-
HAP, where Co is a metal with dehydrogenation activity to catalyze the dehydration reaction of ethanol 
and SiO2-HAP is a catalyst with both acid and base active sites. 

In this paper, the ethanol reaction conditions were quantified by splitting them into Co loading 
(independent variable X1), the Co/SiO2 and HAP loading ratio (independent variable X2), ethanol 
concentration (independent variable X3), total catalyst mass (independent variable X4), and reaction 
temperature (independent variable X5), where Co loading is the ratio of Co to SiO2 by weight and the 
Co/SiO2 and HAP mass ratio is the mass ratio of Co/SiO2 and HAP. By adjusting the Co loading and 
SiO2/HAP loading ratio, the acidity and alkalinity of the catalyst surface can be adjusted. 

Table 1. Quantitative results of some experimental data. 

 Y X1 X2 X3 X4 X5 
1 70.39 1 1 1.68 400 250 
2 315.99 0.5 1 1.68 400 300 
3 343.43 1 2.03 1.68 100 350 
… … … … … … … 
107 1161.88 1 1 2.10 100 400 
108 2906.24 2 1 0.30 400 400 
109 1195.62 1 0.49 1.68 100 400 

 
Furthermore, in this paper, the efficiency of the ethanol dehydration reaction is expressed in terms 

of the C4 olefin yield (dependent variable, Y), whose value is equal to the ethanol conversion rate 
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multiplied by the C4 olefin selectivity, where, ethanol conversion is the one-way conversion of ethanol 
per unit time and C4 olefin selectivity is the percentage of C4 olefin in all products. 

The quantitative results of some experimental data for the ethanol dehydration reaction are shown 
in Table 1. 

 

 

Figure 1. Flowchart of GXGB-SSA model. 
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Therefore, the tasks of this paper are described in two parts: (1) to establish the objective function 
f(X) of the variables to be optimized (i.e., the objective function with C4 olefin yield as the dependent 
variable and Co loading, the Co/SiO2 and HAP mass ratio, ethanol concentration, total catalyst mass, 
and reaction temperature as the independent variables); and (2) to find the values of the independent 
variables that make the objective function f(X) the largest (i.e., to obtain the combination of ethanol 
reaction conditions with the highest C4 olefin yield). 

2.2. Algorithms 

2.2.1. Modeling ideas of GXGB-SSA 

In this paper, we fully absorb the advantages of GXGB and SSA, and creatively fuse them to 
propose a model that can efficiently solve the optimization of complex problems (i.e., GXGB-SSA) 
and apply it to the optimization problem of reaction conditions for C4 olefin production. First, the 
basic idea of the model is to establish the objective function f(X) of the variables to be optimized for 
C4 olefin yield using GXGB, and then apply SSA to find the optimal value of the objective function 
to obtain the values of the decision variables that make the highest C4 olefin yield. The flow chart of 
the model is shown in Figure 1. 

As can be seen in Figure 1, the establishment process of GXGB-SSA is divided into two main 
modules, namely, the GXGB module (the objective function establishment part) and the SSA module 
(the decision variable seeking part). 

For the GXGB module, its main purpose is to establish the objective function of the variables to 
be optimized for C4 olefin yield, which is established as follows: 

(1) Import a dataset and slice this dataset into a training set for model training and a test set for 
model testing, where the input variables to this dataset are Co loading, the Co/SiO2 and HAP mass 
ratio, ethanol concentration, total catalyst mass, reaction temperature, and the output variables are C4 
olefin yields. 

(2) The grid search method finds the optimal hyperparameter (i.e., the hyperparameter that minimizes 
the error in the test set) and the grid search range for each hyperparameter is shown in Table 2. 

Table 2. Grid search range for hyperparameters of GXGB. 

Hyperparameter Grid search range 
noise_level [0.001, 0.005, 0.01] 

increment_size [0, 5, 10, 15, 20] 
n_estimators [200, 500, 700, 1000] 

eta [0.01, 0.05, 0.1, 0.2] 
min_child_weight [1, 2, 3, 4, 5] 

max_depth [5, 6, 7, 8, 9, 10] 
gamma [0, 0.1, 0.2, 0.3, 0.4, 0.5] 

subsample [0.5, 0.6, 0.7, 0.8, 0.9, 1] 
colsample_bytree [0.5, 0.6, 0.7, 0.8, 0.9, 1] 

 
where noise level is the size of the noise level and increment size is a multiple of the sample 

increment. 



12439 

Mathematical Biosciences and Engineering  Volume 20, Issue 7, 12433–12453. 

(3) Make a model using the optimal model hyperparameters obtained in step (2) and output the 
objective function of the variable to be optimized for the C4 olefin yield. 

In addition, GXGB is a typical black-box model because of its weaker ability to interpret data 
compared to the traditional fitting model. Therefore, in this paper, the SHAP value is combined with 
GXGB to investigate the effect of each reaction condition of ethanol on the yield of C4 olefin, and the 
constraints of each decision variable involved in the optimization search are adjusted according to the 
analysis results. 

For the SSA module, the main objective is to find the values of each decision variable that makes 
the highest yield of C4 olefin, and the module is created as follows: 

(1) Set the values of the optimization parameters (i.e., the number of populations (pop) and the 
maximum number of iterations (maxiter)); 

(2) Determine the constraints for each decision variable (i.e., the range of values available for Co 
loading, the Co/SiO2 and HAP mass ratio, ethanol concentration, total catalyst mass, and reaction 
temperature); 

(3) Determine the objective function of the optimization (i.e., the objective function of the 
variable to be optimized for the C4 olefin yield obtained by the GXGB module); 

(4) Iterate the model until the maximum number of iterations is reached and output the highest 
value of the C4 olefin yield and the value of each decision variable that makes the C4 olefin yield 
reach the maximum. 

2.2.2. The establishment process of GXGB-SSA  

For the GXGB module, the basic idea is to obtain a strong learner by continuously integrating 
weak learners, the learning result is the weighted mean value of each weak learner, and its flow chart 
is shown in Figure 2. 

 

 

Figure 2. Flowchart of the GXGB module. 

In the GXGB module, the added Gaussian noise samples obey the underlying normal distribution, 
whose expression is shown in Equation (1): 
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𝑝𝑝(𝑧𝑧) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑧𝑧−𝑧̅𝑧)2/2𝜎𝜎2                                 (1) 

where 𝑧𝑧 is a Gaussian random variable, 𝑧𝑧̅ is the mean of 𝑧𝑧, and 𝜎𝜎 is the standard deviation of 𝑧𝑧. 
Gaussian noise samples can be added to the data samples by setting the Gaussian noise size and the 
sample increment multiplier. 

The objective function established using the GXGB module consists of two main components, 
namely, the loss function and the regularization term. The introduction of the loss function can reduce 
the bias of the model, the introduction of the regularization term can reduce the probability of 
overfitting the model, and the expression of this objective function is shown in Equation (2): 

𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = ∑  𝑛𝑛
𝑗𝑗=1 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 �𝑦𝑦𝑗𝑗 ,𝑦𝑦�𝑗𝑗

(𝑡𝑡−1) + 𝑓𝑓𝑡𝑡�𝑥𝑥𝑗𝑗��+ 𝛺𝛺(𝑓𝑓𝑡𝑡) + 𝑐𝑐              (2) 

where 𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) is the objective function when integrating the 𝑡𝑡 th weak learner; 𝑦𝑦�𝑗𝑗
(𝑡𝑡−1) is the objective 

value calculated by integrating the previous t-1  weak learners; loss()  is the loss function; 𝑐𝑐  is the 
constant term; and 𝛺𝛺(𝑓𝑓𝑡𝑡) is the regularization term, whose expression is shown in Equation (3): 

𝛺𝛺(𝑓𝑓𝑡𝑡) = 𝛾𝛾𝛾𝛾 + 1
2
𝜆𝜆∑  𝑇𝑇

𝑜𝑜=1 𝑤𝑤𝑜𝑜2                           (3) 

where, 𝛺𝛺(𝑓𝑓𝑡𝑡)  is the regularization term of the 𝑡𝑡 th weak learner; 𝛾𝛾  and 𝜆𝜆  are the regularization 
coefficients; 𝑇𝑇 is the number of all nodes of a certain weak learner; and 𝑤𝑤𝑜𝑜 is the weight of the oth 
node of a certain weak learner. 

A Taylor expansion of the objective function results in Equation (4) and (5) as follows: 

Obj(𝑡𝑡) ≃ ∑  𝑛𝑛
𝑗𝑗=1 �loss �𝑦𝑦𝑗𝑗 ,𝑦𝑦�𝑗𝑗

(𝑡𝑡−1)�+ 𝑔𝑔𝑗𝑗𝑓𝑓𝑡𝑡�𝑥𝑥𝑗𝑗�+ 1
2
ℎ𝑗𝑗𝑓𝑓𝑡𝑡2�𝑥𝑥𝑗𝑗��+ Ω(𝑓𝑓𝑡𝑡) + 𝑐𝑐          (4) 

𝑔𝑔𝑗𝑗 = ∂𝑦𝑦�𝑗𝑗(𝑡𝑡−1)loss �𝑦𝑦𝑗𝑗 ,𝑦𝑦�𝑗𝑗
(𝑡𝑡−1)� ,ℎ𝑗𝑗 = ∂

𝑦𝑦�𝑗𝑗
(𝑡𝑡−1)

2 loss �𝑦𝑦𝑗𝑗 ,𝑦𝑦�𝑗𝑗
(𝑡𝑡−1)� .             (5) 

  Since the constant term does not affect the model solution, the constant term 𝑐𝑐 and the fixed 

value 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 �𝑦𝑦𝑗𝑗, 𝑦𝑦�𝑗𝑗
(𝑡𝑡−1)� in the above equation are removed, and the result is shown in Equation (6): 

𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = ∑  𝑛𝑛
𝑗𝑗=1 �𝑔𝑔𝑗𝑗𝑓𝑓𝑡𝑡�𝑥𝑥𝑗𝑗�+ 1

2
ℎ𝑗𝑗𝑓𝑓𝑡𝑡2�𝑥𝑥𝑗𝑗�� + 𝛺𝛺(𝑓𝑓𝑡𝑡) .              (6) 

The objective function is deformed, and the result is shown in Equation (7): 

𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = ∑  𝑇𝑇
𝑜𝑜=1 ��∑  𝑗𝑗∈𝐽𝐽𝑜𝑜 𝑔𝑔𝑗𝑗�𝑤𝑤𝑜𝑜 + 1

2
�∑  𝑗𝑗∈𝐽𝐽𝑜𝑜 ℎ𝑗𝑗 + 𝜆𝜆�𝑤𝑤𝑜𝑜2�+ 𝛾𝛾𝛾𝛾 .          (7) 

Let 𝐺𝐺𝑜𝑜 = ∑  𝑗𝑗∈𝐽𝐽𝑜𝑜 𝑔𝑔𝑗𝑗 ,𝐻𝐻𝑜𝑜 = ∑  𝑗𝑗∈𝐽𝐽𝑜𝑜 ℎ𝑗𝑗, then the objective function is as shown in (8): 

𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = ∑  𝑇𝑇
𝑜𝑜=1 �𝐺𝐺𝑜𝑜𝑤𝑤𝑜𝑜 + 1

2
(𝐻𝐻𝑜𝑜 + 𝜆𝜆)𝑤𝑤𝑜𝑜2�+ 𝛾𝛾𝛾𝛾 .                  (8) 

The final objective function is obtained by taking partial derivatives of 𝑤𝑤𝑜𝑜, and its expression is 
shown in Equation (9): 
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𝑂𝑂𝑂𝑂𝑂𝑂(𝑡𝑡) = −1
2
∑  𝑇𝑇
𝑜𝑜=1

𝐺𝐺𝑜𝑜2

𝐻𝐻𝑜𝑜+𝜆𝜆
+ 𝛾𝛾𝛾𝛾  .                        (9) 

  In the GXGB module, assuming that the 𝑖𝑖th sample is 𝑥𝑥𝑖𝑖, the 𝑗𝑗th feature of the 𝑖𝑖th sample is 𝑥𝑥𝑥𝑥𝑥𝑥, 
the marginal contribution of the feature is 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, and the weight is 𝑤𝑤𝑤𝑤, then the 𝑖𝑖th expression for the 
SHAP value of the jth feature of the sample is shown in Equation (10). 

𝑓𝑓�𝑥𝑥𝑖𝑖𝑖𝑖� = 𝑚𝑚𝑐𝑐𝑖𝑖𝑖𝑖𝑤𝑤1 + ⋯… +𝑚𝑚𝑐𝑐𝑖𝑖𝑖𝑖𝑤𝑤𝑛𝑛                      (10) 

Assuming that the predicted value of GXGB for this sample is 𝑦𝑦𝑦𝑦 and the baseline of the entire 
model (i.e., the mean of all sample target variables) is 𝑦𝑦𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, the expression for SHAP value is shown 
in Equation (11): 

𝑦𝑦𝑖𝑖 = 𝑦𝑦base + 𝑓𝑓(𝑥𝑥𝑖𝑖1) + 𝑓𝑓(𝑥𝑥𝑖𝑖2) + ⋯… + 𝑓𝑓(𝑥𝑥𝑖𝑖𝑖𝑖) .               (11) 

𝑓𝑓�𝑥𝑥𝑖𝑖𝑗𝑗� is the value of the contribution of the 𝑗𝑗th feature in the 𝑖𝑖th sample to the final prediction 𝑦𝑦𝑦𝑦, 
and the SHAP value of each feature indicates the change in the model prediction when conditioned on 
that feature. When 𝑓𝑓�𝑥𝑥𝑖𝑖𝑗𝑗� > 0, it means that the feature boosts the prediction value, and vice versa, it 
means that the feature reduces the prediction value. 

For the SSA module, the proposed basic idea is mainly inspired by the foraging behavior of 
sparrows. In the process of foraging, as explorers, sparrows provide the search direction and area for 
the population; as followers, sparrows search through the explorers' guidance; and as vigilantes, 
sparrows rely on anti-predation strategies to avoid the population from falling into local optimum. 

During the iterative search, the expression for the explorer position update is shown in Equation (12): 

𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡+1 = �
𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡 ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒 � −𝑖𝑖

𝛼𝛼⋅iter𝑚𝑚𝑚𝑚𝑚𝑚
� if  𝑟𝑟2 < 𝑆𝑆𝑆𝑆

𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡 + 𝑄𝑄 ⋅ 𝐿𝐿 if  𝑟𝑟2 ≥ 𝑆𝑆𝑆𝑆
                        (12) 

where 𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡  is the position of the 𝑖𝑖th sparrow in the 𝑗𝑗th dimension in the 𝑡𝑡th iteration, and 𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡+1 is the 
position of the 𝑖𝑖 th sparrow in the 𝑗𝑗 th dimension in the 𝑡𝑡 + 1 th iteration; 𝑟𝑟2  is the warning value, 
whose value lies between (0, 1] ; 𝑆𝑆𝑆𝑆  is the safety value, whose value lies between [0.5, 1] ; 𝛼𝛼  is a 
random number between (0,1] , whose value obeys uniform distribution ; iter𝑚𝑚𝑚𝑚𝑚𝑚  is the maximum 
number of iterations; 𝑄𝑄 is a random number of (0,1] obeying normal distribution; and 𝐿𝐿 is a matrix 
with element 1. 

  When the warning value 𝑟𝑟2 is less than the safety value 𝑆𝑆𝑆𝑆, the searcher performs a wide range 
of jump search; when the warning value 𝑟𝑟2 is greater than the safety value 𝑆𝑆𝑆𝑆, the searcher moves to 
other locations for search. Then, the expression of follower position update is shown in Equation (13): 

𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡+1 = �
𝑄𝑄 ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑥𝑥worst
𝑡𝑡 −𝑥𝑥𝑖𝑖,𝑗𝑗

𝑡𝑡

𝑖𝑖2
� if  𝑖𝑖 > 𝑛𝑛/2

𝑥𝑥𝑃𝑃𝑡𝑡+1 + �𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡 − 𝑥𝑥𝑃𝑃𝑡𝑡+1� ⋅ 𝐴𝐴+ ⋅ 𝐿𝐿 otherwise
                        (13) 

where 𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡  is the position of the 𝑖𝑖th sparrow in the 𝑗𝑗th dimension in the 𝑡𝑡th iteration, and 𝑥𝑥𝑖𝑖,𝑗𝑗𝑡𝑡+1 is the 
position of the 𝑖𝑖th sparrow in the jth dimension in the 𝑡𝑡 + 1th iteration; 𝑥𝑥worst is the global worst 
position found by the discoverer's search; and A is a 1 × 𝑑𝑑 matrix where each element is randomly 
assigned to 1 or −1, and 𝐴𝐴+ = 𝐴𝐴T(𝐴𝐴𝐴𝐴T)−1. 

If a sparrow with 𝑖𝑖 > 𝑛𝑛/2 has a low fitness value and does not obtain food, then it is necessary 
to jump and move the search in the direction of the minimum value, and the other follower sparrows 
move towards the optimal position found by the explorer. Vigilantes are some sparrows randomly 
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selected from the sparrow population explorers and followers to avoid getting into local optimum by 
anti-predation strategy. 

3. Results 

3.1. Optimization of the objective function based on GXGB-SSA for C4 olefin variables 

In this paper, with C4 olefin yield (Y) as the output variable and each reaction condition of ethanol 
as the input variable (i.e., Co loading (X1), the Co/SiO2 and HAP mass ratio (X2), ethanol concentration 
(X3), total catalyst mass (X4), and reaction temperature (X5)), the GXGB module was used to establish 
the objective function of the variables to be optimized for the C4 olefin yield. 

The C4 olefin data set was sliced in a ratio of 4:1 to obtain a training set for model training and a 
test set for model testing, and a grid search method was applied to find the optimal hyperparameters 
of GXGB, and the combination of hyperparameters that minimized the fitting error of the test set was 
obtained, and the results are shown in Table 3. 

Table 3. Grid search results for hyperparameters of GXGB. 

Hyperparameters Grid search results 
noise_level 0.001 

increment_size 5 
n_estimators 500 

eta 0.1 
min_child_weight 5 

max_depth 10 
gamma 0 

subsample 1 
colsample_bytree 1 

 
As seen from Table 3, the magnitude of the optimal Gaussian noise error level and the multiplicity 

of sample increments obtained by the grid search method are 0.001 and 5, respectively. Since the 
sample size of the experimental data for the production of C4 olefin studied in this paper is 109, the 
total sample size after the operation of sample increment is 545. Under the rule of dividing the training 
set and the test set with a ratio of 4:1, the final sample size involved in training is 436 groups, while 
the sample size involved in testing is 109 groups, where the GXGB is fitted on the test set as shown in 
Figure 3. 

Figure 3 shows the fitting effect of GXGB on the testing set. Among them, the red circular marker 
represents the target value and the ×-shaped marker of the blue line represents the predicted value, 
which basically overlap. This shows that GXGB fits very well on the testing set. 
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Figure 3. The fitting effect of GXGB on the testing set. 

To further validate the performance of GXGB, a 10-fold cross-validation was conducted in this 
paper (i.e., the data samples from 10 different training and testing sets were trained 10 times). 
Additionally, the mean of the three metrics of goodness of fit (R2), mean square error (MSE), and 
absolute error (MAE) obtained from the 10-fold cross-validation were used to evaluate the fitting 
accuracy of GXGB, and the variance (S2) of the mean square error (MSE) and absolute error (MAE) 
obtained from the 10-fold cross-validation were used to evaluate the stability of GXGB. The stability 
of the GXGB was assessed by the variance (S2) of the mean square error (MSE) obtained from the 10-
fold cross-validation, where the expressions for the three indicators of goodness of fit (R2), mean square 
error (MSE), and absolute error (MAE) were calculated as shown in Equations (14), (15), and (16): 

𝑅𝑅2 = 1 − ∑  𝑚𝑚
𝑖𝑖=1 (𝑦𝑦𝚤𝚤� −𝑦𝑦𝑖𝑖)2

∑  𝑚𝑚
𝑖𝑖=1 (𝑦𝑦𝑖𝑖−𝑦𝑦�)2                                (14) 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑚𝑚
∑  𝑚𝑚
𝑖𝑖=1 (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2                           (15)  

𝑀𝑀𝐴𝐴𝐴𝐴 = 1
𝑚𝑚
∑  𝑚𝑚
𝑖𝑖=1 |(𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)|                           (16) 

where 𝑦𝑦𝑖𝑖 is the target value of C4 olefin yield, yı�  is the fitted value of the model, and 𝑚𝑚 is the 
sample size. 

For the goodness of fit (R2), a larger value indicates a better model fit, and a smaller value indicates 
a worse model fit. For mean square error (MSE) and absolute error (MAE), the smaller the value, the 
better the model fit, and the larger the value, the worse the model fit. For the variance (S2), the smaller 
the value, the better the stability of the model, and the larger the value, the worse the stability of 
the model. 

In this paper, GXGB is compared with XGB, random forest (RF) and support vector machines 
(SVM) without the introduction of Gaussian noise for improvement, and the results are shown in 
Tables 4 and 5. 
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Table 4. Comparison of GXGB with other algorithms on the training set. 

 GXGB XGB RF SVM 
R2 0.9999 0.9873 0.9642 0.9538 

MSE 3.5851 e-6 4.6270 e-4 1.4086 e-3 6.3691 e-3 
MAE 8.2142 e-4 1.2249 e-2 1.8544 e-2 5.9181 e-2 

S2 4.2495 e-10 2.9064 e-4 1.4463 e-4 1.1258 e-3 

Table 5. Comparison of GXGB with other algorithms on the test set. 

 GXGB XGB RF SVM 
R2 0.9953 0.9664 0.9325 0.9274 

MSE 5.9207 e-4 2.6855 e-3 6.2104 e-3 1.5241 e-2 
MAE 7.4447 e-3 3.5297 e-2 5.4352 e-2 7.2451 e-2 

S2 2.0628 e-5 8.1356 e-4 6.9822 e-4 1.9799 e-3 
 

As shown in Tables 4 and 5, GXGB outperforms XGB without the introduction of Gaussian noise 
for improvement in both the model fitting effect and stability. Among them, the goodness of fit (R2) of 
GXGB is very high (very close to the ideal state 1) and its mean square error (MSE) and absolute mean 
error (MAE) are very small, indicating that the fitting error for this C4 olefin yield dataset is very small, 
and for assessing the variance (S2) of model stability, GXGB also has a greater advantage. 

In addition, this paper also compares GXGB with RF SVM, both of which have been used to 
adjust the hyperparameters using the grid search method. From Tables 4 and 5, it can be seen that 
GXGB outperforms RF and SVM in terms of model fitting effect and stability, which again verifies 
the good performance of GXGB. 

3.2. Optimization of C4 olefin production conditions based on GXGB-SSA 

In this paper, the objective function of the variables to be optimized for the C4 olefin yield 
established by the above GXGB module is used as the fitness function of the SSA module to find the 
optimal value, and the fitness value that makes the highest C4 olefin yield (i.e., the optimal value of 
each decision variable) is obtained. The constraints of each decision variable are shown in Table 6. 

Table 6. Constraints on decision variables. 

Decision variables Constraints 
Co loading(X1) 0.5≤X1≤5 

Co/SiO2 and HAP mass ratio (X2) 0.5≤X2≤2 
Ethanol concentration (X3) 0.3≤X4≤2.1 
Total mass of catalyst (X4) 20≤X3≤400 
Reaction temperature (X5) 250≤X5≤450 

 
In this paper, the number of populations (pop) and the maximum number of iterations (maxiter) 

in the optimization parameters are uniformly set to 20 and 200, respectively, and the optimization 
search results of GXGB-SSA are compared with those of GXGB-GWO and GXGB-PSO using the 
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Gray Wolf Optimization algorithm. The iterative process of the three algorithms is shown in Figure 4. 

 

Figure 4. Iterative process diagram of the three algorithms. 

As can be seen in Figure 4, all three algorithms converge after 200 iterations, and GXGB-SSA has 
a better convergence speed and optimization results than GXGB-GWO and GXGB-PSO for the 
optimization of C4 olefin production conditions. The optimization results of the three algorithms and 
their comparison with the optimal results obtained from manual experiments (ME) are shown in Table 7. 

As can be seen from Table 7, the values of each decision variable that makes the highest C4 olefin 
yield are obtained for GXGB-SSA compared to GXGB-GWO and GXGB-PSO (i.e., when the Co 
loading (X1) is 1.2508, the Co/SiO2 and HAP mass ratio (X2) is 1.4273, the ethanol concentration (X3) 
is 0.9026, the total catalyst mass (X4) is 399.88, and the reaction temperature (X5) was 430.36) the 
highest C4 olefin yield (Y) of 5547.3526 was obtained, which was improved by nearly 24.02% 
compared with the highest C4 olefin yield of 4472.81 obtained from 109 manual experiments. 

Table 7. Optimization results of the three algorithms and manual experimental results. 

 GXGB-SSA GXGB-GWO GXGB-PSO ME 
Running time（unit: s） 2.21 4.36 2.69 -- 
Number of convergences 27 61 139 -- 

C4 olefin yield 5547.35 5285.74 5211.68 4472.81 
Co loading 1.2508 0.9574 1.1425 1 

Co/SiO2 and HAP mass ratio 1.4273 0.8317 1.6237 1 
Ethanol concentration 0.9026 0.8162 0.3372 0.9 
Total mass of catalyst 399.88 370.76 399.01 400 
Reaction temperature 430.36 424.13 413.25 400 

4. Discussion 

4.1. Investigation of the effect of each reaction condition on C4 olefin based on SHAP 

The SHAP value was combined with GXGB to investigate the effect of ethanol reaction conditions 
on the yield of C4 olefin, and the constraints of the optimized decision variables were adjusted 
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according to the results of the analysis. The SHAP feature variable importance diagram is shown in 
Figure 5，and the summary diagram of the SHAP feature analysis is shown in Figure 6. 

 

Figure 5. SHAP feature variable importance diagram. 

In Figure 5, the X-axis represents the SHAP value of the feature variable, and the larger the value 
is, the greater the influence of the feature variable. Then, in descending order, the degree of influence 
of each decision variable on the yield of C4 olefin was the reaction temperature (X5), total catalyst 
mass (X4), ethanol concentration (X3), the Co/SiO2 and HAP mass ratio (X2), and Co loading (X1). 

In Figure 6, the points of each feature represent the feature samples in the corresponding dataset, 
with the color change from blue to red indicating the value of the sample feature from small to large, 
and the positive or negative SHAP value indicating the positive or negative correlation of the feature 
with the target feature, respectively. 

 

Figure 6. Summary diagram of SHAP feature analysis. 

For the reaction temperature (X5), which has the greatest influence, the samples with larger 
eigenvalues have a positive SHAP value, indicating that it acts as a positive contributor to the target 
characteristic and increases the target value of the C4 olefin yield. The feature points near the bottom 
half of the variable bars are mainly concentrated in the region with negative SHAP values, indicating 
that when the reaction temperature (X5) decreases, the target value of the C4 olefin yield also decreases. 
Similarly, the total catalyst mass (X4), which is the second most influential catalyst, also positively 
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contributes to the C4 olefin yield. For the Co/SiO2 and HAP mass ratio (X2) and Co loading (X1), which 
are the third and fourth most influential catalysts, the SHAP value of the sample with the larger 
characteristic value is negative, indicating that it has a reverse inhibitory effect on the target 
characteristic and reduces the target value of C4 olefin yield. For the least influential Co loading (X1), 
the positive and negative effects on the C4 olefin yield were not significant. 

The magnitude and positive and negative effects of each decision variable on C4 olefin yield are 
able to be obtained in the SHAP characteristic analysis summary diagram; however, to explore the 
dynamic process of the effect of each decision variable on C4 olefin yield, it is necessary to view the 
SHAP characteristic analysis dependence diagram, as shown in Figures 7, 8, 9, 10, and 11. 

 

Figure 7. SHAP feature analysis dependence plot for Co loading (X1). 

In Figure 7, the Y-axis represents the SHAP value of the feature variables. The points of each 
feature represent the feature samples in the corresponding data set. Additionally, the samples with 
larger feature values have positive SHAP values, indicating that they play a positive contributing role 
to the target features. From Figure 9, it can be seen that when the Co loading (X1) takes the value of 1, 
there exists a positive value of its SHAP value (i.e., the contribution to the C4 olefin yield is positive). 

 

Figure 8. SHAP characteristic analysis dependence plot for Co/SiO2 and HAP mass ratio (X2). 

From Figure 8, it can be seen that when the Co/SiO2 and HAP charge ratio (X2) takes the value of 
either 1 or 2, there is a positive value of SHAP value (i.e., the contribution to C4 olefin yield is positive). 
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Figure 9. SHAP characteristic analysis dependence plot for ethanol concentration (X3). 

From Figure 9, it can be seen that when the ethanol concentration (X3) is taken as either 0.3, 0.9, 
or 1.68, there is a positive value of its SHAP value (i.e., the contribution to the C4 olefin yield is positive). 

 

Figure 10. SHAP characteristic analysis dependence plot for total catalyst mass (X4). 

From Figure 10, it can be seen that when the total catalyst mass (X4) is taken as 400, there is a 
positive value of SHAP value (i.e., the contribution to the C4 olefin yield is positive). 

 

Figure 11. SHAP characteristic analysis dependence plot for reaction temperature (X5). 

From Figure 11, it can be seen that when the reaction temperature (X5) is taken as either 400 or 
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450, there exists a positive value of its SHAP value (i.e., the contribution to the C4 olefin yield is 
positive). 

Therefore, based on the SHAP characteristic analysis dependence diagram, the possible range of 
values for each decision variable when the contribution to C4 olefin yield is positive can be derived, 
and then the adjusted range of values for the decision variables is shown in Table 8. 

Table 8. The range of values of the adjusted decision variables. 

Decision variables Constraints 
Co loading(X1) 1≤X1≤2  

Co/SiO2 and HAP mass ratio (X2) 1≤X2≤2 
Ethanol concentration (X3) 0.3≤X4≤1.68 
Total mass of catalyst (X4) X3=400 
Reaction temperature (X5) 400≤X5≤450 

 
The range of values of the adjusted decision variables in Table 8 are used as the constraint of 

GXGB-SSA for the optimization search again, and the iterative process is shown in Figure 12. 

 

Figure 12. Iterative process of GXGB-SSA after adjusting the constraints. 

As can be seen in Figure 12, with adjusted constraints, the GXGB-SSA is already in a converged 
state after 200 iterations, and its convergence speed and optimized results for the optimization of C4 
olefin production conditions are improved compared with the GXGB-SSA without adjusted constraints. 
In this paper, the results of this optimization are compared with those of GXGB-SSA without 
adjustment of constraints, as shown in Table 9.  

As can be seen from Table 9, the convergence rate and optimization results of GXGB-SSA with 
reduced constraints are improved compared to the optimization results without reduced constraints 
(i.e., when the Co loading (X1) is 1.1248, the Co/SiO2 and HAP mass ratio (X2) is 1.8402, the ethanol 
concentration (X3) is 0.8992, the total catalyst mass (X4) is 400.00, and a reaction temperature (X5) of 
420.37) resulted in a higher C4 olefin yield of 5611.46, which was nearly 25.46% higher than the 
highest C4 olefin yield of 4472.81 in the experimental data. 
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Table 9. Optimization results of GXGB-SSA with adjusted constraints. 

 Adjustive GXGB-SSA GXGB-SSA 
Running time (unit: s) 2.16 2.21 

Number of convergences 12 27 
C4 olefin yield 5611.46 5547.35 

Co loading 1.1248 1.2508 
Co/SiO2 and HAP mass ratio 1.8402 1.4273 

Ethanol concentration 0.9026 0.8626 
Total mass of catalyst 400.00 399.88 
Reaction temperature 420.37 430.36 

5. Conclusions 

In order to improve the efficiency of the ethanol dehydration reaction to produce C4 olefin, a 
GXGB-SSA hybrid model is developed in this paper to obtain the combination of ethanol reaction 
conditions that makes the highest yield of C4 olefin. First, the objective function of C4 olefin to be 
optimized was established by using GXGB module with the C4 olefin yield as the output variable and 
ethanol reaction conditions as the input variable. Second, the SSA module was used to optimize the 
objective function to obtain the combination of ethanol reaction conditions that makes the C4 olefin 
yield as high as possible. Finally, the SHAP value was used to investigate the effect of each ethanol 
reaction condition on the C4 olefin yield. The SHAP value was used to investigate the effect of ethanol 
reaction conditions on the C4 olefin yield, and the constraints of the decision variables involved 
in the optimization were adjusted according to the analysis results. The team will continue to 
investigate the machine learning algorithm in order to build a better optimization model and solve 
more complex problems. 
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