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Abstract: A fast optimization method based on the Gauss pseudospectral method (GPM) and particle 

swarm optimization (PSO) is studied for trajectory optimization of obstacle-avoidance navigation of 

autonomous underwater vehicles (AUVs). A multi-constraint trajectory planning model is established 

according to the dynamic constraints, boundary constraints, and path constraints. The trajectory 

optimization problem is converted into a non-linear programming (NLP) problem by means of the 

GPM, which is solved by the sequential quadratic programming (SQP) algorithm. Aiming at the initial 

values dependence of the SQP algorithm, a method combining PSO pre-planning with the GPM is 

proposed. The pre-planned trajectory points are configured on the Legendre-Gauss (LG) points of the 

GPM by fitting as the initial values for the SQP calculated trajectory planning problem. After 

simulation analysis, the convergence speed of the optimal solution can be accelerated by using the 

pretreated initial values. Compared to the linear interpolation and the cubic spline interpolation, the 

PSO pre-planning method improves computational efficiency by 82.3% and 88.6%, which verifies the 

effectiveness of the PSO-GPM to solve the trajectory optimization problem. 

Keywords: autonomous underwater vehicles; Gauss pseudospectral method; particle swarm 

optimization; trajectory optimization; optimal control 

 

1. Introduction 

With the development and utilization of marine resources, the application scenarios and 
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requirements of autonomous underwater vehicles (AUVs) are becoming increasingly extensive. AUVs 

play an essential role in marine environment observation [1,2], underwater target detection [3], seabed 

topographic mapping [4], and other fields. As an essential tool for developing marine resources, AUVs 

have the advantages of substantial autonomy and controllability [5], low operational risk, and 

economic advantages. Facing the complex underwater environment, an effective trajectory planning 

method is the key to ensuring the safety of AUVs. 

The motion planning of an AUV is divided into path planning and trajectory planning. The main 

difference between these two categories is that there is only a series of way-points in the result obtained 

by path planning algorithms. However, information on time corresponding to the state is also included 

in the solutions obtained by trajectory planning algorithms [6]. In [7], Wang et al. proposed a novel 

simultaneous planning and control (SPC) method, which combines an improved artificial potential 

field (IAPF) and model predictive control (MPC) techniques. The IAPF is used for robust and efficient 

tracking in a short future. The MPC is implemented to generate actual control commands for high-

precision tracking. In [8], for swarm intelligent algorithms, focusing on trajectory planning of carrier 

aircraft on deck, an optimal control problem was first established. Transformation of control variable 

was conducted to guarantee enough feasible solutions, and a segmented fitness function was set to 

treat the constraints discriminately and make the search efficient. 

Ren et al. [9] changed the traditional A* algorithm into a dynamic measurement heuristic A* 

algorithm, which improved search efficiency. Liu et al. [10] optimized the algorithm’s convergence 

speed and solution quality by updating the pheromone-based linear regression. Chu et al. [11] 

introduced an ocean current disturbance function in the deep reinforcement learning algorithm, which 

reduced the delay time of path planning. Trajectory planning theory has been widely used in the fields 

of aircraft [12], robotic arms [13] and automatic driving [14]. Liu and Zhang [15] designed an iterative 

strategy based on the initial values generator and improved the solution efficiency. In [16], the 

adaptive pseudospectral method was used to solve the optimal state and control variables of fuel 

consumption. In [17], the GPM was used to plan the overtaking trajectory on the curve and realized 

the tracking control of the trajectory. 

The trajectory planning method can plan the speed and acceleration of the AUV to meet the 

requirements of smoothness and speed controllability. The essence of the trajectory optimization 

problem is the optimal control problem, which can be solved by indirect and direct methods [18]. The 

indirect method mainly converts the first-order necessary condition of the optimal control problem into 

a Hamiltonian boundary value problem, and it obtains an accurate analytical solution by solving the 

Hamiltonian boundary value problem. In [19], a symplectic pseudospectral method based on the dual 

variational principle and the quasilinearization method was proposed and was successfully applied to 

solve nonlinear optimal control problems with inequality constraints. Wang et al. [20] proposed an 

iterative framework to solve optimal control for nonlinear proportional state-delay systems. Due to the 

benefit of the successive convexification technique and the multi-interval pseudospectral method, 

initial guess on costate variables is avoided and converged solutions can be obtained with an 

exponential convergence rate. The disadvantage of the indirect method is that it requires the derivation 

of the Hamiltonian function for solution. In addition, there is no exact analytical solution for nonlinear 

complex control problems, so it is difficult to solve them using indirect methods. 

The direct method to solve the trajectory planning problem is to transform it into a NLP problem 

by discretization [21]. Then, the optimal solution of the NLP problem is solved according to the KKT 

(Karush-Kuhn-Tucker) condition. The GPM constructs a sparse constrained Jacobian matrix through 
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the placement of discrete points [22]. The GPM can obtain higher accuracy with fewer collocation 

points, and it has the advantage of fast solution speed, which is conducive to solving optimal control 

problems. In [23], the Legendre-Gauss method is improved, with higher computational efficiency and 

accuracy in solving optimal control problems. In [24], the application of GPM in the flight phase of 

aircraft and rockets was discussed. Ma et al. [25] proposed a path-planning method for unmanned 

surface vehicles (USVs) based on the rapid Gauss pseudospectral method (RGPM). This method can 

plan a globally time-optimal path in a complex marine environment, discretize the continuous-time 

optimal control path planning problem into a nonlinear programming problem, and solve and optimize 

the nonlinear programming problem to reduce computational costs. Simulation experiments verify the 

effectiveness of the path-planning method. 

For small-scale dense problems, the SQP algorithm has the advantages of fast convergence speed 

and high accuracy when solving NLP problems. However, the SQP algorithm is sensitive to initial 

values. When calculating large-scale NLP problems, the dependence on initial values increases, and it 

is easy to fall into local optimization [26]. In order to solve the initial values dependency of the SQP 

algorithm, this paper proposes a method that combines the PSO algorithm and the GPM. The path pre-

planning of the PSO algorithm and discretization of the GPM provide initial values reference for the 

SPQ algorithm to solve NLP problems. 

The research in this paper includes the following aspects. First, a multi-constrained trajectory 

optimization model is built with the shortest sailing time as the optimization objective. The kinematic 

model, boundary constraints, and path constraints are established. The trajectory obtained can avoid 

collision with obstacles. Second, combined with the dynamic characteristics of the AUV during 

navigation, the mathematical model of the AUV trajectory planning is improved by introducing 

dynamic constraints. The navigation path obtained by the solution meets the actual requirements, and 

the change of control variables during the navigation process is more intuitive and traceable. Finally, 

the PSO is used to solve the path points quickly. The pre planned path is fitted, and the trajectory points 

are allocated to the LG points of the GPM, which are used as the initial values of the SQP algorithm 

and are iterated. The search cost is reduced, and the calculation speed is improved. 

The main structure of this paper is as follows: Section 2 introduces the AUV trajectory planning 

problem, establishes the AUV motion model, and describes the AUV constraints and optimal control 

problems. Section 3 describes the principles and processes of the GPM and the PSO for trajectory 

planning. Section 4 compares three different strategies for initial value generation by simulation 

calculation and verifies the validity of the PSO-GPM in solving the trajectory planning problem. 

Section 5 summarizes the results of this study. 

2. Model description 

The trajectory planning problem of an AUV can be described as aiming at the shortest sailing 

time, searching for appropriate state variables values and control variables values so that the AUV can 

avoid obstacles from the beginning to the end. The problems to be solved include the following three 

points: (1) The process from starting position to the target position of the AUV can be realized. (2) The 

AUV can avoid all obstacles and navigate safely during the process. (3) The AUV can navigate with 

an optimum or approximately optimum trajectory. 
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2.1. Motion model 

The motion of the AUV is generally 6 degrees of freedom and can be decoupled into horizontal 

and vertical motion. Only the horizontal motion of the AUV is discussed in this paper. The 

mathematical model of the AUV mainly includes the kinematic model and the dynamic model. The 

kinematic model mainly describes the relationship between position, speed, acceleration, and time. 

The dynamic model considers the quality and force of the AUV and mainly analyses the motion 

characteristics of the robot after being stressed. 

In practical applications, two directional thrusters control the movement of the AUV in three 

degrees of freedom: forward and backward, lateral displacement, and rotation. The distribution 

positions are shown in Figure 1(a). 

 
 

(a) (b) 

Figure 1. The schematic diagram of the AUV motion control. (a) The AUV thruster 

distribution diagram; (b) The thrust and torque diagram of AUV. 

Thrusters in the x and y directions are arranged at the tail of the AUV, respectively, responsible 

for the forward and lateral movement of the AUV as shown in Figure 1(b). Thruster 1 generates thrust 

Tu in the x direction, and Thruster 2 generates thrust Tv in the y direction. The torque formed by Tu and 

Tv changes the navigation direction of the AUV. 

The kinematic model of the AUV in the horizontal plane of motion can be expressed as follows: 
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where px, py and ψ represent the position and the direction angle of an AUV in a fixed coordinate system; 

vx, vy and rz represent the velocity and the angular velocity of an AUV in a moving coordinate system. 

The dynamic equations of an AUV in the horizontal motion plane are expressed as follows [27]: 
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where m is the mass of the AUV; Iz is the moment of inertia; (vx, vy, rz)T is the velocity vector; X(·), Y(·), 

and N(·) are the hydrodynamic coefficients; and T = (Tu ,Tv ,Tr )T is the system input consisting of thrust 

and thrust torque. 

2.2. Path constraints 

Path constraints are the constraints for the AUV to avoid obstacles and navigate in a feasible area. 

Path constraints must satisfy the requirement that no collisions occur during the voyage. Describing 

the constraints accurately between obstacles and the AUV is the key to obtaining the safe trajectory. 

The mathematical abstraction of the AUV and obstacles can be simplified to circles or rectangles. 

Considering the severe consequences of collisions between the AUV and obstacles, the outline of the 

AUV and obstacles should be accurately described when establishing path constraints. The kinematic 

model of the AUV is shown in Figure 1. 

 

Figure 2. The kinematic model of the AUV. 

R(x, y) is the center of gravity of the AUV; O is the center of the circle for changing direction; l1 

= 0.8 m and l2 = 0.2 m respectively represent the distance between R(x, y) and the front and rear edges 

of the AUV; d = 0.2 m is the width of the AUV; ψ is the heading angle of the AUV; A, B, C and D are 

the vertexes of the simplified contour of the AUV; the vertex coordinates of the AUV are represented 

as follows according to the geometric relationship: 

 

1 12 2

1 12 2

2 22 2

[ ( ), ( )] [ ( ) cos ( ) sin ( ), ( ) sin ( ) cos ( )],

[ ( ), ( )] [ ( ) cos ( ) sin ( ), ( ) sin ( ) cos ( )],

[ ( ), ( )] [ ( ) cos ( ) sin ( ), ( ) sin ( ) cos (

d d
x y

d d
x y

d d
x y

Ax t Ay t p t l t t p t l t t

Bx t By t p t l t t p t l t t

Cx t Cy t p t l t t p t l t

   

   

   

= + − + +

= + + + −

= − + − −

2 22 2

)],

[ ( ), ( )] [ ( ) cos ( ) sin ( ), ( ) sin ( ) cos ( )].d d
x y

t

Dx t Dy t p t l t t p t l t t   






 = − − − +

 (4) 

 

A 

B 

C 

D 

d 

ψ 

O 

y 

x 



11718 

Mathematical Biosciences and Engineering  Volume 20, Issue 7, 11713–11731. 

The obstacle simulation method based on P-Norm criterion can express the position and shape 

information of obstacles in the form of functions. The form of path constraints is concise and unified, 

and the mathematical expression of obstacles can be flexibly adjusted to meet the formal requirements 

for constraint conditions in trajectory planning problems. 

The P-criterion function can be expressed as 
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where rx and ry represent the scale coefficients in the x and y directions; (a, b) represents the center 

position of the graph. When h(ox, oy) = 0, different p values represent different graphical boundaries. 

In this paper, P = 2 and P = 6 are selected to represent the shapes of the obstacles with a circle 

and an approximate rectangle. The relationship between the trajectory points of the AUV and the 

position of the obstacles can be expressed as 
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where i represents the i-th obstacle. The expression of points B, C and D is consistent with Eq 6. Any 

point where h(ox, oy) = 0 is located on the boundary of the obstacle. Accordingly, to achieve obstacle 

avoidance navigation of the AUV, it is necessary to ensure that the trajectory points of the AUV are 

located outside the obstacle, that is, to ensure that h(ox, oy) > 0. 

2.3. Boundary constraints 

In order to reach the target point safely and accurately, the AUV trajectory needs to satisfy the 

control and boundary constraints. The control constraints include the propeller’s thrust and torque 

constraints, which can be expressed as follows: 

 min max min max min max,   ,   .u u u v v v r r rT T T T T T T T T       (7) 

State variable constraints include position, speed, and angle constraints and can be expressed as: 
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Boundary constraints include initial and terminal constraints, which correspond to the initial and 

terminal states of the AUV during navigation as follows: 
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2.4. Optimal control problem 

The trajectory optimization goal of the AUV is to find the trajectory with the optimal values of 

the control variables and satisfy the constraints by setting the objective function. The optimal control 

problem can be described as finding control variables ( ) mu t R  and system state variables ( ) nx t R , 

minimizing performance indicators, and satisfying dynamic, path and boundary constraints. 
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where u represents the control variable of the system, and x represents the state variable; t0 and tf 

represent the initial and final time values, respectively, and can be set as free variables; Φ represents 

the Mayer form of the objective function; L represents the Lagrange form of the objective function; C 

represents the path constraint function; ϕ represents the boundary constraint function. 

In the above formula, the function satisfies the following definition range and value range. 
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3. Motion trajectory planning 

GPM is a collocation method which discretizes state and control variables at a series of Legendre-

Gauss (LG) points. Lagrange polynomials are used for global fitting to approximate the trajectories of 

state and control variables. Therefore, the optimal control problem in continuous space is transformed 

into a non-linear programming problem. 

3.1. Conversion of the optimal control problem 

Since the collocation points of the GPM are all distributed in the region [-1, 1], a time variable τ 

∈ [-1, 1] is introduced to discretize the time t ∈ [t0, tf] of the optimal control problem to [-1, 1]. The 

transformation form is as follows. 
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NLG points and initial time τ₀ = −1 are selected as collocation points. The state and control variables 

are approximated by Lagrange interpolation polynomial and discretized into the following equation. 
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For the integration of the dynamic differential equation on the interval [-1, 1], the following 

equation can be obtained: 
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The state variables in Eq (15) are differentiated as follows: 
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The differential of the Lagrange polynomial at LG points can be determined by off-line 

calculation of differential approximation matrix 
( )1N N

D R
 +

 . 

In the discretization the terminal state is approximated by Gauss integration. 
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where ( )1,2, ,k N  is the LG point, and ( )
1

1
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−
=   is the Gauss weight. 

The dynamic constraints of the optimal control problem are converted into algebraic 

constraints utilizing a differential approximation matrix, and the integral form of the state equation 

is obtained as follows: 
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3.2. Parameter optimization 

Based on the above numerical approximation method, the continuous trajectory optimization 

problem is discretized and transformed into a non-linear programming problem, which can be solved 

by the SQP to obtain an approximate solution of the optimal control problem [28]. 

The selection of initial values is the key to realizing real-time or fast calculation. The quality of 
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initial values directly affects the time of solving optimization problems. Initial values with poor quality 

will increase the calculation cost and result in the optimization problem not undergoing convergence. 

PSO, as a typical artificial intelligence algorithm, has the advantages of easy realization and fast 

convergence and is widely used to solve path planning problems [29]. Compared with the standard 

collocation method, the GPM can obtain higher solution accuracy with fewer nodes and has a faster 

convergence speed [30]. By combining the advantages of the two methods, the efficiency and accuracy 

of solving trajectory optimization problems are improved. 

The PSO aims to search for the best solution by iteration from a group of stochastic solutions. 

During the iteration, the individual learns information from the individual and group extremes and 

constantly updates its speed vi and position xi according to Eqs (20) and (21). 

 
1

1 1 2 2
( ) ( )t t t t t t

i i i i g i
v v c r p x c r p x+ = + − + −  (20) 

 1 1t t t

i i i
x x v+ += +  (21) 

where ω is the inertia weight; c₁ and c₂ are the two learning factors, and r is a random number 

between (0,1); xi
t is the position of the i-th particle at the t-th iteration; vi

t is the velocity of the i-th 

particle at the t-th iteration; pg is the Group optimal value. 

When the PSO is used to solve path planning problems, the objective function is usually the 

shortest path. The penalty functions are set according to the constraints, and the equality and inequality 

constraints are weighted to convert the constrained optimization problems into unconstrained 

optimization problems. The fitness function of PSO includes the objective function and penalty function. 

If the constraints are met, the penalty function is set to 0. The particles are randomly placed in the 

feasible region to search, and the speed and position of the particles are changed by Eqs (20) and (21) 

to find the solution with the lowest fitness function. Finally, the results of path planning are obtained. 

The PSO has a robust global searching ability and fast early convergence, and it is suitable for 

global path planning. However, it ignores the kinematic characteristics of the AUV when solving path 

planning problems, and the result only has position information. The trajectory planning method based 

on the GPM can calculate the optimum value of the state and control variables, including time 

information, by solving the dynamic constraints of the AUV. The information on speed and angular 

velocity can be directly used as the reference command of the control system. However, when solving 

NLP problems converted from the GPM, the SQP algorithm is sensitive to the initial values involved in 

the iterative calculation. The solution process depends on the selection of initial values. Combining the 

speed of the PSO with the accuracy of the GPM, the initial values can be optimized, and the computational 

efficiency of the algorithm can be improved. The PSO is used to pre-plan the path and converge the path 

around the optimal solution to provide initial values reference for the SQP algorithm. The pre-planned 

trajectory is fitted by the cubic spline interpolation so that the initial values are distributed at LG points. 

Fitted trajectory points are used as guessing values to improve the speed of the solution. 

4. Simulation analysis 

Set the navigation area of the AUV to a square two-dimensional plane of 25 m × 25 m, and set 

the start and end points of the AUV to point (0 m, 0 m) and point (25 m, 25 m). The objective function 

J = tf for AUV trajectory optimization is set to minimize navigation time. The state variables and control 
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variables are discretized at 50 LG points. The boundary and constraint values of state variables are 

shown in Table 1, and control variable constraints are shown in Table 2. 

Table 1. State variables constraint values. 

State Variables 
Starting 

Values 

Terminal 

Values 
Minimum Values Maximum Values 

px/m 0 25 0 30 

py/m 0 25 0 30 

ψ/rad π/4 π/4 −π π 

vx(m/s) 0 0 −1 1 

vy(m/s) 0 0 −1 1 

rz(rad/s) 0 0 −π/6 π/6 

Table 2. Control variables constraint values. 

Control Variables Tu Tv Tr 

[min, max] [−53, 74]/N [−53, 74]/N [−53, 74]/(N∙m) 

The obstacle parameters in the navigation environment are shown in Table 3, which contains four 

obstacles. The relevant parameters in the dynamic constraints are shown in Table 4. 

Table 3. Parameters related to dynamic constraints. 

Name Value Name Value Name Value 

uX  -30 kg uX  -70 kg/s |u| uX   -100 kg/m 

vY  -80 kg vY  -100 kg/s |v| vY   -200 kg/m 

rN  -30 kg∙m² rN  -50 kg∙m/s |r| rN   -100 kg/m 

zI  50 kg∙m² m 185 kg   

Table 4. Obstacle parameters. 

Obstacle Center coordinates Length/m Width/m 

1 (5 m,5 m) 2 2 

2 (8 m,13 m) 8 4 

3 (18 m,12 m) 4 8 

4 (20 m,20 m) 2 2 

For the GPM without pre-planned path points, the initial values are selected by the cubic spline 

interpolation between the start point and the end point. The results of trajectory optimization obtained 

by simulation are shown in Figure 3. 
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Figure 3. The diagram of trajectory planning results with the cubic spline interpolation. 

As can be seen from Figure 3, the planned trajectory starts from the starting point (0,0). The AUV 

adjusts its steering angle as it approaches obstacle 1. After bypassing obstacle 1, it navigates in a 

straight line to the vicinity of obstacle 2 and obstacle 3. To avoid collisions, the AUV adjusts its course, 

traversing between obstacle 3 and obstacle 4 and navigating to the destination (25, 25). 

The navigation time of the AUV is 72.742 s, and the calculation time is 92.664 s. The trajectory 

tends to be smooth, and the AUV can avoid collision with obstacles during navigation. The optimal 

trajectory satisfying the path constraints is obtained. The chart below shows the control variables and 

speed curves during the navigation. 

  

(a) (b) 

Figure 4. The diagram of variable values variation with the cubic spline interpolation. (a) 

The curve of change for control variable; (b) The curve of change in navigation speed. 

Figure 4(a) shows the variation curves of control variables Tu, Tv and Tr. It can be seen that Tu, Tv 

and Tr meet the control constraints during the whole navigation. When the AUV passes obstacle 1, the 

torque generated by Tu and Tv causes the AUV to turn, bypass obstacle 1, and continue sailing. During 

the navigation time interval of [35–60 s], due to the path constraints imposed by obstacles on the AUV, 

the control variable Tv changes its size and direction, ensuring that the AUV can safely navigate 

between obstacle 3 and obstacle 4. The trend of AUV speed change is similar to that of the control 

variable Tu. 

For the GPM without pre-planned path points, the initial values are selected by the linear 

interpolation between the start point and the end point. The results of trajectory optimization obtained 

by simulation are shown in Figure 5. 
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Figure 5. The diagram of trajectory planning results with the linear interpolation. 

As can be seen from the trajectory of the AUV in Figure 5, the trajectory meets the requirements 

for obstacle avoidance. However, during navigation, the AUV’s heading angle deviates. When the AUV 

is not close to an obstacle, the heading angle has undergone significant deflection, which is not conducive 

to the safety of the AUV navigation. The navigation time of the AUV is 67.974 s, and the calculation 

time is 144.173 s. The chart below shows the control variables and speed curves during the navigation. 

  

(a) (b) 

Figure 6. The diagram of variable values variation with the linear interpolation. (a) The 

curve of change for control variable; (b) The curve of change in navigation speed. 

Combining the trajectory diagram in Figure 5, it can be concluded that the change in heading angle 

is related to the increase in the control variable values T. In Figure 6, the values of T in the x direction 

and the y direction are similar, and the torque generated by the two drives the AUV to change course. 

As a result, the AUV in Figure 5 significantly deviates from its heading when passing through obstacles. 

In the same simulation environment, the PSO is introduced to pre-plan the navigation path of the 

AUV. The cubic spline interpolation is used to fit the pre-planned path points, and the obtained initial 

values are substituted for the problem of trajectory planning to solve. The results of trajectory 

optimization are shown in Figure 7. 
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Figure 7. The diagram of trajectory planning results with the PSO. 

The trajectory in Figure 7 satisfies the path and boundary constraints. During the voyage, there is 

no collision with obstacles. When the AUV passes obstacle 1, it adjusts the navigation direction to avoid 

collision with the obstacle. In the narrow area between obstacle 3 and obstacle 4, the AUV can also pass 

safely. The navigation time of the AUV is 63.507 s, and the simulation calculation time is 16.377 s. The 

calculation time of pre-planned path points using the PSO is 12.764 s, and the solution time after 

substituting pre-planned path points as initial values into the SQP is 3.613 s. After the PSO is used for 

pre-planning, the changes in control and state variables of the AUV are shown in Figure 8. 

  

(a) (b) 

Figure 8. The diagram of variable values variation with PSO. (a) The control variables 

curve after pre-planning; (b) The speed curve after pre-planning. 

In Figure 8(a), Tu drives the AUV within the restraint range with the upper thrust limit. The control 

variables Tu, Tv and Tr meet the restraint requirements. During the navigation, the fluctuation of the 

control variable Tu is relatively small, whereas the fluctuation of Tv is relatively large. The torque 

generated by Tu and Tv causes the AUV’s navigation direction to change. 

In the above scenarios, the simulation environment is the same, and the shortest navigation time 

is the objective function of the trajectory optimization problem. The optimal control problem is 

transformed into a NLP problem by the GPM, and the optimal trajectory can be obtained quickly. The 

simulation results show that the optimal solution for trajectory optimization can be obtained by the 

GPM, and the results of trajectory planning satisfy the path constraints. At the same time, the AUV 
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meets the requirements for obstacle avoidance during navigation. 

 

Figure 9. Comparison diagram of simulation time and navigation time. 

Comparing the calculation times of three scenarios, it can be seen that when the PSO is used for 

pre-planning, a collision-free path can be quickly planned in 13 s. The pre-planned path points are 

fitted and assigned to the GPM as the initial values. The pre-planned trajectory is located near the optimal 

solution, which reduces the amount of global calculation and significantly improves the calculation speed. 

In Figure 9, it can be seen that the shortest sailing time is the PSO, and the shortest simulation calculation 

time is the PSO. After pre planning of the PSO algorithm, the SQP has significantly less time to solve 

trajectory optimization problems. Compared to the linear method and the spline method, the calculation 

efficiency by using the PSO pre-planning method is improved by 82.3 and 88.6%. 

 

Figure 10. Comparison diagram of thrust accumulation values. 

The thrust accumulation values reflect the demand for control during AUV navigation, which to 

some extent determines the AUV’s navigation distance. In Figure 10, the thrust accumulation value of 

the PSO is the largest, and the thrust accumulation value of the spline is the smallest. Therefore, it is 

judged that the output of the PSO method control variables needs to be adjusted while the calculation 

time is optimized in order to achieve the goal of control optimization. 
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5. Conclusions 

This paper takes AUV trajectory optimization as the research background and proposes the PSO 

method for path pre-planning to solve the initial value dependence problem of the SQP. The pre-

planned path points are used as the initial values of the SQP. The combination of the PSO global search 

speed and the accuracy of the GPM can improve the optimum of trajectory planning. The simulation 

results show that the method of combining PSO and GPM reduces the calculation cost and can quickly 

calculate the convergent solution of the trajectory optimization problem which provides a reference 

for online real-time trajectory planning. The pre-planning of the PSO reduces the initial value 

dependency of the SQP algorithm in solving NLP problems, and it improves computational efficiency 

by 82.3 and 88.6% compared to the linear interpolation and the cubic spline interpolation. 

The existing research results in this paper are limited to known feasible areas and the location of 

obstacles, and only representative obstacle models have been selected. The simulation results show 

that the solution results of the proposed method meet the requirements for safe navigation of the AUV. 

However, the selection method of LG points is relatively traditional, and the accuracy and local 

convergence of the solution needs to be improved. In [31], by replacing the common one-to-one 

collision-avoidance with the constructed within-SDC constraints, an optimal control problem whose 

scale is totally independent of the number of obstacles could be formulated. In [32], combined with 

the hp method based on the residual error of dynamic constraints, adjusting the number of collocation 

points and subintervals can improve convergence speed and computational efficiency. In future 

research, multiple obstacles and multiple types of obstacle models should be considered, and the 

accuracy of trajectory planning problems can be improved by refining the mesh. 
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Supplementary 

Nomenclatures 

px The position of AUV in the x direction 

py The position of AUV in the y direction 

ψ The direction angle of the AUV 

vx The velocity of AUV in the x direction 

vy The velocity of AUV in the y direction 

rz The angular velocity of the AUV 

Tu Thrust of propeller in the x direction 

Tv Thrust of propeller in the y direction 

Tr Torque generated by thrust 

m Mass of the AUV 

Iz The moment of inertia 

uX  Additional mass coefficient in the u direction 

uX  Linear resistance coefficient in the u direction 

X|u|∙u Secondary resistance coefficient in the u direction 

vY  Additional mass coefficient in the v direction 

vY  Linear resistance coefficient in the v direction 

Y|v|∙v Secondary resistance coefficient in the v direction 

rN  Additional rotational inertia in r direction 

rN  Linear resistance coefficient in the r direction 

N|r|∙r Secondary resistance coefficient in the r direction 

R(x, y) The center of gravity of the AUV 

l1 The distance from the center of gravity to the head of the AUV 

l2 The distance from the center of gravity to the tail of the AUV 

d The width of AUV 

rx The scale coefficients in the x direction 

ry The scale coefficients in the y direction 

(a, b) The center position of the graph 

x(t) The state variable 

u(t) The control variable 

Φ The Mayer form of the objective function 

L The Lagrange form of the objective function 

C The path constraint function 

ϕ The boundary constraint function 

τ The time variable 

t0 The Initial time 

tf The terminal time 

Li(τ) The interpolation basis function 

D The differential approximation matrix 

ωk The Gauss weight 

xi
t The position of the i-th particle at the t-th iteration 

Continue to next page 
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Nomenclatures 

vi
t The velocity of the i-th particle at the t-th iteration 

c₁ The learning factor 

c₂ The learning factor 

ω The inertia weight 

r A random number between (0,1) 

pg The Group optimal value 
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