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Abstract: How to improve the robustness to resist attacks and how to adaptively match the key 

parameters of the watermarking algorithm with the performance requirements to achieve the best 

performance in different applications are two hot issues in the research of audio watermarking 

algorithms. An adaptive and blind audio watermarking algorithm based on dither modulation and 

butterfly optimization algorithm (BOA) is proposed. Based on the convolution operation, a stable 

feature is designed to carry the watermark, which will improve the robustness by means of the 

stability of this feature to prevent the watermark loss. Blind extraction will be achieved only by 

comparing the feature value and the quantized value without the original audio. The BOA is used to 

optimize the key parameters of the algorithm which can be matched with the performance 

requirements by coding the population and constructing the fitness function. Experimental results 

confirm that this proposed algorithm can adaptively search for the optimal key parameters that match 

the performance requirements. Compared with other related algorithms in recent years, it exhibits 

strong robustness against various signal processing attacks and synchronization attacks. 
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1. Introduction  

1.1. Related work 

In the past two decades, digital watermarking technology has played an increasingly important 

role in the field of information security. By embedding specific watermarks into digital works such 

as images [1,2], audio [3,4] or video [5], it can achieve the purposes of copyright tracking, integrity 

protection, content authentication, medical security and so on. 

With the wide application of audio on the Internet, people are paying more and more attention 

to the copyright protection of audio, which attracts many scholars to research audio watermarking 

technology. Salah et al. [6] presented an audio watermarking algorithm by using a discrete Fourier 

transform, which has high transparency but poor robustness. Bhat et al. [7] proposed an audio 

watermarking algorithm based on a discrete cosine transform (DCT). The algorithm used singular 

value decomposition to achieve blind watermark extraction, and it had strong robustness to some 

signal processing operations, but its payload capacity was low. Hu and Hsu [8] proposed a sufficient 

audio watermarking algorithm in the discrete wavelet transform domain by applying the spectrum 

shaping technology into vector modulation. Authors claimed the payload capacity reached 818.26 

bits per second (bps). Hwang et al. [9] designed an audio watermarking algorithm with singular 

value decomposition and quantization index modulation in order to reach blind extraction. This 

algorithm applied singular value decomposition on the stereo signal to achieve strong robustness 

against amplitude scaling, MP3 compression and resampling, but its transparency was low. Merrad [10] 

developed a robust audio watermarking algorithm based on the strong correlation between two 

continuous samples in a hybrid domain that consisted of a discrete wavelet transform and DCT. With 

the increasingly widespread application of audio watermarking algorithms, people have put forward 

higher and higher requirements for the performance of the algorithm. How to resist malicious attacks 

on audio has always been a challenging issue in the research of audio watermarking algorithms. 

Yamni et al. [11] proposed a blind and robust audio watermarking algorithm by combining the 

discrete Tchebichef moment transform, the chaotic system of the mixed linear–nonlinear coupled 

map lattices and a discrete wavelet transform. This algorithm achieved good results in terms of 

robustness and payload capacity, but no experimental results against synchronous attacks were found. 

A robust and blind audio watermarking scheme based on the dual tree complex wavelet transform 

and the fractional Charlier moment transform was proposed in paper [12]. It also obtained high 

imperceptibility and robustness against most common audio processing operations. Synchronous 

attacks may seriously destroy the structure of audio data in the embedding process, which will make 

the extracting algorithm unable to accurately search the location of a watermark in the carried audio [13,14]. 

Therefore, how to resist synchronization attacks is the bottleneck in improving the robustness of 

algorithms [15]. A robust audio watermarking algorithm for overcoming synchronous attacks was 

proposed in paper [16]. This algorithm took the audio frame sequence number as a global feature to 

carry the watermark, and it could resist partial synchronization attacks. Hu et al. [17] explored the 

distributive feature of the approximate coefficients to develop an audio watermarking algorithm with 

a self-synchronization mechanism in a discrete wavelet transform. This algorithm reconstructed and 

reshaped the wavelet coefficients for tracking the locations of the watermark. It had strong 

robustness to attacks, but its transparency only was a low level. An audio watermarking algorithm for 

resisting during de-synchronization and recapturing attacks was developed in a previous paper [18]. 
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In this algorithm, the logarithmic mean feature was constructed to design the embedding and 

extracting algorithm according to the residuals of the two sets of features. He et al. [19] proposed a 

novel audio watermarking by embedding watermarks into the frequency domain power spectrum 

feature to resist recapturing attacks. From the analysis of the above literatures, it can be seen that 

embedding a watermark on some stable features can effectively improve the robustness of the 

algorithm. The main reason is that these features will not change much due to the stable performance 

when the audio is attacked, so the embedded watermark will not be easily lost.  

The performance of an audio watermarking algorithm is not only related to the embedding and 

extracting rules, but it is also related to the setting of algorithm parameters, so how to choose the 

parameters in the application is particularly important. When different applications put forward new 

requirements for payload capacity, transparency and robustness, the watermarking algorithm usually 

cannot accurately adjust its parameters to meet these performance requirements. Nowadays, 

parameters of most audio watermarking algorithms are chosen by the users according to their 

experience in application, or are adjusted by the designers according to the performance achieved by 

the algorithm in experiments. These methods lack an effective parameter adjustment mechanism and 

cannot effectively stimulate the performance of the algorithm. Robustness, transparency, and payload 

capacity are three important indicators of audio watermarking algorithms, and these indicators are 

determined by multiple algorithm parameters. Therefore, how to set these parameters so that all three 

indicators can meet performance requirements is a multi-parameter and multi-objective 

combinatorial optimization problem. 

In order to solve the above problems, some scholars have used meta-heuristic algorithms to 

optimize the parameters of watermarking algorithms. Meta-heuristic algorithms are self-organized 

and decentralized algorithms used for solving complex problems using team intelligence [20]. Wu et al. [21] 

proposed an audio watermarking algorithm based on a genetic algorithm for parameter optimization. 

This algorithm had high transparency and a large payload capacity, but it was not robust against 

attacks due to the lack of a synchronization mechanism. Kaur et al. [22] also proposed an audio 

watermarking method with a genetic algorithm which was used to find the optimal number of audio 

samples needed to conceal the watermark. Some scholars have attempted to apply sine and cosine 

algorithms to the design of image watermarking algorithms [23,24]. With the deepening of the 

research on watermarking technology, more and more watermarking algorithms based on 

meta-heuristic algorithms were explored. They all play a positive role in improving the performance 

of watermarking algorithms, but there are still many problems to be solved in the practical 

application. 

1.2. Contributions 

Based on the above analysis, weak robustness and a multi-parameter optimization problem are 

still urgent issues in the current research and application of audio watermarking algorithms. In our 

research, an adaptive and blind audio watermarking algorithm based on dither modulation and a 

BOA is proposed. The main contributions are as follows. 

1) We propose a robust and blind audio watermarking algorithm based on convolution and 

dither modulation. A stable feature is designed using convolution operations, and dither modulation 

is performed on this feature to design embedding and extracting algorithms. The stability of this 

feature improves the robustness of the algorithm to prevent watermark loss. The algorithm has the 
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capability of blind extraction, and the watermark can be extracted only by comparing the feature 

value and quantized value, which will be very convenient for the algorithm to be applied in practice.  

2) We propose a method for setting the parameters to solve the multi-parameter and 

multi-objective problem of audio watermarking algorithms, which can adaptively adjust the 

algorithm parameters with the performance requirements. The BOA is used to optimize the key 

parameters of the algorithm which can be adaptively matched for the performance requirements by 

coding the population and constructing the fitness function. In the case of meeting the performance 

requirements of transparency and payload capacity, the fitness function of the BOA is constructed by 

the total bit error ratio (BER), which is a comprehensive evaluation of the watermark extracted from 

the carried audio after it has been subjected to multiple malicious attacks. Through global search and 

local search, the population is continuously optimized to search for the global optimal butterflies, so 

as to improve the robustness under specific performance requirements. 

2. Audio watermarking algorithm based on dither modulation 

In this section, the embedding and extracting principle of the proposed algorithm will be 

described in detail. A feature which is closely linked to the change of the intermediate frequency 

coefficient is designed by convolving the low frequency coefficient and the intermediate frequency 

coefficient. When embedding the watermark, the feature will be quantized by dither modulation, and 

the direction of dither modulation is controlled by the value of a binary watermark. When extracting 

the watermark, the feature will be calculated and uniformly quantized, and the binary watermark will 

be obtained by comparing the feature value and the quantized value.  

2.1. Principle of the embedding algorithm 

Based on the energy concentration characteristics of the DCT and the bidirectional quantization 

characteristics of dither modulation [25,26], a feature is explored to carry the watermark in the DCT 

domain, and then the binary watermark can be embedded into the audio by modifying the feature 

with dither modulation.  

The original audio with 𝑁 sample-points can be supposed as 𝑥(𝑛) (1 ≤ 𝑛 ≤ 𝑁). The binary 

watermark 𝑊 that will be embedded into the audio can be expressed as the formula (1). 

 𝑊 = {𝑤in(𝑙,𝑚), 1 ≤ 𝑙 ≤ 𝐿1, 1 ≤ 𝑚 ≤ 𝐿2}                     (1) 

where 𝑤in(𝑙, 𝑚) ∈ {0,1} . Divide 𝑥(𝑛)  into 𝐿1  audio fragments, and use the synchronization 

mechanism proposed in a previous paper [27] to select the voiced frame with the highest energy 

 𝑥𝑙(𝑛0)  ( 1 ≤ 𝑛0 ≤ 𝑁1 ) with 𝑁1  sample-points from each audio fragment to carry the 

watermark. 𝑥𝑙(𝑛0) will be processed by the DCT using the formulas (2) and (3). 

      𝑋𝑙(0) = √
1

𝑁1
∑ 𝑥𝑙

𝑁1
𝑛0=0 (𝑛0), 𝑘 = 0 (2) 

  𝑋𝑙(𝑘) = √
2

𝑁1
∑ 𝑥𝑙

𝑁1
𝑛0=0 (𝑛0)𝑐𝑜𝑠

(2𝑛0+1)𝑘𝜋

2𝑁1
, 𝑘 ≠ 0 (3) 

where  𝑋𝑙(0) is the component with a frequency of 0 Hz, and 𝑋𝑙(𝑘) is the harmonic component 

with 𝑓𝑘 Hz. 𝑓𝑘 is the frequency of each harmonic component, calculated by using the formula (4), 
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and 𝑓𝑠 is the sampling-rate.  

         𝑓𝑘 =
𝑘𝑓𝑠

2𝑁1
            (𝑘 ≠ 0)      (4) 

Assumed that 𝑋𝑙0(𝑘)  and 𝑋𝑙𝑚(𝑘)  respectively represent the low frequency-band and 

intermediate frequency-band containing 𝑁2 spectral lines from 𝑋𝑙(𝑘). 𝑟0 and 𝑟1 are the positions 

of the first spectral line of 𝑋𝑙0(𝑘) and 𝑋𝑙1(𝑘) in 𝑋𝑙(𝑘). The watermark is embedded into audio 

fragments by modifying 𝑋𝑙𝑚(𝑘), and the carried frequency-band 𝑋𝑙𝑚
′ (𝑘) which carries the 𝐿2 bit 

watermark can be represented by the formula (5), where 𝜌𝑚 is a constant, indicating the change 

proportion of the intermediate frequency coefficients 𝑋𝑙𝑚(𝑘). 

         𝑋𝑙𝑚
′ (𝑘) = 𝜌𝑚𝑋𝑙𝑚(𝑘)                              (5) 

The feature 𝐶𝐹𝑙𝑚  shown in the formula (6) can be used to represent the change of the 

intermediate frequency-band relative to the low frequency-band. 

      𝐶𝐹𝑙𝑚 =

𝑋𝑙0(𝑘) 𝑋𝑙𝑚(𝑘)
2𝑁2−1

⁄

|𝑋𝑙0(𝑘)|2
𝑁2

⁄
                         (6) 

where   represents the convolution operation on 𝑋𝑙0(𝑘) and 𝑋𝑙𝑚(𝑘). The numerator of this 

formula refers to the average value of the convolution result, and the denominator means the average 

value of the square of the magnitude of 𝑋𝑙0(𝑘). Quantize 𝐶𝐹𝑙𝑚 at an equal interval 𝛿, and the 

quantized value 𝐶𝐹𝑄𝑙𝑚 can be shown in the formula (7). 

𝐶𝐹𝑄𝑙𝑚 = 𝑟𝑜𝑢𝑛𝑑(
𝐶𝐹𝑙𝑚  

δ
)                                 (7) 

𝑟𝑜𝑢𝑛𝑑( ) means that the data point in the brackets is equal to its nearest integer. Modulate 

𝑤in(𝑙,𝑚) into a bipolar bitstream 𝑤(𝑙,𝑚) according to the formula (8). 

  𝑤(𝑙,𝑚) = {
1 𝑤in(𝑙, 𝑚) = 1

−1 𝑤in(𝑙, 𝑚) = 0
                             (8) 

The embedding rule for embedding 𝐿2 bits watermark into 𝑥𝑙(𝑛0) can be expressed as the 

formula (9). 

𝐶𝐹𝑙𝑚
′ = 𝛿𝐶𝐹𝑄𝑙𝑚 +

𝛿𝑤(𝑙,𝑚)

4
                               (9) 

According to the formulas (5) and (6), the carried feature 𝐶𝐹𝑙𝑚
′  can also be showed in the 

formula (10). 

𝐶𝐹𝑙𝑚
′ =

𝑋𝑙0(𝑘) 𝑋𝑙𝑚
′ (𝑘)

2𝑁2−1
⁄

|𝑋𝑙0(𝑘)|2
𝑁2

⁄
 = 𝜌𝑚𝐶𝐹𝑙𝑚                         (10) 

It can be seen that 𝐶𝐹𝑙𝑚 changes in equal proportion similar to the change of 𝑋𝑙𝑚(𝑘), so 

𝑋𝑙𝑚(𝑘) can be changed by modifying 𝐶𝐹𝑙𝑚 in order to embed 𝐿2 bits watermark into the audio 

fragment 𝑥𝑙(𝑛). The change proportion 𝜌𝑚 can be expressed as the formula (11). 
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𝜌𝑚 =
𝐶𝐹𝑙𝑚

′

𝐶𝐹𝑙𝑚
=

𝑋𝑙𝑚
′ (𝑘)

𝑋𝑙𝑚(𝑘)
  =

δ𝐶𝐹𝑄𝑙𝑚+
δ𝑤′(𝑙,𝑚)

4

𝑁2
2𝑁2−1

𝑋𝑙0(𝑘) 𝑋𝑙𝑚(𝑘)

|𝑋𝑙0(𝑘)|
2

                     (11) 
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Figure 1. Flow diagram of the embedding algorithm. 

Therefore, watermarks can be concealed into an audio fragment by modifying the intermediate 

frequency-band coefficients 𝑋𝑙𝑚(𝑘), and the change proportion 𝜌𝑚 can be calculated according to 

the formula (11).  
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Figure 1 shows the flow diagram of the embedding algorithm, and the embedding steps can be 

described as follows in detail.  

Step 1: Convert the watermark into a binary-string 𝑤in(𝑙,𝑚) and modulate it to obtain a bipolar 

bit-stream 𝑤(𝑙,𝑚). 

Step 2: Divide 𝑥(𝑛) into 𝐿1 fragments to obtain  𝑥𝑙(𝑛0). 

Step 3: Apply a DCT to  𝑥𝑙(𝑛0) to obtain the DCT coefficients 𝑋𝑙(𝑘). 

Step 4: Select 𝑋𝑙0(𝑘) and 𝑋𝑙𝑚(𝑘) from 𝑋𝑙(𝑘). 

Step 5: Calculate 𝐶𝐹𝑙𝑚 according to the formulas (6). 

Step 6: Quantize 𝐶𝐹𝑙𝑚 to get 𝐶𝐹𝑄𝑙𝑚 according to the formulas (7).  

Step 7: Embed 𝐿2 bits watermark into 𝑥𝑙(𝑛0), and get the carried feature 𝐶𝐹𝑙𝑚
′  according to 

the formulas (9). 

Step 8: Calculate 𝜌𝑚 according to the formulas (11). 

Step 9: Calculate the carried frequency-band 𝑋𝑙𝑚
′ (𝑘)according to the formulas (5), and 

Substitute 𝑋𝑙𝑚(𝑘) to obtain the carried spectrum 𝑋𝑙
′(𝑘).  

Step10: Obtain the carried audio fragment 𝑥𝑙
′(𝑛0) by applying an inverse DCT to 𝑋𝑙

′(𝑘). 

Step 11: Repeat step 3 to step 10 until all bits of the watermark are concealed into the audio. 

Step 12: Reconstruct all 𝑥𝑙
′(𝑛0) to obtain the carried audio 𝑥′(𝑛). 

2.2. Principle of the extracting algorithm 

According to the embedding principle described in Section 2.1, the binary watermark can be 

concealed into the audio by applying dither modulation to the feature. In the extracting process, the 

feature will also be quantized at the same interval as the embedding process, and then the binary 

watermark can be extracted without the original audio by comparing the feature value with the 

quantized value.  

Divide the carried audio 𝑥′(𝑛) to get 𝐿1 audio fragments 𝑥𝑙
′(𝑛0) which will be applied in the 

DCT to obtain 𝑋𝑙
′(𝑘). Calculate 𝐶𝐹𝑙𝑚

′  with the formula (6), and quantize 𝐶𝐹𝑙𝑚
′  at 𝛿 to obtain 

𝐶𝐹𝑄𝑙𝑚
′  with the formula (7). The quantized value 𝐶𝐹𝑙𝑚

′′  can be calculated with the formula (12).  

𝐶𝐹𝑙𝑚
′′ = δ𝐶𝐹𝑄𝑙𝑚

′                                (12) 

The extracting rule for obtaining 𝐿2 bits watermark 𝑤out(𝑙,𝑚) from 𝑥𝑙
′(𝑛0) can be expressed 

as the formula (13). 

𝑤out(𝑙, 𝑚) = {
1 𝐶𝐹𝑙𝑚

′′ ≤ 𝐶𝐹𝑙𝑚
′

0 𝐶𝐹𝑙𝑚
′′ > 𝐶𝐹𝑙𝑚

′                                (13) 

Figure 2 shows the flow diagram of the extracting algorithm, and the extracting steps can be 

described as follows in detail. 

Step 1: Divide the carried audio 𝑥′(𝑛) into 𝐿1 audio fragments to obtain 𝑥𝑙
′(𝑛0).  

Step 2: Apply a DCT to 𝑥𝑙
′(𝑛0) to obtain the DCT coefficients 𝑋𝑙

′(𝑘). 

Step 3: Select 𝑋𝑙0
′ (𝑘) and 𝑋𝑙𝑚

′ (𝑘) from 𝑋𝑙
′(𝑘). 

Step 4: Calculate 𝐶𝐹𝑙𝑚
′  with the formulas (6). 

Step 5: Quantize 𝐶𝐹𝑙𝑚
′ to get 𝐶𝐹𝑄𝑙𝑚

′  with the formulas (7).  

Step 6: Calculate 𝐶𝐹𝑙𝑚
′′  with the formula (12). 

Step 7: Extract the 𝐿2 bits watermark from 𝑥𝑙
′(𝑛0) with the formula (13). 

Step 8: Repeat step 2 to step 7 until all bits of the watermark are extracted. 
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Figure 2. Flow diagram of the extracting algorithm. 

3. Parameters optimization based on BOA 

In order to stimulate the performance in different applications, the parameters of the algorithm 

must be set adaptively to meet the different performance requirements. The BOA is a new 

nature-inspired optimization algorithm developed in 2019. It can be used to solve the global 

optimization problem by imitating the food-searching and mating behavior of butterflies, and it has 

the advantages of fast convergence and strong searching ability [28]. There are four important key 

parameters (𝑟0, 𝑟1, 𝑁2, δ ) in the proposed algorithm, which have a significant impact on the overall 

performance of the algorithm.  

It is assumed that the initial population POP has 𝑀 butterflies, and the position of each 

butterfly consists of four key parameters, as shown in the formula (14). 
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POP =

[
 
 
 
 
𝐵1

⋮
𝐵𝑖

⋮
𝐵𝑀]

 
 
 
 

=

[
 
 
 
 

𝑟01 𝑟11 𝑁21

⋮ ⋮ ⋮
𝑟0𝑖 𝑟1𝑖 𝑁2𝑖

⋮ ⋮ ⋮
𝑟0𝑀 𝑟1𝑀 𝑁2𝑀

 

δ1

⋮
δ𝑖

⋮
δ𝑀]

 
 
 
 

                             (14) 

where 𝐵𝑖 = (𝑟0𝑖  𝑟1𝑖  𝑁2𝑖  δ𝑖  ) (1 ≤ 𝑖 ≤ 𝑀) represents the 𝑖th butterfly, and 𝑟0𝑖, 𝑟1𝑖, 𝑁2𝑖, δ𝑖  mean 

that they take random values on their respective ranges [Min(𝑟0),Max(𝑟0)], [Min(𝑟1),Max(𝑟1)], 

[Min(𝑁2 ),Max(𝑁2 )] and [Min(δ ),Max(δ )]. Min(  ) and Max( )  represent the minimum and 

maximum values of the variables in brackets respectively. Each butterfly emits a certain intensity of 

fragrance 𝑓𝑖, which can be expressed in the formula (15). 

𝑓𝑖 = 𝑐𝐼𝑖
∝                                      (15) 

where 𝑐 is the perceptual form, ∝ is the power index, and 𝐼 is the stimulus factor. Normally, 𝑐 

and ∝ are constants, and 𝐼𝑖 is related to the fitness function of this butterfly. Fitness function 𝐹𝑖𝑡𝑖 

comprehensively considers three indicators, including payload capability, transparency and 

robustness under various attacks in the proposed algorithm, as shown in the formula (16). 

𝐹𝑖𝑡𝑖 =
1

𝐼𝑖
= ∑ 𝑎𝑗

𝐴
𝑗=1 𝐵𝐸𝑅𝑗 , 1 ≤ 𝑗 ≤ 𝐴                       (16) 

The boundary conditions of the above formula are 𝑆𝑁𝑅 > 𝑆𝑁𝑅0 and 𝐶𝑎𝑝 > 𝐶𝑎𝑝0, where 

S𝑁𝑅 is the signal-to-noise ratio (SNR), as expressed as the formula (17). 𝐶𝑎𝑝 is the payload 

capacity of this algorithm. 𝑆𝑁𝑅0 and 𝐶𝑎𝑝0  respectively indicate the thresholds of transparency 

and payload capacity that need to be provided. 𝐴 indicates the total number of attacks, and 𝐵𝐸𝑅𝑗 

means the BER of the extracted watermark after applying the 𝑗th attack on the carried audio, as 

expressed in the formula (18). 𝑎𝑗 indicates the importance of the 𝑗th attack in total attack types, and 

∑ 𝑎𝑗
𝐴
𝑗=1 = 1. 

𝑆𝑁𝑅 = 10lg (
∑ 𝑥2(𝑛)𝑁

𝑛=1

∑ (𝑥′(𝑛)−𝑥(𝑛))2𝑁
𝑛=1

)                            (17) 

𝐵𝐸𝑅 =
∑ ∑ win(𝑙,𝑚) 𝑤out(𝑙,𝑚)

𝐿2
𝑚=1

𝐿1
𝑙=1

𝐿1𝐿2
× 100%                      (18) 

A butterfly can conduct a random local search near its self-position, or they can move towards 

the butterfly with the highest fragrance value and conduct a global search. Assume that there is a 

switch probability 𝑝. When there is a need to update the position of the butterfly 𝐵𝑖
𝑡 in the 𝑡th 

iteration, a random number 𝑟 is generated. If 𝑟 ≤ 𝑝, then the butterfly performs a local search, and 

its new position 𝐵𝑖
𝑡+1 will be updated according to the formula (19). 

𝐵𝑖
𝑡+1 = 𝐵𝑖

𝑡 + (𝑟2 × 𝐵𝑖0
𝑡 − 𝐵𝑖1

𝑡 ) × 𝑓𝑖 , 1 ≤ 𝑖0, 𝑖1 ≤ 𝑀                   (19) 

where 𝐵𝑖0
𝑡  and 𝐵𝑖1

𝑡  represent the positions of the 𝑖0
th butterfly and the 𝑖1

th butterfly in the 𝑡th 
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iteration. Else, the butterfly will perform a global search, and its new position 𝐵𝑖
𝑡+1 will be updated 

according to the formula (20). 

𝐵𝑖
𝑡+1 = 𝐵𝑖

𝑡 + (𝑟2 × 𝑔∗ − 𝐵𝑖
𝑡) × 𝑓𝑖                            (20) 

where 𝑔∗ represents the position of the best butterfly with the highest fragrance value in the 𝑡th 

iteration. The optimization process can be described as follows in detail.  

Step 1: Initialize the population and parameters. Set the perceptual form 𝑐, the power index ∝, 

the switch probability 𝑝, the population size 𝑀, the maximum number of iterations MaxG, 𝑆𝑁𝑅0 

and 𝐶𝑎𝑝0, and then produce an initial population POP0.  

Step 2: Put four parameters from each butterfly into the embedding algorithm in order to get the 

carried audio, and then calculate SNR with the formula (17). 

Step 3: Select all qualified butterflies with performance that meets the boundary conditions, and 

run the embedding algorithm to get the carried audio. 

Step 4: Perform attack. Apply malicious attacks to the carried audio respectively, and then carry 

out the extracting algorithm to calculate 𝐵𝐸𝑅𝑗 with the formula (18). 

Step 5: Calculate 𝐹𝑖𝑡𝑖  with the formula (16) to obtain the best butterfly in the current 

population.  

Step 6: Calculate 𝑓𝑖 of each butterfly with the formula (15).  

Step 7: Generate 𝑟 and compare it with 𝑝. If 𝑟 ≤ 𝑝, update the position according to the 

formula (19); else, update the position with the formula (20). 

Step 8: Repeat Step 2 to Step 7 until the maximum number of iterations reaches MaxG or the 

same global best butterfly occurs in five consecutive iterations. 

4. Performance evaluation 

This section will evaluate the performance of the proposed algorithm in terms of payload 

capacity, transparency, robustness and complexity. Transparency is measured using the SNR and the 

object difference grade (ODG) which is the key output of the perceptual evaluation of audio quality. 

In addition, the transparency can be evaluated by observing the audio changes before and after 

embedding the watermark from the waveform and spectrogram. Robustness can be evaluated with 

the BER, normalized correlation (NC) which can be expressed as the formula (21) and structural 

similarity (SSIM) proposed by the laboratory for image and video engineering of the university of 

Texas at Austin to reflect the similarity between the extracted watermark and the original watermark. 

If the extracted watermark is very similar to the original watermark, NC and SSIM all will be very 

close to 1, which indicates that the robustness is strong. Complexity can be measured by the elapsed 

time consumed by the embedding algorithm and the extracting algorithm. 

      𝑁𝐶 =
∑ ∑ win(𝑙,𝑚)wout(𝑙,𝑚)

𝐿2
𝑚=1

𝐿1
𝑙=1

√∑ ∑ win(𝑙,𝑚)2 ∑ ∑ wout(𝑙,𝑚)2
𝐿2
𝑚=1

𝐿1
𝑙=1

𝐿2
𝑚=1

𝐿1
𝑙=1

   (21) 

Here, we will list the experimental parameters and conditions in our test: 1) Algorithm 

parameters:  𝑀 = 50 ,  𝑐 = 0.1  ,  ∝= 0.1  , 𝑝 = 0.8  , MaxG = 500 ,  𝑁1 = 4096 ,𝑎𝑗 = 0.1 , (𝑗 =

1,2, … 10), Min(𝑟0) = 1, Max(𝑟0) = 100, Min(𝑟1)=100,Max(𝑟1) = 1000, Min(𝑁2) = 1, Max(𝑁2) = 20, 

Min(δ) = 0, Max(δ) = 2; 2) Twenty 64-second audio signals which come from the TIMIT standard 

database including popular and symphony music were tested, and they were formatted by WAV, 
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sampled at 44,100 Hz and quantized at 16 bits; 3)There were two groups of experiments according to 

the different watermarks. The first watermark was a binary image shown as Figure 3(a) with the size 

of 43 × 64, 𝐶𝑎𝑝0 = 40 𝑏𝑝𝑠, and 𝑆𝑁𝑅0 = 27 𝑑𝐵; The second watermark is shown as Figure 3(b) 

with the size of 86 × 64, 𝐶𝑎𝑝0 = 80 𝑏𝑝𝑠  and 𝑆𝑁𝑅0 = 26 𝑑𝐵 ; 4) Computer system: 64-bit 

Microsoft Windows 10; 5) Programming language: Matlab 2016R. 

                               

(a)                                     (b) 

Figure 3. Two watermarks: (a) The first image with 43 × 64; (b) The second image with 86 × 64. 

4.1. Capacity and transparency 

Payload capacity refers to the bit number of the watermark that can be contained in audio per 

second. In our study, the payload capacity is related to the size of the watermark and the duration 𝑇 

of the audio, so it can be calculated by the formula (22). The duration 𝑇 of the audio was about 64 

seconds, and the size of the first watermark was 43 × 64 bits, so the pay-load capacity in the first 

group was 43 bps. Similarly, the payload capacity in the second group was 86 bps.  

    𝐶𝑎𝑝 =
𝐿1𝐿2

𝑇
                                               (22)  

The average experimental results for the SNR (dB), ODG, BER (%), NC, SSIM and Cap (bps) 

are listed in Table 1. “Yes” in Table 1 indicates the watermarking algorithm with the BOA. “No” 

indicates the watermarking algorithm without the BOA, and its key parameters (𝑟0, 𝑟1, 𝑁2, δ ) were 

set as (20,600,5,0.4). 

Table 1. Average results under no attack. 

Item 1st group 2nd group Paper [9] Paper [13] Paper [17] Paper [21] 

 Yes No Yes No     

SNR 27 24 26 23 25 31 19 26 

ODG −0.75 −0.85 −1.02 −0.98 −0.81 −0.08 −3.24 −1.18 

BER 0.00 0.12 0.05 0.16 0.06 0.00 0.00 0.00 

NC 1 0.98 0.99 0.98 0.99 0 1 0 

SSIM 1 1 1 1 1 1 1 1 

Cap 43 43 86 86 43 43 86 86 

According to the standards of the international federation of the phonographic industry (IFPI) 

for audio watermarking algorithms, the SNR should be more than 20 dB and payload capacity should 

be greater than 20 bps. It can be seen from the data of two groups in Table 1 that the average SNR 

values with the BOA were 27 dB and 26 dB, while the average SNR values without the BOA were 24 
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dB and 23 dB, which indicates that the proposed algorithm meets the standards of the IFPI in terms 

of transparency and payload capacity, and the proposed algorithm achieved good transparency under 

the payload capacities of 43 bps and 86 bps. Compared with other algorithms with the same payload 

capacity, the transparency of this proposed algorithm was the same as that of the algorithms in a 

previous study [21], far superior to the algorithm in [9] and [17], but inferior to the algorithm in [13]. 

 

(a) 

 

(b) 

 

(c) 

Figure 4. Waveform comparison. (a) Original audio. (b) Carried audio with the first 

watermark. (c) Carried audio with the second watermark. 
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(a) 

 

(b) 

 

(c) 

Figure 5. Spectrogram comparison. (a) original audio. (b) Carried audio with the first 

watermark. (c) Carried audio with the second watermark. 

Figure 4 shows the waveform comparison of the original audio and the carried audio 

respectively. In order to display the details of the audio more clearly, only a 5-second audio clip is 

shown here. Their spectrograms under different payload capacities are shown in Figure 5. It can be 

seen that the waveforms and spectrograms of the original audio and the carried audio with different 

watermarks all have no visible changes, which also indicates that the transparency of this algorithm 

is high. The main reasons are as follows. Firstly, the watermark is only embedded in the intermediate 

frequency coefficients, and the location of the watermark can be adjusted by optimizing the key 

parameters. Second, the algorithm only modifies the DCT coefficient by dither modulation, so the 

audio data are less damaged. The frequency range with watermarks can be calculated according to 
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the formula (4). 

4.2. Robustness 

Table 1 also shows the robustness results under no attack. It can be seen that all algorithms can 

perfectly extract watermarks from the carried audio without any attacks. The robustness against 

malicious attacks will be discussed in this section. Two watermarks with different sizes are 

embedded into the audio respectively, and then different attacks are performed on the carried audio. 

In the case of meeting the transparency requirements, the BOA is used to adaptively select the 

algorithm parameters that minimize the fitness function according to the formula (16), so that the 

algorithm can achieve the strongest robustness against these attacks. Attack types can be shown as 

follows. 

A. Noise addition: Add Gaussian noise with 30 dB into the carried audio. 

B. Echo addition: Add an echo with a delay of 50 ms into the carried audio. 

C. MP3 compression: Apply MPEG-1 layer 3 compression at a bit rate of 128 kbps. 

D. Low-pass filtering: Apply a low-pass filter with a cutoff frequency of 12 kHz. 

E. Re-quantization: Re-quantize the carried audio with 8 bits per sample, and back into 16 bits 

per sample. 

F. Re-sampling: Re-sample the carried audio with 22.05 kHz and back into 44.1 kHz.  

G. Amplitude scaling: Scale the amplitude at a factor of 0.8. 

H. Time scale modification (TSM): Apply TSM with 1% on the carried audio. 

I. Jittering: Randomly delete one audio sample from every 1000 samples in the carried audio. 

J. Random cropping: Randomly cut out 100 samples from the carried audio.  

The above attacks were applied to the carried audio one by one. The average results of the BER 

(%) are listed in Table 2. The extracted watermarks corresponding to the global best butterfly, NC 

and SSIM are shown in Figures 6 and 7. 

Table 2. Robustness comparison with other algorithms. 

Item 1st group 2nd group Paper [9] Paper [13] Paper [17] Paper [21] 

 Yes No Yes No     

A 0.00 0.32 0.78 1.02 11.96 0.49 0.02 1.25 

B 0.08 0.39 0.97 1.54 18.64 0.18 0.34 0.16 

C 0.53 0.86 0.82 1.41 19.97 0.24 0.01 0.18 

D 0.00 0.19 0.76 1.12 0.28 1.27 0.00 0.09 

E 0.00 0.62 0.72 1.21 0.76 1.89 0.01 0.25 

F 0.55 0.98 1.03 1.57 0.89 0.00 0.01 0.12 

G 0.00 0.16 0.46 0.88 0.33 0.05 0.01 0.08 

H 10.42 13.03 12.21 16.44 48.25 38.45 5.71 42.89 

I 1.64 2.69 2.53 3.87 25.19 28.42 1.78 32.59 

J 0.57 1.24 1.57 2.11 22.82 29.17 0.87 46.24 

From the experimental results of two groups in Table 2, it can be seen that the proposed 

algorithm with the BOA shows strong robustness under different payload capacities. After the 

payload capacity was doubled, the experimental results in the second group became larger than those 
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in the first group, indicating that the robustness decreases as the payload capacity increases. In 

addition, the robustness of the algorithm with the BOA was stronger than the algorithm without the 

BOA, indicating that BOA is effective in improving the robustness by optimizing multiple key 

parameters. 

When the carried audio was subjected to noise addition at 30 dB, echo addition at 50ms, MP3 

compression at 128 kbps, low-pass filtering at 12 kHz, re-quantization, re-sampling, amplitude 

scaling and random cropping, the proposed algorithm with the BOA showed particularly excellent 

robustness, which can be reflected by the following three points: 1) All BER values are very close to 0 

in Table 2. 2) The extracted watermarks are very clear in Figures 6 and 7. 3) All NC and SSIM values 

are very close to 1 in Figures 6 and 7.  

The proposed algorithm with the BOA showed good robustness when a jittering attack was 

applied to the carried audio. The extracted watermark was very similar to the original watermark, as 

shown in Figure 6(i) and Figure 7(i). The BER values were 1.64% and 2.53% under two payload 

capacities, and NC values were higher than 0.96.  

Under TSM attack, the BER values in the two groups of experiments reached 10.42% and 12.21% 

respectively, indicating that the robustness of the proposed algorithm against TSM is weak. However, 

these results still meet IFPI, and the main information can be distinguished from the extracted images, 

as seen in the Figure 6(h) and Figure 7(h). 

 
   

(a) NC = 1.00 

SSIM = 1.00 

(b) NC = 0.99 

SSIM = 0.97 

(c) NC = 0.99 

SSIM = 0.95 

(d) NC = 1.00 

SSIM = 1.00 

    

(e) NC = 1.00 

SSIM = 1.00 

(f) NC = 0.99 

SSIM = 0.88 

(g) NC = 1.00 

SSIM = 1.00 

(h) NC=0.91 

SSIM=0.51 

   

 

(i) NC = 0.98 

SSIM = 0.84 

(j) NC = 0.99 

SSIM = 0.89 

(k) NC = 1.00 

SSIM = 1.00 

 

Figure 6. The first extracted watermarks. (a) Noise addition (30 dB). (b) Echo addition 

(50 s). (c) MP3 compression (128 kbps). (d) Low-pass filtering (12 kHz). (e) 

Re-quantization. (f) Re-sampling. (g) Amplitude scaling (0.8). (h) TSM (1%). (i) Jittering 

(1000). (j) Random cropping (100). (k) no attack. 
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(a) NC = 0.98 

SSIM = 0.96 

(b) NC = 0.97 

SSIM = 0.88 

(c) NC = 0.97 

SSIM = 0.96 

(d) NC = 0.98 

SSIM = 0.96 

    

(e) NC = 0.98 

SSIM = 1.00 

(f) NC = 0.97 

SSIM = 0.83 

(g) NC = 0.99 

SSIM = 0.97 

(h) NC = 0.90 

SSIM = 0.37 

   

 

(i) NC = 0.96 

SSIM = 0.68 

(j) NC = 0.97 

SSIM = 0.86 

(k) NC = 1.00 

SSIM = 1.00 

 

Figure 7. The second extracted watermarks. (a) Noise addition (30 dB). (b) Echo addition 

(50 s). (c) MP3 compression (128 kbps). (d) Low-pass filtering (12 kHz). (e) 

Re-quantization. (f) Re-sampling. (g) Amplitude scaling (0.8). (h) TSM (1%). (i) Jittering 

(1000). (j) Random cropping (100). (k) no attack. 

From the comprehensive results of transparency, hiding capacity, and robustness, the proposed 

algorithm with the BOA has stronger robustness than those in [9] and [13] under the payload 

capacity with 43 bps when resisting most attacks. When the payload capacity reaches 86 bps, this 

proposed algorithm has higher transparency, but worse robustness against attacks than that in [17]. 

This is mainly because the SNR of the algorithm in [17] is only 19 dB, which does not meet the IFPI 

standard, so it traded for strong robustness by reducing transparency. The proposed algorithm with 

the BOA has the same payload capacity and transparency as that in [21], and it is more robust when 

resisting noise addition, amplitude scaling, TSM, jittering and random cropping. It can be viewed 

from the above analysis that the robustness and transparency of this algorithm are excellent under 

different payload capacities. This is mainly because of the following two reasons: 1) The feature 

designed by using convolution is relatively stable, which makes the watermark embedded in it also 

very stable and will not easily lost when the carried audio is attacked. 2) With the minimum total 

BER as the optimization goal, the BOA can adaptively search the most suitable key parameters 

according to the performance requirements, which makes the proposed algorithm have the strong 

robustness in resisting various attacks. 

4.3. Complexity 

Complexity is an important indicator for evaluating the performance of a watermarking 

algorithm. The lower the complexity, the less time it takes for the algorithm to embed and extract the 
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watermark. Table 3 lists the average runtime (seconds) of the proposed algorithm and four related 

algorithms in embedding and extracting process.  

Table 3. Complexity comparison with other algorithms (seconds). 

Item 1st group 2nd group Paper [9] Paper [13] Paper [17] Paper [21] 

 Yes No Yes No     

Embed 856 1.80 1147 1.91 2.95 3.42 2.89 1526 

Extract 0.92 0.92 1.08 1.08 1.79 2.59 1.84 1.89 

According to the experimental results, when embedding watermark, the running time of the 

algorithm with the BOA is much higher than that of the algorithm without the BOA, mainly because 

the BOA needs to run the embedding program and extraction program repeatedly when optimizing 

the parameters of the watermark algorithm. The extracting time of the two groups is basically the 

same, which indicates that the algorithm with the BOA does not increase the complexity in the 

extracting process. Compared with papers [9,13,17], the proposed algorithm without the BOA has 

lower complexity due to its shorter running time. The algorithm proposed in [21] costs 1526 seconds 

to embed the watermark, which is much higher than that of our proposed algorithm with the BOA. 

The main reason is that the BOA is simpler than the genetic algorithm used in [21] and can quickly 

jump out of the local optimal solution. 

Based on the experimental results of the above four indicators, the following points can be 

summarized: 1) The algorithm has stronger robustness by embedding watermarks on the stable 

feature. 2) The algorithm can adaptively search for the optimal parameters to meet the requirements 

of transparency and payload capacity in practical applications, thereby improving the overall 

performance of the algorithm. 3) Under the same payload capacity and transparency, the algorithm 

with the BOA has stronger robustness than the algorithm without the BOA, but the BOA increases 

the complexity in the embedding process. 

5. Conclusions 

An adaptive audio watermarking algorithm based on dither modulation and the BOA has been 

proposed to improve the poor robustness and optimize the key parameters of audio watermarking. 

Based on convolutional operation and dither modulation, a watermark will be embedded into the 

stable feature to prevent watermark loss. When extracting the watermark, a binary watermark can be 

extracted by comparing the feature value and the quantized value without the original audio, which is 

very convenient for practical application. In order to match the key parameters of the algorithm with 

the performance requirements in different applications, the BOA is used to optimize the key 

parameters of the algorithm. Under the condition of meeting the two indicators of payload capacity 

and transparency, a fitness function composed of the BER under various attacks is constructed. In the 

process of continuous iteration, the key parameters of the algorithm are adaptively optimized by 

searching for the position of the butterfly with the largest fragrance. 

Experimental results demonstrate that the proposed algorithm with the BOA has good 

transparency, strong robustness, and the ability to search for the optimal parameters. Our research 

provides a solution to the multi-parameter and multi-objective optimization problem formed between 

the parameters and performance of watermarking algorithms. The population coding method and the 
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construction scheme for the fitness function can also provide an example for other meta heuristic 

algorithms to be applied for the parameter optimization of watermarking algorithms. Compared with 

other related watermarking algorithms, although the proposed algorithm has achieved better results 

in terms of robustness and overall performance improvement, it still has problems, such as high 

complexity and weak robustness in resisting TSM. In future research, we will further explore the 

methods to overcome TSM, reduce the complexity, and focus on using more intelligent optimization 

algorithms to improve the overall performance of the watermark algorithm. 
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