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Abstract: The biological cross-sectional images majorly consist of closed-loop structures, which
are suitable to be represented by the second-order shearlet system with curvature (Bendlet). In this
study, an adaptive filter method for preserving textures in the bendlet domain is proposed. The Bendlet
system represents the original image as an image feature database based on image size and Bendlet
parameters. This database can be divided into image high-frequency and low-frequency sub-bands
separately. The low-frequency sub-bands adequately represent the closed-loop structure of the cross-
sectional images and the high-frequency sub-bands accurately represent the detailed textural features
of the images, which reflect the characteristics of Bendlet and can be effectively distinguished from the
Shearlet system. The proposed method takes full advantage of this feature, then selects the appropriate
thresholds based on the images’ texture distribution characteristics in the database to eliminate noise.
The locust slice images are taken as an example to test the proposed method. The experimental results
show that the proposed method can significantly eliminate the low-level Gaussian noise and protect the
image information compared with other popular denoising algorithms. The PSNR and SSIM obtained
are better than other methods. The proposed algorithm can be effectively applied to other biological
cross-sectional images.
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1. Introduction

Biological slice images generally use biological tissues as raw materials. As one kind of biological
cross-sectional image, it is an indispensable tool in biological histology. Biological slice images are
widely used in biology, infectious diseases, pathology, and so on. It has crucial analytical value in the
fields of quantification and measurement of biological tissue volumes and localization of pathologies.
The biological slice images obtained under the microscope have rich closed-loop structures, the organs


http://http://www.aimspress.com/journal/mbe
10.3934/mbe.2023492

11117

and tissues represent smooth contours, and regular textures are included, which play an essential role
in observing and analyzing the internal organizational structure of organisms. However, there is some
noise in the process of gathering biological slice images [1]. For example, the camera sensor will
generate a type of readout noise during charge readout due to circuit amplification or digital-to-analog
conversion, etc., such noise appears in Gaussian distribution. The images also include a small number
of other types of noise, such as salt-and-pepper noise, Poisson noise, etc. The histogram is shown in
Figure 1(c). Tissue sections can also produce bright spots, noise, diffuse organs, and blurred tissue
boundaries due to the infiltrated and stained material, which can affect further studies. Figure 1(a)
reveals a kind of locust slice image, and Figure 1(b) shows fog-like noise on the image that blends with
the locust texture, respectively.
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Figure 1. Contaminated image, (a) polluted image; (b) fog-like noise; (c) histogram of the
target image.

Nowadays, domestic and foreign denoising algorithms emerge in an endless stream. In addition
to the traditional denoising algorithms, such as average filtering, wiener filtering, total variation (TV)
method [2], bilateral Filter [3], trilateral Filter [4], and compressed sensing (CS) [5], etc., there are
also non-local means (NLM), side window filtering, block-matching and 3D filtering (BM3D), image
denoising techniques based on deep learning and so on, new denoising algorithms combining various
algorithms are also emerging. Non-local means filtering [6, 7] is a local-to-global filtering algorithm,
which processes filtering based on similar blocks [8], and uses Gaussian weighted Euclidean distance
to construct adaptive weights for similar blocks in the entire image, in order to perform filtering oper-
ation; BM3D [9] is another similar block-based filtering that is primarily divided into two steps: Basic
estimation and final estimation. Basic estimation refers to dividing the image into several groups of
self-similar blocks and combining them with collaborative filtering for processing. The final estima-
tion is continued according to the original steps, but it will change the specific parameter value. Side
window filtering [10] is a new edge-preserving filtering model proposed in 2019, which solves the
problem that traditional filtering algorithms cannot preserve edges effectively. Currently, the convo-
lutional neural network VGGNet [11], GoogLeNet [12], residual network ResNet [13, 14], generative
adversarial network GAN [15] and graph neural network GNN [16] in deep learning, etc., all have
good applications in image denoising.

At present, hybrid image denoising algorithms combining multiple algorithms are also emerg-
ing. For example, the multi-scale geometric analysis method combined with other classic algo-
rithms [17, 18], and the improved image denoising algorithm for deep learning algorithm [19-21].
The denoising capability of deep learning-related algorithms is easily limited by data sets, hardware
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resources, and running time [22]. Slice images will not only generate noise during the acquisition
process of microscopy equipment but also the generated noises may be integrated with the image in-
formation. It is easy to damage the texture when removing noise, and easy to produce noise residue
when protecting the texture correspondingly. Most filtering methods also do not take into full account
the unique closed-loop structural characteristics of biological slice images. Therefore, in order to adapt
to the image texture structure, this study uses bendlets in the multiscale geometric analysis method to
conduct experiments.

The multi-scale geometric analysis tool [23] developed in recent years can optimally approximate
the geometric structure of high-dimensional data such as images [24]. It could effectively solve the
problem that traditional denoising algorithms cannot effectively protect image texture. The existing
multi-scale geometric analysis methods are Wedgelet [25,26], Beamlet [27], Ridgelet [28], Curvelet
[29, 30], Bandelet [31, 32], Contourlet [33], Shearlet [34, 35], Bendlet [36, 37] and so on. In this
regard, Bendlets is the latest multiscale geometric analysis method proposed by Lessig et al. It is a
second-order Shearlet system, which overcomes the deficiency of first-order Shearlet in approximating
curve textures. As a new type of multi-dimensional function approximation method, Shearlet has
strong directional sensitivity and sparse representation performance. Therefore, it has better effects
than current methods such as Wedgelet, Beamlet, Ridgelet, Curvelet, Bandelet [38, 39], Contourlet
and so on, so Bendlet has state-of-the-art performance [40]. One image is decomposed into different
coeflicients by the Bendlet system with specific scale, orientation, and curvature parameters [41], and
the coefficients can compose a dataset of image features. After that, we can perform operations such
as image registration, denoising, restoration, etc.

This study is organized as follows: Section 2 briefly introduces the basic flow of the algorithm
of this paper; Section 3 elaborates on the application of bendlets in image representation and the
implementation of adaptive filters; Section 4 analyses in detail the processing effect of this study on
different biological slice images; Finally, Section 5 gives some concluding remarks of this paper.

2. Methods

In this paper, we present a denoising algorithm based on the Bendlet transform, as illustrated in
Figure 2 [42]. The proposed method consists of the following main steps: First, acquire an image
feature database object based on the different directions or orientations defined by the Bendlet system.
This system allows for precise boundary curve detection and texture feature identification of the target
image; Then, an adaptive threshold is used to represent each object of the image feature database,
sparsely. The target image contains raw noise in the production process and uneven texture caused
by tool cutting. We first normalize Bendlets for better comparability and construct the index set of
Bendlets. Combine the Bendlet system with a threshold correction to approximate each object’s edge
and texture, effectively filtering noise and repairing damaged textures; Finally, reconstruct the resulting
image by the inverse bendlet system. Evaluate the denoising effect using the image quality evaluation
index and colormap.

Mathematical Biosciences and Engineering Volume 20, Issue 6, 11116-11138.



11119

adaptive threshold classifier
| layer by layer

Bendlet System "
image feature database ! . |

® o ow

_ bendleis index set |

: A Inverse g
I~ e Bendlet System -

Figure 2. The framework of the proposed method.

3. Materials and detailed scheme

3.1. Construct image feature database

The Bendlet system represents the original image as an image feature database based on the image
size and Bendlet parameters, and this database can be divided into image high-frequency and low-
frequency sub-bands. This paper proposes an algorithm that fully utilizes the Bendlet representation
characteristics of high and low-frequency information. It subdivides the sub-images in the image fea-
ture dataset and selects the corresponding thresholds based on their texture distribution characteristics
to perform the denoising process.

3.1.1. Bendlet transform

Shearlet is highly efficient at extracting and characterizing boundary curves in piecewise smooth
images, detecting corner points, and analyzing their properties compared to other directional repre-
sentation systems. However, shearlet cannot classify curvature, which still has shortcomings in the
analysis of images’ texture properties [36]. In contrast, the Bendlet system (BS) addresses this defi-
ciency and simplifies the directional representation form of the Shearlet system (S H).

The continuous Bendlets transform of function f(x) is as follows:

BSY = SHE = {Yusnil(a, 5,b,1) € SO 3.1
where ¥, s, := 7%(a, 5, b, Y, when (a, s,b,1) € S,

BS‘(:)(f)(a, S, b, t) = SH;Z’Q)(f)(a’ S, b’ t) = <f’ lr//a,s,b,t> (32)
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11120

The scale, shear, bend, and translation parameters are denoted a, s, b & t, respectively. The Eq (3.3)
is used to calculate the curvature.

2l
T (L4 (s5HHeP
For each a > 0 & a € [0, 1], A is an anisotropic matrix which is defined as A, := (§ a‘l ), replacing
the parabolic scaling in the Shearlet system with this @ scaling method [43], allows Bendlet’s decay
rate [44] to provide more precise curvature and orientation for different areas of the image [45].
As shown in Figures 3 and 4, For each a — 0, BS f;’)( f)(a, s, b, t) approaches different scenes of the
image texture structure [46].

(3.3)

corner point

corner point

Figure 3. Smooth curve.
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Figure 4. a — 0, different approximation scenarios of BS fb‘”( f)a,s,b,t).

Suppose the boundary is 9D,
a) 1 ¢ D, BS | (f)(a, 5,b,1);
b) t € 0D, the BT function BS f;’)( f)(a, s, b, 1) continue to perform staggered transformation through
different shear parameters s and bending parameters b, and select the value with the slowest decay
when a — 0, BS ;”(f)(a. s, b, 1) <= 0;
c) t € 0D, The shear parameter s corresponds to the boundary ¢ [47], but the bending parameter b is
not satisfied, BS fb“)( f)(a, s, b,t) will show a medium value;
d) t € 9D, both the shear and bend parameters s&b correspond to the boundary ¢, and BS f;’) (f)a, s, b, 1)
will show a higher coefficient value [37].

Shearlet uses the Meyer wavelet as the basis function, but the convergence speed of the Meyer
wavelet is very fast. The Daubechies8 wavelet has a longer vanishing moment, which is smoother than
the Meyer wavelet, and has an optimal effect when approximating the image. Figure 5 is the Meyer
wavelet and Figure 6 is the Daubechies8 wavelet, respectively.

Mathematical Biosciences and Engineering Volume 20, Issue 6, 11116-11138.
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Figure 5. Meyer wavelet.
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Figure 6. Daubechies8 wavelet.
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Figure 7. Five different types of low-pass filters.
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The Bendlet system is comprised of high-pass and low-pass filters. The low-pass filter is defined by
a separable generator with B-spline properties, as depicted in Figure 7. On the other hand, the high-
pass filters are constructed using a Daubechies8 wavelet transform, which is shown in Figure 8(c).
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The Daubechies8 wavelet, which is one of the bending elements of the Bendlet system, is the bending
element [1, 1, 0, 0]. These four numbers correspond to the cone, scale, shear, and bending parameters
of the Bendlet system, separately. By applying the Bendlet bending stagger transformation matrix
to Figure 8(a), we obtain Figure 9. Figure 9(b) presents a top view of the transformed Daubechies8
wavelet, which is also one of the bending elements of the Bendlet system, is the bending element [1,
1, 1, -1]. Notably, the ‘cone’ parameter is further divided into a horizontal and a vertical cone.
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Figure 8. 3D representation of Daubechies8, (a) 3D surface plot of Daubechies8, (b) Sec-
tional view of Daubechies8, (c) Top view of Daubechies8.

3.1.2. Image representation based on Bendlet system

According to the above method, each direction element of the bendlet and the corresponding bio-
logical slice image features are shown in Figure 10. The original image is first Fourier transformed
to obtain the centralized spectrogram, and then the frequency domain image is convolved with the
Bendlet coefficients and later converted to the time domain, thus completing the Bendlet decomposi-
tion operation of the image, as shown in Figure 10(c).
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Figure 9. A transformed Daubechies8 wavelet, (a) 3D representation of the transformed
Daubechies8, (b) Top view of the transformed DaubechiesS.

Figure 10(a),(b) illustrates the high-frequency components of the bendlet, which are constructed by
high-pass filters. Figure 10(c) is the high-frequency coefficient of the corresponding original image,
which captures the detailed information of the target image. In contrast, the low-frequency component
of the bendlet is represented by a single ‘0’, which is [0,0,0,0], as shown in Figure 11(a). The low-
frequency coefficient of the target image is shown in Figure 11(b),(c), which only reflects the image
contour information. Figure 11(d) shows the Shearlet low-frequency component. Figure 11(e),(f)
shows the low-frequency information obtained after processing by the Shearlet system. We can see
that Figure 11(b) contains not only the contour information of the image, but also part of the image
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detail texture, it is a high-frequency signal, which also contains the noise we need to remove, so there is
a problem of incomplete noise reduction. Correspondingly, the high-frequency information in Figures
10 and 11(b) constitute the image feature dataset obtained by Bendlet processing. There is only one
low-frequency image, while the high-frequency image is related to the predefined Bendlet parameter.
The larger the value of the Bendlet parameter, the greater the number of high-frequency sub-bands and
the greater the number of images in the image feature dataset.

() (b) (©

Figure 10. Bendlet elements of spatial and frequency distributions and their use to represent
biological slice images, (a) Some bendlet elements in the spatial domain, (b) Some bendlet
elements in the frequency domain, (c) Presentation of some Bendlet coefficients for biologi-
cal slice image.
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Figure 11. The low-frequency information of the original image. (a) Bendlet low-frequency
component; (b) Low-frequency information after Bendlet processing; (c) 3D surface plot of
‘b’; (d) Shearlet low-frequency component; (e) Low-frequency information after Shearlet
processing; (f) 3D surface plot of ‘e’.
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Figure 12. Results of Bendlet, Shearlet, and Daubechies8 wavelet processing of concentric
circle images. (a) Bendlet processed, (b) Shearlet processed, (c) Daubechies8 wavelet pro-
cessed, (d) Coefficient distribution of Bendlet in direction 5, (e) High-frequency coefficient
distribution of Bendlet in direction 1, (f) Low-frequency coeflicient distribution of Bendlet,
(g) Coeficient distribution of Shearlet in direction 5, (h) High-frequency coefficient distribu-
tion of Shearlet in direction 1, (i) Low-frequency coefficient distribution of Shearlet.

We look further at the edge-preserving properties of Bendlet in conjunction with concentric circle
images. Figure 12 shows the results of adding Gaussian noise of intensity 15 to the concentric cir-
cle image. Based on the processing results of Bendlet, Shearlet, and Daubechies8 wavelet for noisy
images, as shown in Figure 12(a)—(c), there is little difference in the denoising effect of Bendlet and
Shearlet from a visual perspective only, both of which are stronger than conventional wavelets. There
are also fewer artificial artifacts in the reconstruction process. From the prism colormap, as shown in
Figure 12(f),(i), we can see that the low-frequency image of Shearlet contains the image contour and
also contains a more detailed texture. According to the principle of wavelet decomposition denoising,
the noisy image is decomposed into high-frequency and low-frequency information, and the purpose
of denoising is achieved by retaining the low-frequency information of the image and removing the
high-frequency information, therefore, the low-frequency information of the processed image after the
Daubechies8 wavelet also contains both contour and detailed texture information. Bendlet, on the other
hand, contains only the contour information, so Bendlet can ensure that the edges of the ring structure
are precise in the process of denoising. Precisely because Bendlet has an additional bending parame-
ter compared to Shearlet, it is more sensitive to the curved texture of the image, so the presentation of
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Bendlet is relatively complex compared to the high-frequency image obtained using Shearlet, as shown
in Figure 12(e),(h). Figure 12(d),(g) further verifies that there is no image contour information in the
Bendlet high-frequency coefficients, whereas, in the Shearlet high-frequency coeflicients, the 3D grid
map shows the numerical values of image edges as 0, thus illustrating that the Shearlet high-frequency
coeflicients also contain image contour information. In summary, the Shearlet transform can preserve
the image texture structure better but is a little less effective in preserving edges.

3.2. Construct adaptive filter

This study has combined the characteristics of Bendlets outlined above with the results of image
representation. Using this information, the study has constructed an adaptive filter based on the Bendlet
index set. The aim is to protect image edges while retaining the maximum effective detail texture of
the image for denoising purposes.

The result of normalizing the Bendlet element using the L2-norm is displayed in Figure 13. Next,
the Bendlet index set is utilized to correct the target image layer by layer. The paper proposes a
threshold function as follows:

CG i = {ca, D Caj>T )
0, else
T - oBTyMed|C(, j)| . 1 (3.5)
K
K = \/max((C(i, J) — Med|C(, j)|),0) (3.6)

where C(i, j) and C(i, j)' represent the sub-images before and after denoising, respectively. Unlike
traditional threshold denoising algorithms, this study adaptively selects thresholds based on the Bendlet
index set and noise intensity. BTy represents the normalized bendlet elements, o refers to the simulated
noise intensity. Since the noise of the microscopic images presents a Gaussian distribution, here is the
Gaussian noise intensity value. Since the bendlet index contains four variables, which are cone, scale,
shear, and bending. According to the bendlet system establishment rules, bendlets are divided into
a horizontal cone and a vertical cone. The corresponding bendlet elements are generated according
to the predefined scale, shear and bending number in each cone. Finally, a low-frequency element is
generated outside both cones. This study sequentially extracts sub-band coefficients in both horizontal
and vertical cones, sub-band images with the same shear and bending coefficients were individually
grouped, calculate the median and mean values of the corresponding coefficients. The value of 4 is a
constant, which is taken as 1.37 in this paper by experimental test.
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Figure 13. Normalized bendlet system.

The Bendlet transform separates an image into high-frequency and low-frequency components,
with the latter carrying most of the contour information. To preserve these edges, the denoising algo-
rithm presented in this paper applies thresholding only to the high-frequency component, leaving the
low-frequency component untouched. This approach effectively removes noise from the image while
maintaining its important features.

4. Experimental results and analysis

To demonstrate the effectiveness of our proposed algorithm, we conducted experiments using locust
slice images and compared its performance with five other image processing methods, namely Shearlet,
Total variation (TV) method, Bilateral Filter, Trilateral Filter, and Compressed Sensing (CS). We used
Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) as evaluation
metrics for the algorithms’ performance. Table 1 summarizes the results of the experiments.

Furthermore, we present the image processing results of each algorithm for images (1)—(5) with a
Gaussian noise level of 10 in grayscale and jet color map formats. These results are shown in Figures
14 and 15.

Table 1. Image denoising effect comparison for different algorithms.

Imase Noise Metrics Noisy Proposed Shearlet TV Trilateral Bilateral CS
g Level Image Method Method Method Filter Filter Method

PSNR  21.9207 36.7813 35.7802 32.8169 34.5964 34.4396 32.4981

10% SSIM  0.52824 0.9278  0.91233 0.85737 0.86983 0.86343 0.76884

20% PSNR 19.5721 33.004  32.8853 31.6295 29.2904 26.6472 27.7441

(a) ¢ SSIM  0.26576 0.88346 0.87365 0.82753 0.66341 0.51961 0.51184
30% PSNR  17.4048 30.7488 30.8472 27.9407 25.7795 21.1166 24.5389

¢ SSIM  0.15925 0.8471 0.84254  0.63996  0.4945 0.26981  0.15925

80% PSNR  11.7259 25.5044 26.1508 16.3857 16.1316 11.7401 17.3293

SSIM  0.03987 0.73986 0.73753 0.10697 0.12982  0.040677 0.10906

Continued on next page
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Imase Noise Metrics Noisy Proposed Shearlet TV Trilateral Bilateral CS
8¢ Level Image Method Method Method Filter Filter Method
10% PSNR 21.9071 36.8856 359801 32.4617 34.3966 34.2577 32.5344
¢ SSIM  0.52967 0.92926 0.91362 0.85618 0.87251 0.86665 0.76906
20% PSNR 19.5873 33.0774 33.0045 31.3629 29.1928 26.5882 27.7516
(b) ¢ SSIM  0.26701 0.88656 0.87771 0.82847 0.67161 0.53131 0.51422
30% PSNR 17.4752 30.7605 30.8957 27.7721 25.7628 21.1256 24.545
¢ SSIM  0.16272 0.85132 0.81666 0.64574 0.50542 0.28233  0.35355
0% PSNR 11.7878 25.064  25.8322 16.5496 16.2766 11.8328 17.3778
¢ SSIM  0.03969 0.74578 0.74195 0.11259 0.13459 0.042209 0.11212
10% PSNR 219195 36.9422 36.519  33.2824 34.9469 34.7304 32.6423
¢ SSIM  0.52872 0.92745 0.91971 0.86004 0.87297 0.86579 0.77115
20% PSNR  19.5794 33.2452 32.8587 32.0063 29.4637 26.7245 27.7938
© ¢ SSIM  0.26381 0.88613 0.86072 0.83042 0.66676 0.51718 0.51469
30% PSNR 17.391 31.1362 31.1136 28.0379 25.8319 21.1138 24.5674
¢ SSIM  0.15786 0.8524  0.81504 0.63916 0.48907 0.25812 0.35315
30% PSNR 11.597 25.5893 26.4272 16.3732 16.0997 11.6975 17.3254
¢ SSIM  0.03802 0.74243 0.74231 0.10796 0.127 0.040014 0.10845
10% PSNR 219013 37.0325 36.0778 33.9669 35.2195 34.945 32.7339
¢ SSIM  0.52502 0.92795 09139  0.87484 0.87224 0.86381 0.77026
20% PSNR 19.598 33.3204 33.0155 325117 29.5126 26.7516 27.811
) ¢ SSIM  0.2611 0.887 0.87922 0.84246 0.66156 0.50793 0.51191
30% PSNR 17.4164 31.0547 31.2635 28.1648 25.9036 21.1221 24.5774
¢ SSIM  0.15547 0.85546 0.81838 0.63865 0.48568 0.25036 0.35037
30% PSNR 11.7026 25.5024 26.3299 164162 16.1419 11.7365 17.325
¢ SSIM  0.03796 0.75477 0.74822 0.10592 0.12811 0.038835 0.10712
10% PSNR 21916 37.4656 36.1373 33.6002 35.102  34.8316 32.6722
¢ SSIM  0.56206 0.94068 0.9297  0.87688 0.87917 0.87103 0.78814
20% PSNR 19.5904 33.2002 32.7128 32.223 29.4893  26.7242 27.8318
(@) ¢ SSIM  0.29364 0.89113 0.86286 0.8463 0.67608  0.52577  0.54875
30% PSNR 17.4331 30.5355 30.8348 28.077  25.8694 21.1116 24.6065
¢ SSIM  0.17849 0.85024 0.81635 0.65087 0.50318 0.26886 0.38819
30% PSNR 11.7069 24.5636 25.6379 16.4038 16.2139 11.7541 17.3559
¢ SSIM  0.04358 0.7159  0.71995 0.12337 0.15265 0.044933 0.12378
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Continued on next page
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Figure 14. Gray and jet colormap of the locust slice images, (a) Original image, (b) Noisy
image, (c) Proposed method, (d) Shearlet method, (e) TV method, (f) Trilateral Filtering, (g)
Bilateral Filtering, (h) Compressed sensing.

Continued on next page
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Figure 15. Jet colormap of the locust slice images, (a) Original image, (b) Noisy image, (c)
Proposed method, (d) Shearlet method, (e) TV method, (f) Trilateral Filtering, (g) Bilateral
Filtering, (h) Compressed sensing.
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To further demonstrate the effectiveness of the algorithm in this paper, the method we proposed is
compared with the adaptive and multi-threshold image denoising algorithm [22], hard thresholding,
soft thresholding [48], the non-negative garrote (NNG) function [49], the smoothly clipped absolute
deviation (SCAD) function [49], and the sigmoidal shrinkage function [50], and the denoising results
are shown in Table 2.

Table 2. Image denoising effect comparison.

Imase Noise Metrics Proposed [22] I;l?:gsh 'i‘(l)lt:esh NNG SCAD Sigmoid
¢ Level Method Method , . Function Function Function
olding olding

PSNR  36.7813 36.1527 34.793 30.6563 29.3368 13.5386 34.7605

10% SSIM  0.9278 091913 0.90762 0.8582  0.83063 0.81283 0.90726
20% PSNR 33.004 32998 31.2246 27.8204 27.1953 13.4906 31.1898
(a) ° SSIM  0.88346 0.8731 0.85649 0.7995 0.77972  0.69663  0.85601
30% PSNR  30.7488 30.2377 29.1769 26.8446 26.2135 13.4244 29.0919
° SSIM  0.8471  0.8358 0.81964 0.76966 0.75788 0.58208 0.8183
30% PSNR  25.5044  25.8586 24.805 23.7265 22.6912 12.6506 24.8787
()

SSIM  0.74229  0.75638 0.74026 0.73499 0.73346 0.35344 0.74024

From Table 1, we can observe the quantitative results of these six algorithms for different types of
biological slice images. Images (1)—(5) correspond to the five images of Figure 14(a), respectively.
From a macro perspective, the effect of the image denoising algorithm based on bendlet and shear-
let is relatively good, but bendlet is slightly less effective when dealing with high noise intensities.
Among the algorithms involved in Table 1, the algorithms with better noise reduction effects are in the
following order: Total variation, Trilateral filter, Bilateral filter, and Compressed sensing.

Combined with the operation effect of Figures 14 and 15, we can see that the above six algorithms
can effectively remove Gaussian noise, but the ability to denoising is slightly different. The algorithm
proposed in this paper can not only remove the noise but also the redundant noise in the original image.
It also has the effect of image enhancement while denoising, which can better preserve the texture
details in the image. The shearlet method is slightly inferior to the bendlet method, and it can also
protect the texture of the image to a certain extent; the total variation and compressed sensing method
will damage image details while denoising; bilateral filtering and trilateral filtering can preserve image
details well, but there are still some noises not completely removed. Among them, the total variation
method will over smooth the image when the noise intensity is very low but will achieve a better
denoising effect than trilateral filtering when the noise intensity is average.

From Table 2, we can observe the quantitative results of the Bendlet transform using these seven
thresholds in Figure 14(al). We can see that the algorithm in this paper slightly outperforms the
adaptive and multi-threshold image noise reduction algorithm proposed in [22]. Bendlet transform in
the process of using other threshold functions, the denoising effects are in the following order: hard
thresholding, the sigmoidal shrinkage function, soft thresholding, and the non-negative garrote (NNG)
function, and poor denoising effect with the smoothly clipped absolute deviation (SCAD) function.
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Since the bendlet system has one more bending parameter than the shearlet system, the number
of image directions and decomposition layers to be processed is more, so the images will be slightly
rough compared with the images processed by shearlet. But according to the numerical evaluation
indexes, this doesn’t affect its ability. What’s more, the bending parameters in the bendlet system
can optimally approximate the curved texture of the slice image relative to the shearlet system, which
has a certain repairing effect on slight image damage. And the lower level of noise and bendlet-like
artifacts [51,52] are similar to the damage of part of the image information. Therefore, the bendlet
system can better restore the image details and remove noise in biological cross-section images to
a certain extent. However, when the noise level is high, the bending parameter can produce more
artifacts, which could interfere with the image and affect the filtering effect.

As shown in Figure 16, since the microsection needs to be made of liquid medicine, during the
imaging process, air bubbles and image folds will interfere with the image texture, and the image
texture will also be affected by the liquid soaked. After bendlet processing, combined with the jet
colormap of the original image and the resulting image, we can see that the bendlet enhances the
details of the image, effectively removes the noise in the image, and inpainting small damage in the
image. So, bendlets also have a significant effect on image enhancement and small breakage removal.

Figure 16. The effect of bendlet on image enhancement, (a) PSNR: 51.6792 dB, SSIM:
0.99354 dB, (b) PSNR: 51.5949 dB, SSIM: 0.99343 dB, (c) PSNR: 51.6341 dB, SSIM:
0.99354 dB, (d) PSNR: 51.6194 dB, SSIM: 0.9935 dB, (e) PSNR: 51.8938 dB, SSIM:
0.99446 dB.

To further demonstrate the advantages of the algorithm proposed in this paper in processing
closed-loop feature images, Lena image is selected for comparison experiments in this paper, as
shown in Figure 17 and Table 3. The image is available in the public and royalty-free database
https://ccia.ugr.es/cvg/dbimagenes/index.php. According to the experimental results, it can be found
that the results of the algorithm in this paper have lower values compared with the results of processing
biological slice images, and have little advantage over other algorithms in processing Lena image, but
are generally better.
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(d)

Figure 17. Denoising results of the Lena image for different values of noise level (see column
1 located on the left side of the figure). The algorithm used, Shearlet method, TV method,
Bilateral Filtering, Trilateral Filtering, and Compressed sensing are arranged in columns 2,
3,4,5, 6 and 7, respectively.

Table 3. Image denoising effect comparison.

Imase Noise Metrics Noisy Proposed Shearlet TV Bilateral Trilateral CS
£ Level Image Method Method Method Filter Filter Method
10% PSNR 21.9101 35.0515 35.0492 323192 33.6869 33.5642 31.8017
¢ SSIM  0.60183 0.90414 0.90224 0.85623 0.86098 0.86286 0.80518
20% PSNR 19.6038 31.538  32.0515 30.9875 26.4833 28.842  27.5548
Lena ¢ SSIM  0.33727 0.84782 0.8527  0.82726 0.54801 0.67866  0.58548
30% PSNR 17.4178 29.3823 30.1649 27.5599 21.203 254106 24.4917
¢ SSIM  0.21635 0.80018 0.81011 0.65659 0.30691 0.51157 0.42964
30 PSNR  11.2096 22.3959 24.5949 16.3738 11.7591 16.4136 17.2207
¢ SSIM  0.06103 0.66531 0.70373 0.15597 0.067922 0.18269 0.15611
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5. Conclusions

Aiming at the noise texture in the process of cross-sectional image acquisition, this paper proposes a
Bendlet domain adaptive filtering method for denoising biological slice images by combining the image
features of locust slices and the latest multi-scale geometric analysis tool Bendlet transform. Bendlet is
a second-order shearlet system that can optimally identify image texture information. Compared with
classic and newer denoising algorithms, bendlet can effectively repair small image damage, enhance
and protect image details, which is currently a more effective image processing tool. In addition, the
method proposed in this paper can also be extended to other biological cross-sectional images.
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