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Abstract: Deep learning is an important technology in the field of image recognition. Finger vein
recognition based on deep learning is one of the research hotspots in the field of image recognition
and has attracted a lot of attention. Among them, CNN is the most core part, which can be trained to
get a model that can extract finger vein image features. In the existing research, some studies have
used methods such as combination of multiple CNN models and joint loss function to improve the
accuracy and robustness of finger vein recognition. However, in practical applications, finger vein
recognition still faces some challenges, such as how to solve the interference and noise in finger
vein images, how to improve the robustness of the model, and how to solve the cross-domain
problem. In this paper, we propose a finger vein recognition method based on ant colony
optimization and improved EfficientNetV2, using ACO to participate in ROI extraction, fusing dual
attention fusion network (DANet) with EfficientNetV2, and conducting experiments on two
publicly available databases, and the results show that the recognition rate using the proposed
method on the FV-USM dataset reaches The results show that the proposed method achieves a
recognition rate of 98.96% on the FV-USM dataset, which is better than other algorithmic models,
proving that the method has good recognition rate and application prospects for finger vein
recognition.

keywords: finger vein recognition; ROI extraction; ant colony optimization; DANet;
EfficientNetV2
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1. Introduction

In the field of biometrics, technologies such as fingerprint, face and iris recognition have
emerged. These biometric techniques have their advantages and disadvantages. For example, face
recognition is simple and convenient, fingerprint recognition is cheap, iris recognition has a high
security factor, but face recognition is easily affected by factors such as plastic surgery, fingerprints
are easily damaged and stolen, and iris recognition is relatively expensive and difficult to promote.
Contrary to the characteristics of this technology, biometric recognition is still vital, not only
reliable and not easy to be copied, but also low cost and very easy to collect, which has become a
popular direction for the future development of real identification industry.

Finger vein recognition is a new type of biometric identification method, which uses the
superficial vein pattern under the skin of the finger area as an identification feature for identification.
The vein network has the advantages of in vivo, not easy to forge, and portability, etc. The finger
vein is known as the key hidden in the finger, and it makes up to a certain extent for the
shortcomings of other biometric features that are easily affected by various external environmental
factors such as angle, light, and shadow. Compared with the above biometric authentication
technology, the use of finger vein features for identification has many advantages, as follows:

1) In vivo identification and high anti-counterfeiting. The finger vein image must be collected
in the “live” state, which is a living human characteristic. The vein pattern and texture features are
extracted from the finger vein image for authentication and identification, effectively avoiding the
bad situation of identity information loss, theft and forgery.

2) Internal features. The finger vein is located inside the human body, and the finger surface or
external environment will not affect the finger vein recognition result.

3) High usability. It is suitable for all people and the hemoglobin in finger veins is sensitive to
infrared light and easy to collect.

4) High accuracy. Finger vein features have uniqueness, and each person’s finger vein pattern
is different, so using finger vein as a biometric feature for identification has a high accuracy rate of
authentication.

5) Permanence. The existence of finger vein pattern is permanent and does not change with the
age or time of the person.The advantages such as these make finger vein identification technology
research and development present a rapid booming trend in recent years, but there are still many
challenges and room for improvement for the existing finger vein identification technology
development status quo if we want to achieve realistic scenario application deployment of finger
vein feature identification system and improve identification performance. For example, the sample
image quality collected by finger vein collection equipment is unstable and easily blurred, and the
position of user's finger is not fixed when the vein sample is collected, which easily leads to the
deflection of the collected finger vein image and other problems, causing the finger vein recognition
algorithm to reduce the recognition rate, and even making the extracted finger vein features easily
fail to match. In response to the above-mentioned problems that exist and need to be solved, experts
and scholars have proposed the need to study and adopt various complex image processing
algorithms to overcome the noise and uncertainties that are easily generated in the process of these
captured vein images, and when faced with the above problems, they are now divided into two
major types of solutions: traditional feature extraction methods and deep learning, and existing
research proves that with the enrichment of finger vein dataset types and data enhancement, the
Deep learning models combined with finger vein recognition can achieve higher efficiency than
traditional feature extraction. After 2015, with the rapid development of deep learning methods and
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their successful application in the field of computer vision, the “deep learning + finger vein
recognition” method has gradually become a hot topic in this field. 2016, Radzi et al. of Malaysia [1]
used a simple CNN with 4 layers to test on small sample datasets of 50 and 80 objects, respectively.
were tested and achieved high recognition rates; in 2018, Das et al. in Italy [2] proposed a 10-layer
CNN, trained on four publicly available datasets, respectively, with recognition rates above 95%; in
2020, Noh et al. in Korea [3] used DenseNet-161 to train on finger vein texture images and finger
vein shape images, respectively, and fused the two output scores of CNNs were fused for
recognition. Zhao et al. [4] used a lightweight CNN for classification and focused on the loss
function by using a central loss function and dynamic regularization. Hao et al. [5] proposed a
multi-task neural network that performs ROI and feature extraction sequentially through two branches.
On the other hand, Lu et al. [6] proposed the CNN competitive Order (CNN-CO) local descriptor,
which is generated by using CNN pre-trained on ImageNet. After the effective CNN filter is
selected from the first layer of the network, CNN-CO calculates the image filtered by CNN,
constructs the competitive order image, and finally generates the CNN-CO pyramid histogram.
Finally, Kuzu et al. [7] studied the application of transfer learning by using the pre-training CNN
model trained on the ImageNet data set, and achieved satisfactory results. The literature [8] used
CNN maodels to extract feature vectors from finger vein images and perform classification. CNN
methods are robust to image quality in feature extraction and classification. However, the drawback
of these methods is that the determination of CNN structure needs to undergo a lot of experiments.
The designed network also requires a large number of images for training to achieve the expected
results, which poses training difficulties. In addition, the large number of trainable parameters in
CNNs and the long training time are not suitable for real-time recognition of finger veins. Zhang Y.
et al [9] combined CNN models with Gabor filters in the field of biometric recognition to propose a
method in which the employed method is able to learn Gabor filter parameters adaptively. The
current study pointed out that the CNN method for finger vein recognition based on deep learning
consists of the following steps: image acquisition, preprocessing, feature extraction, classification,
and validation [10,11]. Among them, the CNN is the most central part that can be trained to obtain a
model capable of extracting finger vein image features. In closed-set experimental schemes, dataset
partitioning is usually used to divide the dataset into training, validation, and test sets, so that model
training, tuning, and evaluation can be performed [12,13]. Liu [14] et al. used a seven-layer CNN,
which includes five convolutional layers and two fully connected layers. The biggest challenge is
how to protect the biometric data while maintaining the practical performance of the identity
verification system. To solve this problem, Liu [15] et al. proposed a novel finger vein recognition
algorithm based on deep learning and random projection for secure biometric template scheme
called FVR-DLRP. To address this problem Yang et al. [16] used binary decision diagrams (BDD) to
develop a new biometric template protection algorithm for deep learning based finger vein biometric
systems. Zhang et al. [17] proposed a lightweight fully convolutional generative adversarial network
(GAN) architecture called FCGAN that uses preliminary batch normalization and tightly constrained
loss functions to achieve finger vein image enhancement. Zhang et al. [18,19] studied finger vein
recognition based on sub-convolutional neural networks. The convolutional layer uses the
LeakyReLU activation function and the pooling layer uses the maximum downsampling method.
Sidiropoulos et al. [20] aimed to briefly review the finger vein recognition applied to the feature
extraction methods. Other influential works include Daas et al. [21]. Zhang J et al. [22,23] proposed
a novel low-cost U-Net (LCU-Net) for environmental microorganism (EM) image segmentation
task to help microbiologists detect and identify EM more efficiently. LCU-Net is an improved
convolutional neural network (CNN) based on U-Net, initial and connection operations. It solves the
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limitation of single U-Net receptive field setting and the problem of high storage cost. After
experiments, the experimental results show that the proposed LCU-Net has some effectiveness and
potential in the field of practical EM image segmentation and introduces an automatic image
analysis method based on artificial neural networks to optimize it. However, the automatic analysis
of biological images faces many challenges, such as the diversity of applications leading to the
requirement of robustness of the algorithm, the insignificance and easy under-segmentation of
image features, and the diversity of analysis tasks. Therefore, the characteristics of neural
network-based biological image analysis are reviewed. The introduction of deep learning model in
finger vein detection also has an obvious disadvantage that it lacks a large number of data sets, but
the corresponding solution is data enhancement technology. More and more studies have proved
that deep learning can achieve very good results. In this paper, we propose a new finger vein
recognition method based on a dual attention fusion network jointly EfficientNetV2
(DAF-EfficientNetV2) and ACO, ACO is used because of its excellent edge detection performance
using the Mini-ROI method to determine the left and right boundaries and the upper and lower
boundaries, and then we use DAF-EfficientNetV2 to train the pre-processed images, and
experiments using the FV-USM database show that the recognition rate of the method is up to
98.96%, which is better than the current mainstream advanced algorithms.

2. Finger vein recognition method

Biometric recognition needs to be based on a certain recognition system, in finger vein
recognition, a typical biometric system includes 3 stages: ROI extraction, model design and training,
and experimental comparison, the following subsections describe in detail all the stages of the finger

vein recognition system proposed in this paper for personal identification and verification.

2.1. Introduction to ROI extraction

(a) SDUMLA (b) FV-USM

Figure 1. Example of finger vein image in NIR light, image taken from SDUMLA and
FV-USM databases.
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The main region of the extracted biometric features is called ROI, Figure 1 shows the ROI
images in 320 %240 and 640 %480 size in near infrared light. These images are taken by a charge
coupled element (CCD) consisting of a high definition camera, A/D converter, near infrared light
source and lens. The main purpose of preprocessing is to focus the original image on a smaller
region such as ROI, and to represent the features by more complex and differentiated way to
represent the features, used to facilitate the comparison and recognition phase, many techniques
have been proposed in the above mentioned studies, we propose ACO in our research method
because it brings clear edge information, in the next section we will present this method.

2.2. Edge detection based on Ant Colony algorithm

Ant Clony Optimization (ACO) is a swarm intelligence algorithm, which is a group of
unintelligent or slightly intelligent individuals (Agents) that exhibit intelligent behavior by
collaborating with each other, thus providing a new possibility for solving complex problems. The
ant colony algorithm was first proposed by Italian scholars Colorni A., Dorigo M., etc. in 1991.
After more than 20 years of development, the ant colony algorithm has made great progress in
theoretical as well as applied research. The ant colony algorithm is a bionic algorithm inspired by
the foraging behavior of ants in nature. In nature, during ant foraging, the colony is always able to
follow to find an optimal path from the nest to the food source. Figure 2 shows such a foraging
process. There is a colony of ants, if A is the nest and B is the food source (and vice versa). The
colony will travel along a straight line path between the nest and the food source. If there are two
long and short routes between A and B, then the ants at point A will have to make a decision
whether to travel left or right. Since there is no pheromone left on the road at the beginning, the
ants have an equal probability of traveling in both directions. However, when an ant passes by, it
will release pheromones in its path and the pheromones will be emitted at a certain rate.
Pheromone is one of the tools for communication among ants. The ants behind it make a decision
to go left or right by the concentration of pheromones on the road. It is obvious that the
pheromone will be more and more concentrated along the short side of the path, thus attracting
more and more ants to travel along this path.

............................................................................................................

Figure 2. Schematic diagram of the ant colony principle.
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The main steps of image edge detection using ant colony algorithm are as follows:

1) Mathematical model of image

Assume that the image to be detected is a grayscale image I(i, j) with a size of M x<N. Put the
data structure on. The image is regarded as an undirected graph, as shown in Figure 3 below:

0 @, j)

+1

+2

Figure 3. Connected (i,j) pixel structure diagram.

During construction, a group of artificial ants builds solutions ranging from limited solution
components to full. The connected graph represents the problem to be solved. There are a number of
build steps involved in the build process. Ants in Move back and forth on the image until each ant
has reached the target number in the build step. The solutions to the construction process starts with
a partial solution and add solutions to get results at each step. The solution is to select a set of
adjacent nodes from the node at the current position in the image. The selection of ingredients is
done according to a certain probability.

2) Initialization process

During initialization, m ants are randomly placed in the image, and each ant is assigned to the
M xN image. Any location. The greater the number of ants m, the faster the algorithm's search will
become, but it will increase the consumption. So you need to choose the right m value. The value of
the ant number m depends on the actual problem and the image. Size for different settings, the more
complicated the problem, the bigger the image, the more ants need to be used. Usually desirable ant
number vM X N, this can be in a relatively short time guaranteed number.Target preferred edge
detected. The image consists of a composition of background, target and edge, and their
characteristics are reflected. On the pixel gray gradient value, you can set a gradient threshold to
control them, will be as much as possible. Ants flock near or on the edge to speed up their search. In
order to successfully activate the ants, The original value of each element in the pheromone matrix
is set to the constant t;,;;, with a small but non-zero value. In addition, Heuristic information
matrix is strength value based on local variation. Heuristic information is determined during
initialization, because it depends only on the value of that pixel image, it is continuous. V. (I;;) is a
function that acts on a local set of pixels at the pixel at (i, ), given by Figure 3.

Vo(lij) = [licgjm1 = Livzjea| + [licajur — Livzjor| + [licsjun + Livnjea| + [licyjie —
Livvjoa| + [licrjo1 = Lvnjon| + [l = limajor | + [lica = Livnj| + [ljor = Lijea| @)

The heuristic information in pixels (i, j) is determined by local statistics, whose position is
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Nij = % )

Where 1 is the intensity value on the pixel (i, J).V (i, J) C is a function around the pixel (i, j), in
the image. Run on the prime local group (Figure 3).

3) Ant path selection

Each ant selects the position to be moved by calculating the probability in the 3 > 3
neighborhood pixel according to Formula 3. Suppose the KTH ant is in the position of i, and j is a
pixel adjacent to point i, then the probability of this ant choosing vertex j is:

[Tij(t)a'[nij]ﬁ]
S[rij 0« ng)”
Lel*ND
\ o0&k

PE(t) = 3)

tij (t) represents the pheromone intensity, t represents the number of iterations, 7 is the
heuristic guide function, the value of pixels in the gradient of n;; = VI;.

a is a parameter used to control the ant’s degree of exploration, and B is a parameter that
represents the influence of pheromone cues. If a = 0, the maximum pixel gray gradient is selected,
and the algorithm degenerates into a random greedy algorithm. The larger the value of a, the ants
will be more likely to choose the path taken by other ants. If § = 0, only the re-action of pheromone
enhancement mechanism produces the algorithm result. The non-optimal solution obtained in the
shortest time is obtained. The higher the value of P, the more likely the ant will choose the
neighborhood point with high gradient value. Therefore, a compromise relationship should be found
between the degree of control the ants explore the parameters and the influence of the control
parameters on tracking pheromones.

4) pheromone renewal

Local pheromone updates are applied at various times during the build process, after the ant
crosses the edge. After each build step, the ant will update the pheromone value associated with it
crossing the last edge, according to Formula 4:

7;;(0) = (1 = p) - 7;5(t) + Az;;() (4)

Where, 1ij (t) is the sum of the excitins released by the ant moving to j, and its value
Ay;;(t) = X Ay(t). When the first k ant select vertices Ayﬁ(t) = 0 ,when the first k ants want to
vertex j, in order to make the ant search convergence speed was improved, its value is set to vertex j
of gradient function, namely, which is suitable for constant C. In the absence of pheromone
evaporation on the path, if the search is likely to lead to a dramatic change in the initial value, which
leads to the final test results are not good, in order to guarantee the complete solution space, the
pheromone volatilization mechanism must be introduced into the algorithm design, introducing the
pheromone volatilization coefficient. P (0 < P > 1) If the ant does not select this vertex, the
pheromone at this vertex will gradually disappear with the increase of time.

5) Termination conditions

When the ant completes the specified number of steps, the final pheromone matrix is used to
classify each pixel, any edge or non-edge, at the end of the algorithm. Then the number of pixels per
ant passes through the post-image, and a threshold is set for comparison to determine the target edge,
the threshold calculation method is called Otsu threshold technique. The algorithm iterates ant
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walking steps, which are affected by the number of ants, the size of the image and the complexity of
the image. Examples of the original image and the image after using ACS and eliminating isolated
points are shown in Figure 4, with the chosen parameters of k = 816, (340 < 240 ROI image) and
Tinit — 0.1.

Figure 4. Original image and image after eliminating isolated points.
2.3. Mini-ROI extraction

The task discussed here is how to determine the left and right boundaries and the upper and
lower boundaries of the ROI, an ideal method for detecting the region of interest of finger vein
features should finally select the ROI that contains as much feature information as possible, but the
area is as small as possible and the core vein features. Therefore, this paper proposes a Mini-ROI
extraction method, which we will introduce in detail next.

1) Determining the left and right boundaries

Relevant biomedical reports show that when the finger is irradiated with NIR light, the joint
area in the image is brighter because the tissue fluid in the joint space of the finger is more
penetrating compared to the bone. Thus, the finger joints can be accurately located by the difference
in image brightness, i.e., the brightest area in the image should be the finger joint area, and the left
and right boundaries can be determined based on the finger joint position.

All pixels in each column of the image I(x,y) of size I(x,y) are summed up, and the summation
operation is defined as follows:

§; =X 1)), =12,...,b (5)

The sum of each column is counted and the maximum sum is obtained, i.e., the position of the
peak point, which determines the corresponding position of the corresponding finger joint.

Colp,ax = arg max(6;),i€ [1,a] (6)

Based on this method, the positions of the finger joints are obtained. Figure 5 shows the
accumulation of the pixel values of each column of pixels of a finger vein image. It is clear that there
are two peak points of the sum of the left and right pixel values, i.e. the two brightest regions, which
correspond to the two knuckles of the finger. By recording their columns, it is easy to locate the two
knuckles.

Mathematical Biosciences and Engineering \Volume 20, Issue 6, 11081-11100.
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Figure 5. Cumulative sum of pixel values for each column of the image.

In this case, when selecting the left and right boundaries, it is possible to intercept the area
between two knuckles on the one hand, and the area on both sides of a particular knuckle on the other.
However, according to the database SDUMLA, it is easy to find that most of the finger joints near
the right edge (i.e., near the fingertip) are detected as peak points, while the left finger joints far from
the fingertip are not clearly detected in some images due to illumination and other reasons. The peak
points are not detected clearly in some of the images due to illumination and other reasons, so that
the peak point detection fails. Therefore, in order to ensure the stability of the same database
processing, the knuckle positions near the fingertip can be detected uniformly when processing this
database, and the accumulation range of the columns can be reduced to [0.4a,0.8a] according to the
characteristics of the database, so as to reduce the calculation of invalid areas. Finally, using the
knuckle position as the reference line, a certain length is intercepted from both sides proportionally,
and the rotationally corrected image and the intercepted image after determining the left and right
boundaries are shown in Figure 6.

Figure 6. Determining the left and right boundaries of the Mini-ROI.

2) Determining the upper and lower boundaries

In the region binary image after rotation correction we can get the coordinates of the upper and
lower edge points, by which we can determine the determination of the upper and lower edges of
Mini-ROI. Firstly, in the binary image of the finger edge after rotation correction, we randomly
select the vertical coordinates of some of the upper edge points to find the average value y,,, by
using a fixed reasonable interval, considering that the finger edge points are discrete and have high
and low values, in order to reduce the error, we choose the value of y,,, —2 as the upper edge
vertical coordinate value, which is written as y1: Similarly, then we select the vertical coordinates of
some of the lower edge points to find the average value y;,,, and choose the value of y,,,,—2 as the
After obtaining the upper and lower edges of the target region, the final finger vein Mini-ROI region
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of interest image is obtained, and the final ROI is obtained after image enhancement, and the
example of the Mini-ROI region intercepted from the externalized finger vein sample and the whole
preprocessing process are shown in Figures 7 and 8.

Figure 7. Mini-ROI area.

¥

’ Segmentation

L 4

’ Orientation correction

L 4

\ Mini-ROI extraction

¥

’ Image Enhancement

$

Figure 8. Complete pre-processing flow.

3. Finger vein detection based on the EfficientNetV2 network

Finally, this paper proposes a finger vein detection model based on EfficientNetVV2, which was
proposed by the Google team in 2021 and became the optimal model of that year. The feature
extraction part was tested using the Fused-MBCon module and the deep MBConv module and
tested on the public dataset on ImageNet. Its structure is shown in Figure 9. This document uses an
EfficientNet VV2-s configuration for testing, networking, the architecture is shown in Table 1, with a
training input size of 300 =< 100.

Mathematical Biosciences and Engineering Volume 20, Issue 6, 11081-11100.
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Figure 9. Structure of MBConv and Fused-MBConv.

Table 1. Network structure of EfficientNetV/2-s.

Stage Operator Stride  #Channels #Layers
0 Conv3 %3 2 24 1

1 Fused-MBCnovl, k3 %3 1 24 2

2 Fused-MBCnov4, k3 %<3 2 48 4

3 Fused-MBCnov4, k3 %3 2 64 4

4 MBCnov4, k3 <3, SE0.25 2 128 6

5 MBCnov6, k3 %3, SE0.25 1 160 9

6 MBCnov6, k3 <3, SE0.25 2 256 15

7 Cnovl x1 & Pooling & FC - 1280 1

4. Finger vein recognition model based on improved EfficientNetV2

In this study, the purpose of building a high-precision and low-consumption finger vein
recognition model was carried out with the lightweight network EfficientV2 as the backbone
network. Considering the wealth of information at the shallow level of the network, the network is
fused using dual attention and the shallow modules are updated.

4.1. Dual attention network
DANet applies the attention mechanism to semantic segmentation, mainly based on

Position-based attention and Channel-based attention to obtain rich context information and
improve the segmentation accuracy of the model. Postion-based attention module makes features
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anywhere on the feature map related to all other locations, and similar pixels should still maintain
their close relationships (even if the distance is far away, the advantage of attention). The
channel-based attention module can capture the channel dependencies between any two channel
graphs and use the weighting of all channel graphs and update each channel graph. By adding these
two attention modules, the feature representation of the model can be further enhanced and the
model segmentation performance can be improved.

The images are fed into a feature extraction network with ResNet as the backbone, similar to
Deeplab, removing the downsampling operation of the fourth and fifth modules and replacing
pooling with hole convolution instead. Therefore, the feature map output of the feature extraction
network has changed from 1/32 to 1/8. The feature map generated by the feature extraction network
is fed into two parallel attention modules, and the dependency between the feature map location and
the channel is obtained and the information of the two is fused into the classifier by element
addition operation.Details of each module are described below.

The position attention module is shown in the Figure 10, A (C xH xW) is converted into B (C
xH xW), C (C xH xW), D (C xH xW) by different convolutional layers. B/C/D reshape is (C x
N) size, denoted B’/C’/D’, where N = H x<W represents the number of pixels per channel. Multiply
the transpose of B’ with the dot multiplication of the C* matrix (the geometric meaning of the point
multiplication of vectors is to calculate the similarity of two vectors, the more similar the two
vectors, the larger their point multiplication) and the Softmax normalization operation to obtain the
feature map S (N <N contains the similarity information of the pixel position).

,—» —— > reshape&transpose
A B
E
softmax S
—_— (X )—>
reshape
C
reshape

. (HXW)X(HXW) rQ—D~

reshape

CxHxW CxHxW

Figure 10. Position attention module.

_ exp(By'Cy)
Si = YL, exp(Bi-Cj) Q)

Sji represents the effect of the i-th position pixel on the jth position, that is, the degree of
association/correlation between the ith position and the jth position, the larger the more similar. S
and D’ matrix points are multiplied to get S’, and the correlation factor is multiplied by the feature
map to obtain the correlation. S’ and the original figure A are added by elements to obtain E, and the
relevant information is fused into the original figure.

E; = “Zliv=1(5jiD1) + 4; (8)
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Alpha is the proportion of adjusted relevance, which is continuously updated through training
iterations. This module can obtain a global perspective, selectively aggregating spatial context
aggregations. Similar feature pixels have the same uplift and growth, and will not be dominated by
neighboring pixels (different classes), solving the problem of inconsistency within classes caused by
convolution operations.

The channel attention mechanism is shown in the Figure 11, reshape (C < N) and reshape and
transpose (N %< C) for A, respectively. Multiply the two feature maps obtained and get the channel
attention map X (C x C) through softmax. Then the transpose (C x C) of X and A (C %< N) of
reshape are multiplied by matrix, multiplied by the scale coefficient B, and then reshape to the
original shape, and finally added with A to obtain the final output E, the B initializes to 0 and
gradually learns to get a greater weight.

reshape reshape

CxC
reshape - softmax E
? X

CxHxW |—> reshape&transpose

—

CxHxW
Figure 11. Channel attention mechanism.
_ exp(4;4))
Xji = 5e exp(Ai-Aj) ©)
Ej = B X1 (xiA) + 4 (10)

4.2. D-MBConv module

The original EfficientNetV2 consists of shallow Fused-MBCnov and deep MBConv, and since
the finger vein map contains a lot of spatial information, the shallow network in this paper uses the
DANet dual attention fusion mechanism. Embed the DANet network in Fused-MBCnov and name
the new module D-MBCnov, the detailed structure is shown in Figure 12.

BN
siLU
Expa":ﬁ's'gv 3x3 DANet }—{mqm Cnov 1x1 51

Figure 12. Structure of D-MBCnov.
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4.3. EfficientNetV2 based on hybrid attention mechanisms

The D-MBConv module is used to replace the original shallow Fused-MBConv module of
EfficientNetV2, and EfficientNetV2 based on the mixed attention mechanism is built, namely
Double Attention Fusion-EfficientNetV2 (DAF-EfficientNetV2), and the overall structure of the
model is shown in Figure 13. The new network not only considers the important features on the
channel in the shallow layer, but also effectively captures a large amount of spatial feature
information. Experiments show that the use of dual attention fusion network can effectively improve
the classification accuracy and be more competitive with the performance of other mainstream
networks.

Convl D-MBConvl D-MBConv4 D-MBConv4 MBConv4 MBConv6 MBConv6é Conv1&Pooling&FC
Stage 0 Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7

Figure 13. Structure of DAF-EfficientNetV2.
5. Experiment and results analysis

The experimental part of this paper is divided into three main parts. The first part aims to
evaluate the performance of DAF-EfficientNetV2 on classification tasks by comparing the
experiments with other popular CNN models on four publicly available datasets and presenting the
experimental results through four comparison plots to determine its utility and practical application
value. We compared popular CNN models such as ResNet-50, VGG-16, DenseNet-121, and
MobileNet-V2, but due to the limitation of experimental computing resources, only the finger vein
dataset (FV-USM) from Shandong University (SDUMLA) and Universiti Teknologi Malaysia was
used for the experiments. We compared the classification performance of each model on these
datasets and presented the experimental results in a table. The experimental conditions include
Windows 10 operating system, NVIDIA GeForce GTX 1060 graphics card, Intel Core i7 7700HQ
processor, Python version 3.7, and PyTorch as the framework. Regarding the two publicly available
datasets used, the finger vein dataset from Shandong University divides it into 636 classes. The
dataset is 106 volunteers’ left and right hands with 3 fingers in each hand, and we divide each finger
into one class. FV-USM were collected from 123 volunteers comprising of 83 males and 40 females,
who were staff and students of Universiti Sains Malaysia. The age of the subject ranged from 20 to 52
years old. Every subject provided four fingers: left index, left middle, right index and right middle
fingers resulting in a total of 492 finger classes obtained. The captured finger images provided two
important features: the geometry and the vein pattern. Each finger was captured six times in one
session and each individual participated in two sessions, separated by more than two weeks’ time. In
the first session. The ratio of training set and test set is divided according to 5:1.

The second part conducts ablation experiments for DAF-EfficientNetV2, comparing the
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performance of DAF-EfficientNetV2 under different data enhancement methods and different
hyperparameters, and shows the experimental results with two comparison plots. This part of the
experiment aims to evaluate the impact of the D-MBConv module on the performance of
DAF-EfficientNetV2, and provide guidance and reference for the use of DAF-EfficientNetV2.

In deep learning, we usually need to evaluate the performance of a model to determine whether
the model is effective or not. The most commonly used evaluation metrics are accuracy, precision,
recall and flscore. Their meanings are described below.

Accuracy is one of the most basic classification metrics, which indicates the ratio of the
number of samples correctly predicted by the model to the total number of samples. The specific
calculation formula is:

TP+TN

Accuracy= ——
Y = TPrTN+FP+FN

(11)
where TP denotes True Positive, the number of samples correctly predicted as positive cases; TN
denotes True Negative, the number of samples correctly predicted as negative cases; FP denotes
False Positive, the number of samples incorrectly predicted as positive cases; and FN denotes False
Negative, the number of samples that are incorrectly predicted as negative cases.

The higher the accuracy rate, the more accurate the model predicts the results. However, when
the number of samples in different categories is not balanced, the accuracy rate may not reflect the
performance of the model well.

Precision rate is the ratio of the number of samples correctly predicted by the model as positive
cases to the number of all samples predicted as positive cases. The specific calculation formula is:

Precision = (12)

TP+FP
A higher accuracy rate indicates that the model minimizes negative effects. Also, if we need to
ensure that we do not incorrectly predict true counterexamples as positive (false positives), then we
should focus on increasing the precision rate.
Recall is the ratio of the number of samples correctly predicted by the model as positive cases
to the number of samples of all true positive cases. It is calculated by the following formula:

TP
TP+FN

Recall =

(13)

The higher the recall, the better the model is at identifying positive class samples. When we
need to ensure that all the true positive examples are found correctly, we can focus on increasing the
recall rate.

F1 Score is a metric that combines Precision and Recall, and it is the summed average of the
two. The specific formula is:

F1 Score = 228 (14)
P+R

A higher F1 Score indicates that the model has achieved a good balance between Precision and
Recall. When Precision and Recall are equally important, F1 Score can be a good evaluation metric.
To sum up, accuracy, precision, recall and flscore are important metrics to evaluate the
performance of deep learning models. Different metrics are applicable to different scenarios, and the
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appropriate metrics need to be selected for evaluation according to the task requirements. In this
experiment, we choose all the above metrics to evaluate the model.

The experimental part of this paper provides detailed data support and analysis, which provides
strong support and guidance for the practical application of DAF-EfficientNetV2.

5.1. Algorithm comparison experiment

We compare DAF-EfficientNetV2 with popular CNN models such as ResNet-50, VGG-16,
DenseNet-121 and MobileNet-V2, and conduct experiments using two publicly available datasets,
Shandong University (SDUMLA) and the Finger Vein Dataset of Universiti Teknologi Malaysia
(FV-USM), respectively. We compare their performance on the classification task and show the
experimental results in four comparison plots.

The classification accuracy of each model on the two datasets:DAF-EfficientNetV2 was tested
with 98.96% accuracy on FV-USM, while MobileNet-V2 and ResNet50 had 95.62% and 92.28%
accuracy, respectively. We can find that DAF- EfficientNetV2 performs significantly better than the
other models. The accuracy of all five models on the SDUMAL dataset decreases because this
dataset contains a small portion of low-quality images. The above experimental results can provide
guidance and reference for further optimization of the models, and also provide strong support and
validation for the practical application of the models. Table 2 shows the test accuracies of the five
models on two publicly available datasets, where the test accuracies of the models on FV-USM and
the test accuracies of the models on SDUMLA are shown.

Table 2. Test accuracy of each model on two public datasets.

Models Ap Ag

ResNet-50 92.28% 90.65%
VGG-16 95.74% 92.31%
DenseNet-121 96.28% 94.78%
MobileNet-V2 95.62% 93.53%
DAF-EfficientNetV2 98.96% 97.29%

In the table, each row represents a model, each column represents a dataset, the number
indicates the accuracy of the classification, and the bold numbers indicate the optimal performance
of DAF-EfficientNetV2 on that dataset. We can use this table to visually compare the performance
of each model on different datasets. Figure 14 shows the loss and accuracy curves of the five models
tested on the two publicly available datasets.
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Figure 14. Loss and accuracy curves for each model tested on two publicly available datasets.
5.2. Ablation experiments

In the field of deep learning, data augmentation and hyperparameter optimization are very
important research directions, and they can effectively improve the performance and generalization
of the model. In order to explore more deeply the effects of these factors and the attention
mechanism module in the shallow module on the DAF-EfficientNetV2 model on the model
performance, we conducted ablation experiments and also adjusted the hyperparameters such as
learning rate and batch size. The experimental results show that the D-MBConv module can
effectively improve the performance of the model and achieve better results for all data sets. Also,
we found that the optimal hyperparameter settings differed on different datasets, which suggested
that we needed to adjust and optimize the hyperparameters in real situations.

In the experiments on learning rate and batch size, we found that increasing the batch size
within a certain range can improve the accuracy of the model, but the accuracy of the model
decreases instead as the batch size increases further. In addition, when the learning rate is small,
increasing the batch size can improve the accuracy of the model, but when the learning rate
gradually increases, the effect of increasing the batch size also gradually decreases. Figure 15 shows
the loss and accuracy curves of EfficientNetV2 and DAF-EfficientNetV2 tested on two public
datasets.
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Figure 15. Loss and accuracy curves of EfficientNetV2 and DAF-EfficientNetV2 tested
on two publicly available datasets.

5.3. Comparison of other metrics of the model

The proposed algorithm was compared with ResNet-50, VGG-16, DenseNet-121, and
MobileNet-V2, and EfficientNetV2 to verify the superiority of the proposed algorithm. The
performance on the dataset is shown in Table 3. The improved algorithm is higher than the other
five algorithms in terms of accuracy, recall, and F1 value, which fully indicates that the algorithm is
more suitable for finger vein recognition.

Table 3. Comparison of recognition effects of different models.

Classification model Precision Recall F1-score
ResNet-50 86.34 81.92 83.65
VGG-16 91.25 87.41 89.54
DenseNet-121 94.32 90.83 92.58
DAF-EfficientNetV2 97.47 96.96 97.12
EfficientNetV2 96.95 95.46 95.82
MobileNet-V2 92.03 87.58 90.61

6. Conclusions

In this paper, a new finger vein recognition method is proposed, and the study achieves
efficient recognition of finger veins by applying ACO to the original images of finger veins, using
Mini-ROI for boundary determination, and improving the EfficientNetV2 model by combining a
dual attention fusion network with it, compared to previous popular deep learning models, the
improved algorithm in this paper achieves the highest test accuracy of 98.96% on the Malaysia The
improved algorithm in this paper achieves the highest test accuracy of 98.96% on the finger vein
dataset of University of Malaysia (FV-USM) compared to the previous popular deep learning
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models, but in real life, the CNN used has more trainable parameters and longer training time,
which is not very suitable for real-time finger vein recognition, in addition, the current finger vein
lacks a large number of high-quality datasets, so for different application scenarios, we still need to
further optimize the CNN model and choose the most Therefore, for different application scenarios,
we need to further optimize the CNN model and select the most suitable method in order to achieve
the best recognition effect while ensuring the efficiency and establishing a better quality and more
comprehensive finger vein benchmark database is the future research direction.
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