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Abstract: Structured information especially medical events extracted from electronic medical records
has extremely practical application value and play a basic role in various intelligent diagnosis and treat-
ment systems. Fine-grained Chinese medical event detection is crucial in the process of structuring
Chinese Electronic Medical Record (EMR). The current methods for detecting fine-grained Chinese
medical events primarily rely on statistical machine learning and deep learning. However, they have
two shortcomings: 1) they neglect to take into account the distribution characteristics of these fine-
grained medical events. 2) they overlook the consistency in the distribution of medical events within
each individual document. Therefore, this paper presents a fine-grained Chinese medical event detec-
tion method, which is based on event frequency distribution ratio and document consistency. To start
with, a significant number of Chinese EMR texts are used to adapt the Chinese pre-training model
BERT to the domain. Second, based on the fundamental features, the Event Frequency - Event Distri-
bution Ratio (EF-DR) is devised to select distinct event information as supplementary features, taking
into account the distribution of events within the EMR. Finally, using EMR document consistency
within the model improves the outcome of event detection. Our experiments demonstrate that the
proposed method significantly outperforms the baseline model.

Keywords: Chinese electronic medical record; medical event detection; event frequency - event
distribution ratio; document consistency

1. Introduction

EMR, or electronic medical record, is a critical source of clinical information generated by doctors
and patients within medical facilities. It encompasses a wealth of medical knowledge that is closely
tied to the health of the patient [1]. Structured medical information extracted from unstructured or
semi-structured EMR text can be used for several purposes, such as aiding in clinical diagnoses and
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treatment, monitoring and controlling diseases, evaluating treatment efficacy and conducting clinical
research [2—4]. Therefore, the field of natural language processing and medical informatics has been
focused on the structurization of EMRs for many years, making it a highly sought-after area of re-
search. One crucial aspect of EMR structurization is medical event detection, which has garnered
significant attention and interest. A number of recent studies proved that it has important practical
application significance for the text structure of EMRs. In the work of people like Geva et al. [5],
they explored the incidence of adverse drug events in children with pulmonary hypertension (PH) by
comparing different sources of EMRs, which is of great significance for improving the treatment of
children with pulmonary hypertension. Kulshrestha et al. [6] effectively predicted severe chest injuries
by EMR data with NLP technology, which improves accuracy and helps the treatment and diagnosis of
chest injuries. Ahuja et al. [2] also predicted the disease and activity level of multiple sclerosis (MS)
based on EMRs, which can help doctors identify the possibility of disease progression so early as pos-
sible to take earlier intervention measures to improve the treatment effect. In recent years, the topic
of automatically detecting medical events has captured wide attention from the research community,
attracting numerous researchers and yielding a substantial amount of research output.

A medical event refers to any occurrences or circumstances related to a patient’s clinical timeline,
providing insight into their physical health and medical process. It encompasses a wide range of infor-
mation, including the patient’s medical history, symptoms, diagnostic evaluations, treatments and other
related aspects of their care. Medical event detection is commonly recognized as a task of sequence
labeling, which entails not only identifying the boundaries of medical events, but also categorizing
their types. As depicted in Figure 1, given a text “ & HiAEHE KRS P& & (The patient reports
some relief in abdominal discomfort)”, the task of medical event detection requires identifying the
“Evidence” type event *“ H A" and the “Problem” type event “f&HF MR in the text. Furthermore, the
detection process must also mark the boundaries and type labels of the events.
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Figure 1. Illustration of medical event detection in Chinese. This paper employs the BIO
annotation method, where “B-XXX” signifies the start of an event, “I-XXX” indicates the
middle or conclusion of the event, “O” represents non-events and “XXX” represents different
types of events. Specifically, “Evi” represents events of type “Evidence” and “Pro” stands
for events of type “Problem”.

At present, the research on medical event monitoring of Chinese EMRs is still relatively weak and
mainly divided into three categories. One class is rule-based method. This method relies on the ex-
perience and knowledge of domain experts to summarize relevant rules, and uses the corresponding
template as a classifier to extract medical events. The other category is the method based on shallow
machine learning. This method establishes a model to extract medical events through feature statistics.
The last one is the most commonly used—deep learning-based method at present. This method obtains
a more comprehensive contextual semantic representation through a deep neural network model, and
its event extraction effect is better. Nevertheless, there are three shortcomings in the current research
on Chinese medical event detection: 1) The BERT model used is trained on general domain data and
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lacks prior medical knowledge when applied to medical event detection tasks, limiting its overall ef-
fectiveness; 2) The BERT model does not account for the relationship between masked words during
training the mask language model, and only considers basic word and syntactic features, without tak-
ing into account the distributional characteristics of medical event words in EMRs; 3) Medical events
in EMRs often follow document-consistent distribution patterns, meaning that there are specific distri-
bution rules between different events, but existing studies only detect events at the sentence level and
do not use document-level features. Additionally, while current research on medical event detection
primarily focuses on English EMRs, research on Chinese EMRs is limited. In light of this, this paper
puts forth a novel detection method that leverages the event frequency ratio and document consistency
to address the limitations of current methods in detecting medical events in Chinese EMR. The results
of experiments conducted on the Chinese Clinical Event Detection Corpus (Chinese CED) [7] demon-
strate that the proposed method outperforms existing methods in the task of medical event detection.

The primary contributions of this research paper are as follows: 1) A significant number of Chinese
medical texts were employed to fine-tune the pre-trained BERT model to the domain-specific context.
2) The EF-DR was devised based on basic features, and the distribution features of distinct event words
were chosen as additional features of the corpus. 3) Document consistency distribution features were
used to improve further the overall outcome. The experimental results show that the proposed method
is significantly improved compared with the baseline method, thus highlighting the superiority of the
proposed approach.

2. Related work

The task of evaluating the Informatics for Integrating Biology and the Bedside (12b2) in 2012 in-
volved detecting medical events such as patient issues, tests and treatments within a corpus of 310
English hospital discharge abstracts that had been manually annotated. Since 2015, the international
semantic evaluation conference SemEval has held a technical evaluation competition for extracting
clinical medical events for three consecutive years. The competition has made use of a publicly avail-
able evaluation dataset, which includes the THYME-2015 [8], THYME-2016 [9] , THYME-2017
corpora [10]. In 2020, the technical evaluation of the China Conference on Knowledge Graph and
Semantic Computing (CCKS) established the task of “Medical Entity and Event Extraction”. The
main entity for this task was the Chinese EMR text data related to tumors. The task defined several
attributes of tumors, such as tumor size and primary site, and required the identification and extraction
of events and attributes, as well as the structuring of the Chinese EMR text. These evaluation tasks
have significantly advanced the research in medical event detection.

This section provides a comprehensive overview and evaluation of the medical event detection
methods presented in current research, which can be classified into three distinct categories.

1) Rule-based approach: This approach categorizes medical events based on their context. It em-
ploys various features such as context vocabulary, part of speech, tense of events, and an external
knowledge base in the clinical medical field [11-13]. However, the performance of these methods
is limited and they tend to perform poorly [14], making them inadequate for handling new types of
data [15].

2) Statistical Machine Learning-Based Approach: These methods employ statistical machine learn-
ing techniques that rely on feature engineering, where SVM and CRF are the prominent methods
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used [16]. However, a significant drawback of these methods is their strong reliance on manually
labeled features, which requires a significant amount of time and financial resources, making it chal-
lenging to implement in practical applications. In the 2012 i2b2 review, nine out of the top ten systems
used Conditional Random Fields (CRF) for event detection [17]. For classifying event attributes, the
majority of systems employed Support Vector Machines (SVM) [18]. Four of the systems employed a
hybrid approach, combining both statistical machine learning and rule-based methods [19-21].

3) Deep learning-based approach. These methods are favored by most researchers due to their lower
dependence on external features and proven experimental results. A variety of neural network models
have been introduced for the task of medical event detection, with the BILSTM-CRF model being the
most commonly used for early sequence labeling tasks [22]. Other models include Lattice-LSTM [23]
and WC-LATM [24]. Ji et al. have applied the BILSTM-CRF model to the recognition of named
entities in Chinese EMR [25] and extraction of Chinese medical events [26]. Although the models
mentioned above have shown impressive results in detecting medical events, they tend to overlook
the significance of contextual information in semantic understanding. As a result, some researchers
have developed models like BERT [27] and RoBERTa [28] that incorporate effective contextual in-
formation through pre-training. In 2020, Zhang et al. [29] used the RoBERTa-BiLSTM-CRF model
for event extraction, while Dai et al. [30] used the entity vocabulary as a key feature in the input of
the Chinese RoOBERTa-wwm-ext-large pre-trained model, which ultimately earned them first place in
the CCKS2020 evaluation Task 3. Yang et al. [31] in view of the lack of synergistic consideration of
the global and local features of medical text information in existing models, proposed a hybrid neural
network model based on CNN-BiLSTM-CRF (BCBC), which achieves the comprehensive extraction
of the text’s local and global features, and makes up for the lack of semantic capture due to the single
model in traditional methods.

There have been limited studies on medical event detections in China, which primarily rely on
sentence-level information without taking into account the distribution of event words within the text
of EMRs and ignoring the inter-document feature information. In contrast, research on event detection
in the news domain has been productive, with some researchers in the field of Automatic Content Ex-
traction (ACE) news events suggesting improvements in event detection outcomes through leveraging
document consistency across multiple documents discussing the same subject matter. Document con-
sistency in a news corpus refers to the consistent distribution of event types within news articles that
share the same topic. This means that if a particular type of event is present in a document, other related
events are often also present. As a result, some researchers use the relationship between document-
level events to enhance event detection in general domains and use information on the distribution
of document-level events to aid in reasoning, thereby enhancing the accuracy of sentence-level event
detection [8,32,33]. Although the language used in the medical field differs from that in journalism,
there is still a correlation between events. In 2020, Wang et al. [34] used the document consistency
feature in medical texts to enhance event distribution. They reclassified trigger words with low classi-
fication probability using a Support Vector Machine (SVM) and saw an improvement of 1.34% in the
F1 score. This shows that by incorporating document consistency, the information between sentences
can be better captured, thus leading to improved experimental results.
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3. Methods

In this study, we consider medical event detection as a sequence labeling task, and use the BERT-
BiLSTM-CRF model, which has demonstrated exceptional performance in prior research, to annotate
sequences in Chinese EMRs. The proposed method is comprised of three components: basic features,
extended features, and document consistency, as illustrated in Figure 2. In the section on basic features,
this work employs a vast amount of EMR data to pre-train a Chinese BERT model [35], with the aim
of achieving domain adaptation. The output from the final hidden layer of the model serves as the basic
features. For the extended feature component, the EF-DR is designed.

To begin, the medical event word dictionary in the EMR is processed through the natural language
processing tool LTP [36] for segmentation, which allows us to identify the part of speech (POS) of
each word. Subsequently, we use a coding tool to encode each word and its corresponding POS. Lastly,
we use the EF-DR to assign weights to the encoded words and combine the part of speech codes to
form an extended feature. In the Document Consistency Module, the basic and extended features are
combined and served as input. The initial sequence marking result is obtained through decoding, and
if the probability of the optimal sequence path reaches the set threshold value, it is used as the final
result. If not, the Document Consistency features are added and decoding is performed again until the
probability of the optimal sequence path meets the threshold value.
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Figure 2. Illustration of Chinese medical event detection method based on event frequency
distribution ratio and document consistency.
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3.1. Basic features

In light of the fact that the amount of training data that has been manually labeled is often limited
and plagued by substantial noise, the presented method aims to improve the quality of training data
in a task-independent manner. The approach begins by carrying out synonym substitution, but only
on the non-event parts to prevent any adverse effects on the event label. Afterwards, the revised text
is generated by randomly rearranging the sentences in the original text. In sequence labeling tasks,
the local labels are highly dependent on the context, and random rearrangement of words can result
in significant boundary issues. Therefore, this method only performs random shuffling at the sentence
level to mitigate these problems.

This work employs the Chinese BERT pre-training model, which has been trained on a massive
corpus that includes Wikipedia and various books. Despite the fact that the BERT model has yielded
impressive results in downstream tasks in the general domain, its lack of enough prior knowledge in
the medical domain hampers its performance in medical event detection. To address this issue, the
proposed approach adapts the BERT model to the medical domain by pre-training it on a large corpus
of Chinese EMR texts [37]. This pre-training process allows the BERT model to acquire more prior
knowledge in the medical field, thereby improving its ability to capture rich semantic information in
obscure Chinese medical terms, leading to a more effective medical event detection.

The primary feature involves encoding the enhanced EHR text to produce the sequence of word
codes C = (cy, ¢y, ..., ¢,). Each word code c; is a combination of three different types of embeddings,
including BERT encoding with field adaptation, where the output from the last hidden layer is used.
This forms the basic feature H = (hy, hy, ..., h,), as shown in Eq (3.1).

H = BERT (¢, ¢a,...,¢y) = (hy, ho, ..., hy) 3.1

3.2. Event frequency - event distribution ratio

We have designed the EF-DR weighting scheme in order to fully use the word and POS information
features, in addition to the basic features. The EF-DR leverages class distribution information of events
in the training data to enhance the vector representation of words and parts of speech. This method
gives higher importance to words with high frequency and unique classes observed in the training data,
thus resulting in a more improved representation.

The EF-DR is a scheme of weighting that takes into account both the significance of an event word
within its category (Event Frequency, EF) and the distribution of the category that the event word
belongs to across all categories (Distribution Ratio, DR). For every event word in each EMR, the EF-
DR is calculated. To simplify the calculation, the value of the EF-DR for non-event words is set to 1.
The EF is calculated by determining the proportion of event words in a particular category, while the
DR is calculated by finding the ratio of the occurrences of event word a in category b. The final EF-DR
is obtained by multiplying these two measures, as showed in Eqs (3.2)—(3.4).

ap

EF,=— 3.2
N, (3.2)
ap

DR, = 3.3
M, (3.3)
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2

a
EF-DR,= 2 % _ %
N, M, Ny, X M,

where g, is the number of occurrences of event word a in category b, N, is the total number of event
words b in category b, and M, is the total number of occurrences of event word a in all categories.

Record the EF-DR as D = (d;, d>, ..., d,,), where non-event words are given a default value of 1 for
the EF-DR. The EF-DR assigns higher weights to event words that are unique to a particular category
and have a high frequency, and lower weights to event words that have low frequency within a category
or appear in multiple categories.

To mitigate the adverse effects of improper word segmentation, this study builds a medical event
word dictionary using 4000 Chinese medical named entities. The collected medical event word dic-
tionary is then integrated into the user dictionary of the natural language processing tool LTP, which
is used to segment the corpus and perform POS tagging. Doc2vec [38] (see the original literature for
details) and Pos2vec tool were respectively trained and used to convert the segmented corpus into event
word code W = (wy, wy, ..., w,,) and part-of-speech code P = (py, p2, ..., pm)- The final extended fea-
ture E = (ey, ey, ..., €y,) 1s obtained by multiplying the EF-DR D and concatenating the part-of-speech
feature P (As shown in Egs (3.5) and (3.6)).

(3.4)

e; = [dl X W,'p[] (35)

E=(d xwip],[d2xwaps],....[dnXWwn;p,]) = (e1,€2,...,e,) (3.6)

The final feature, X, is a combination of the basic and extended features, represented as X =
(x1, X2, ..., X,y). The adopted strategy is to concatenate the extended feature to the basic feature rep-
resentation of the last word in the event word, with the rest of the dimensions filled using the padding
(PAD) vector g. This is done to maintain consistent dimensions and ease subsequent operations. The
final input feature X is depicted in Eq (3.7).

X =(h;q],[haseill, ... [h;en]) = (xX1,%2,...,%,) (3.7)

3.3. Documentation consistency

This work focuses on two types of EMR texts: the discharge summary and the first course record.
These texts are typically written in a specific order, starting with the chief complaint and then cover-
ing the patient’s past, physical examination, auxiliary examination, diagnosis, and treatment. Using
“Exam” event as an example, the results showed that there is a higher probability of “Problem” events
before the “Exam” event, while the probability of “Treatment” events, “Evidence” events, and “Aspec-
tual” events is higher after the “Exam” event. The distribution of different event types before and after
the “Exam” event in EMR is shown in Figure 3. To further improve the detection results, this paper
leverages the document consistency feature of EMR by increasing the frequency distribution ratio of
events.

We denote the sequence of label types as L = [y, /5,15, ..., [;5 (7 types of events, using BIO tags).
The featureis X input BILSTM to obtain the probability value R,,; of each word w under each label [,
the CRF part will provide the transition probabilities 7, the probability of recording a single path is

Mathematical Biosciences and Engineering Volume 20, Issue 6, 11063—-11080.



11070

p. Enter the sequence ¢ = (cy, ¢y, ..., ¢,). In the path (I}, l%, ..., [{)(That is, each word w all correspond
to the label type /). The probability is shown in Eqs (3.8)—(3.10).

RwL = RWlll + szh + ...+ anll (38)
T,=T,,+T;, +...+ T} (3.9)
p= RWL + TL (310)

Among, R, ; representation word ¢; in the label type /; the probability value under, T/il 1, EXpress ¢;
corresponding label type /; To ¢;;; Corresponding label type /; the transition probability under. From
this, we can obtain the probability value of each input sequence under all paths, taking the probability
value of the optimal path p,,.,. If p,.. Less than the set threshold 1 the full-text code information
is added, and that document consistency features is use for re-labeling; If p,.. Greater than the set
threshold p the initial result is output as the final sequence annotation result.

4. Experiments

4.1. Dataset

Figure 4 shows an example of the data used in this paper. First, the EMR is annotated to obtain the
annotated EMR [39], and then preprocessed to obtain a data format that conforms to the model input.

In this study, 2000 Chinese EMRs were randomly divided into three datasets: a training dataset
(8:1:1 ratio), a validation dataset and a test dataset. The dataset encompasses seven types of events,
including Problem, Exam, Treatment, Clinical Department, Evidence, Occurrence and Aspectual, as
indicated in Table 1. The distribution statistics of other event types appearing before and after the
inspection event type are displayed in Figure 3, for each EMR.

Table 1. Detailed statistics of Chinese CED corpus.

Type Training dataset Test dataset Validation dataset total Percentage (%)
Aspectual 2511 325 358 3194 274

Clinical department 125 19 16 160 0.14

Evidence 6978 851 929 929 7.52

Exam 19,925 2445 2602 24,927 214
Occurrence 3248 393 459 4100  3.52

Problem 49,884 6099 6768 62,751 53.87
Treatment 10,079 1145 1359 12,599 10.82
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Figure 3. Distribution statistics of various types of events before and after “Exam” type

events in EMR.

2016-11-13 10:12 N
BRI R 2R xx FAE xx & xx 17 xx 7 0
i, ARkIEBT 2 BRI A G BT R0
iR, AT H TR KRS . R ko0
EMR * 0
2016-11-1310 purl 12. 5¢ 0
Li XX, who lives in xx Village, XX City, . B-Asp
xx Province, came to our hospital this A
morning to report that abdominal pain and 7z I-Asp
discomfort had been relieved, and the.re was H  B-Evi
no nausea, vomiting, diarrhea, constipation % I-Evi
and so on.
A & B-Pro
J  I-Pro
Data annotation S 0
&0
0
- 2016-11-13 10:12 | Bt 0
Annotated R FR D 3 2 xx FAE xx 8 xx T xx 22 B-Asp
EMR ¥, SRR E2 FORAER T Data ik I-Asp
i, IR WRHETCREYS . AR, .
| | preprocessing

Figure 4. Example graph of model input data.

Mathematical Biosciences and Engineering

Model input
data

Volume 20, Issue 6, 11063-11080.



11072

In EMR, there are variations in the way medical terms are written due to different writing habits
among doctors. This, combined with the presence of abbreviations, can make follow-up work diffi-
cult. To address these issues, this paper performs basic data preprocessing. Irrelevant sentences are
removed, redundant brackets in the EMR template are eliminated and misplaced punctuation marks
are standardized. After preprocessing, a BERT-BiLSTM-CRF model is employed to detect medical
events. In the baseline experiment, the output of the last hidden layer of a pre-trained Chinese BERT
model, without any adaptation for the specific domain, is used as the fundamental feature. No addi-
tional event-related features are added. Based on the baseline, we selectively integrate the distribution
features of various events using the EF-DR. Finally, for sequences whose optimal path probability cal-
culated by CRF is below the threshold, we use the consistency feature of EMR documents, specifically
the full-text coding information, to re-label them in order to enhance event detection performance.

4.2. Baseline model

In the experimental phase, three classic baseline models were used: CRF, BILSTM-CRF and BERT-
BiLSTM-CRF. Among them, the CRF model is a conventional sequence modeling technique that was
commonly used before deep learning advanced significantly. Despite its simplicity, it requires manual
feature creation. On the other hand, the BILSTM-CRF model is an end-to-end deep learning approach
that eliminates the need for manual feature engineering. The BiLSTM component of the model cap-
tures the context-based semantics of each word, and the CRF component differs from traditional CRF
models. It retains the idea of a transition matrix from traditional CRF models but reimplements it in
a deep learning context. The BERT-BiLSTM-CRF model differs from the BILSTM-CRF model in the
way it obtains word vectors. While the BILSTM-CRF model uses a simple encoding layer learning
to obtain word vectors, the word vectors in the BERT-BiLSTM-CRF model are generated during the
training of downstream tasks. This model leverages the strengths of the Chinese pre-trained model
BERT, namely its strong capability in acquiring dynamic word vectors. The rest of the layers in the
BERT-BiLSTM-CRF model are identical to those in the BILSTM-CRF model.

4.3. Domain adaptation

Table 2. Statistics of domain adaptation dataset.

Dataset Total

EMR text 4000 (39.75 MB)
CCKS 2017 400 (0.32 MB)
CCKS 2018 1000 (0.80 MB)
CCKS 2019 1379 (1.1 MB)
CCKS 2020 1050 (0.84)

In the process of domain adaptation, we used data from a Class A hospital located in Gansu
Province, China. The data covers 15 departments, including the cardiovascular, neurosurgery, pedi-
atric obstetrics and gynecology, and infectious disease departments, and comprises a total of 4000
EMRs after removing sensitive information. The data was manually annotated with six types of medi-
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cal named entities, including diseases, symptoms and abnormal examination results. Additionally, we
also used the dataset from the CCKS EMR Named Entity Recognition task of the past four years, as
depicted in Table 2.

During the domain adaptation process, no supervised training was incorporated and we used
RoBERTa [29]. Specifically, we used the masked language model (MLM) task after removing the
next sentence prediction (NSP) task. To preserve Chinese semantic information, the whole word mask
(WWM) mechanism was employed. Furthermore, to enhance the training data, each sample was du-
plicated and re-masked to achieve dynamic masking. The domain adaptation was trained for 10 rounds
with a batch size of 32. During the training process, a learning rate warm-up and linear decay strategy
was employed. Specifically, the learning rate was increased linearly from 0 to 3e-5 during the first
10% of the training steps, and then decreased linearly from 3e-5 to O over the remaining 90% of the
steps. The maximum sequence length was set to 510, and the optimization algorithm used was the
Adam algorithm with a weight decay parameter of 0.01. For fine-tuning the event detection task, the
maximum learning rate was set to 6e-5, and the optimal parameters are presented in Table 3.

Table 3. Statistics of domain adaptation dataset.

Hyperparameters Domain Adaptation (MLM) Fine tuning (event detection)
Batch Size 32 16

Epochs 10 32

Peak learning Rate 3e-5 6e-5

Learning rate decline method Linear Linear

Learning Rate Warmup Ratio  0.05 0.1

Max Sequence Length 510 510

Weight Decay 0.01 0.01

CRF layer learning rate N/A le-3

4.4. Evaluation index

In the model performance evaluation session, the model performance is evaluted using accuracy P,
recall R and F'1 value. The calculation formula is as shown in Eqs (4.1)—(4.3) (T P and F P are true and
false positive cases respectively, TN and F'N are true negative and false negative cases respectively).

2o TP

P 4.1

TP+ Y FP; 1)

R= =1 TP, 4.2)
YL, TP+ YL, FN; '

Fl= % 4.3)
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4.5. Experimental results

In this paper, we carried out a series of experiments on the test dataset of the Chinese CED corpus.
The results show that the method proposed in this paper outperforms all the baseline models, as evi-
denced by the data in Table 4. The experiments demonstrate that the accuracy of the proposed method
is impressive, reaching 91.52% of P value and 92.43% of F1 value. In comparison to the BERT-
BiLSTM-CRF model, the proposed method has improved the F1 value from 88.88% to 92.43%, a
significant increase of 3.55%.

Table 4. Experimental results of overall performance.

Method P (%) R (%) F1 (%)
CRF [7] 79.96 85.37 82.58
BiLSTM-CREF [7] 81.32 84.68 82.97
AdvBERT [7] 83.73 85.56 85.12
BERT-BiLSTM-Softmax 82.62 84.77 83.68
BERT-BiLSTM-CRF 87.30 90.52 88.88
Our Method 91.52 93.36 92.43

Table 5. Ablation experiment results.

Method FLe P@%) R%) F1(%)
Aspectual Evidence Exam  Occurrence Problem  Treatment
Our Method 93.16 90.76 91.34  95.85 93.52 86.55 91.52 9336 9243
-Document consistency ~ 92.40 89.35 89.16 94.12 92.38 83.80 89.61 91.73  90.66
-EF-DR 91.81 89.86 89.87 95.12 91.55 82.43 88.98 9159 90.27
-Extended features 91.11 87.75 89.25 94.87 91.33 83.24 88.96 9094 89.94
-Domain adaptation 91.88 88.23 89.23  94.65 90.76 78.27 87.51 90.81 89.13
-Data enhancement 87.80 88.57 89.08 94.65 90.11 80.33 87.30 90.52 88.88

The results of the ablation experiments are shown in Table 5. As can be seen from Table 5, When
the added data is enhanced, the overall F1 value is 0.25% higher than the baseline model. Among
them, the effect of “Aspectual” type events detection has been significantly improved, However, F'1
value decreased for “Treatment” type events. The possible reason is that the therapeutic event is more
dependent on the context information contained in the preceding and following sentences. When the
sentences are randomly shuffled, the context will be destroyed, which will lead to errors in the detection
of therapeutic events. When the BERT model is adapted to the domain, the accuracy is improved by
1.45%. The F1 value increased by 0.81%. At this time, the detection effect of “Treatment” type events
is not only restored but also greatly improved, indicating that domain adaptation enables the model to
obtain more prior knowledge of the medical field. After adding lexical and part-of-speech information,
the value increased by 0.32%. The addition of event frequency distribution ratio is helpful to describe
the detection effect of “Evidence” type events, “Aspectual” type events and “Treatment” type events.
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The F1 value increased by 0.4%. The use of document consistency feature makes the detection effect of
“Problem”, “Evidence” and “Occurrence” type events significantly improved, and improved by 1.77%
compared with the previous F'1 value, which further proves the superiority of the method in this paper.

Compared to the baseline model, the proposed method has seen an improvement in performance for
the following reasons: Firstly, the Chinese BERT pre-training model has been adapted to the domain
through data enhancement, reducing the impact of factors such as limited data and high levels of noise.
This allows the model to acquire more prior knowledge in the medical field. Secondly, to better use
vocabulary, POS information, and event distribution features, we have designed the EF-DR weighting
scheme. This not only considers the distribution of different events in EMR texts, but also allows
full use of lexical and POS features. Finally, to further supplement document level features that are
difficult to extract at the sentence level in event detection, we have employed the document consistency
principle of EMR, resulting in improved event detection performance.

4.6. Error analysis

According to the event results predicted by our model, the following findings were discovered after
conducting an error analysis, as illustrated in Table 6. The first issue identified was a nested event
detection error. Nested events are a unique type of event that contain one or more other events within
them. For instance, the event “/UMifi i 2 1142 R ST A {4 in Sentence 1 belongs to the “Exam” type
event. The event “fH14E RLT A A" can also be considered a separate “Exam” type event. From a
human perspective, the examination event of “/Uyiifil {4 can be understood as “/LMifi R &£ and
“T2Z RGLEAR . However, from the model’s perspective, it does not fully comprehend the deeper
meaning of the sentence or the relationships between the objects connected by conjunctions such as
“R, <R, ete.

The second issue is that the predicted event boundary does not match the event boundary labeled
in the data, but it aligns with the medical event labeling specification. It is apparent that there are
errors in the manually labeled data, yet the actual performance of the model in this study surpasses the
performance indicated by the evaluation metrics. As stated in Sentence 3, two instances of “J & &K
were mistakenly labeled as a “Problem” type event, but the model accurately identifies the “Aspectual”
type event “fZ & and the “Problem” type event “f&fk” . Additionally, the “Occurrence” type event,
which was missed in the manual tagging, is also mentioned in sentence four. Furthermore, the model
in this study correctly recognizes the unlabeled events in the data, as evidenced by its ability to identify
multiple “Treatment” type events and “Exam” type events in Sentences 5 and 6. This demonstrates
that the model’s learning capabilities extend beyond what is shown by the evaluation metrics.

Through the analysis, the superiority of the method in this paper is further proved. Compared with
the baseline model, in this paper, it enables the pre-trained language model BERT to obtain more
background knowledge in the medical field through domain adaptation, which helps the model un-
derstand and deal with obscure professional expressions in EMRs. The event frequency distribution
ratio designed in this paper has a positive impact on the final event detection accuracy through statis-
tical methods: quantifying and expressing the event distribution information in the EMR, and through
regulating weights of the event information. Combined with the characteristics of the sequence label-
ing task, and incorporated the consistency of EMRs, the global information of this model is further
enriched, which helps the model to detect events more accurately.
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Table 6. Error analysis.

Type 1: Nested event detection error.

A)F1: EAE: bp: 140/95 mmHg, /Ul KR RECE AR LA B -

True label: “Exam’: “/UMiifIE K #1458 RTEL (4, "bp”, "B

Predict label: ‘Exam’: ‘bp’, ‘B, ‘M2 RGE (A, LR

T2 WA B B BRI PR B T

True label: ‘Problem’: *

Predict label: ‘Problem’:

Type 2: Predictions are inconsistent with the true label but correct.

73 ERRERERK, BRI EER .

True label: ‘Problem’: * o, HER

Predict label: ‘Problem’: ¢ -4 ‘Aspectual’: ¢

AIT4: BEFTARIISK S MAFVEHAMABST R -

True label: ‘Occurrence’: ‘BHT°, A Bz’

Predict label: ‘Occurrence’: ‘AR’

Type 3: Unlabeled event detected.

AI7s: BEEERSALATES), WERGEE), ZU0K, FRRIIPTH A -

True label: Null.

Predict label: “Treatment’: ‘2707, R Z B, < Hah 4 SR LA S 2

f]F6: EfR: bp: 130/70 mmHg -

True label: Null.

Predict label: ‘Exam’: ‘bp’

5. Conclusions

Aiming to address the issues with current medical event detection methods, this paper proposes a
novel method for detecting Chinese medical events, using event EF-DR and document consistency.
First, the training dataset of Chinese CED is enhanced, and the Chinese BERT pre-training model
was fine-tuned through using a vast amount of Chinese EMR text data to capture more informative
contextual features. Then, the EF-DR weighting scheme was developed to make better use of vocabu-
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lary, part-of-speech information and event distribution features. Furthermore, a document consistency
feature was introduced to complement the feature information between document-level events, further
enhancing the event detection performance. As a result, the F'1 value of this method reached 92.43%,
which was 3.55% higher than that of the baseline model. This study enhanced the accuracy of structur-
ing Chinese EMR and other medical texts, which has important practical significance for smart medical
care. Including: 1) It can promote clinicians to make more accurate and reliable decisions in terms of
treatment and medication, thereby improving medical quality. 2) It can help doctors find patient infor-
mation faster, avoid repeated examinations and treatments and improve medical efficiency. 3) It can be
used to track and analyze the development trend of large-scale diseases, and provide an important basis
for the formulation and implementation of public health policies. 4) It can be used in medical research,
providing large-scale disease data and promoting the development and progress of medical science.

Although the method in this paper has a good performance on the Chinese medical event detection
task, there is still room for improvement. Through the observation and analysis of the experimental data
and results, it is found that although the proportion of “Treatment” events is not low, the effect of its
extraction is not good. Its accuracy rate and F'1 value are lower than those of “Evidence”, “Aspectual”
and “Occurrence” types of events whose proportion is not high. The follow-up plan of this paper will
continue to study and propose a solution to this problem. In addition, the effect on the event type
of the clinical department with less data is not outstanding, so another focus of our next work is to
improve the recognition effect of the event in the clinical department under the condition of uneven
data distribution. Furthermore, research on the temporal relationship of medical events in Chinese
EMRs will be conducted in combination with temporal expressions, providing technical support for
clinical applications such as disease monitoring and clinical assistant decision-making.
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