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Abstract: Finite-time stability (FTS) has attained great interest in nonlinear control systems in recent
two decades. Fixed-time stability (FxTS) is an improved version of FTS in consideration of its settling
time independent of the initial values. In this article, the adaptive fixed-time stabilization issue is
studied for a kind of nonlinear systems with nonlinear parametric uncertainties and uncertain control
coefficients. Using the adaptive estimate and the adding one power integrator (AOPI) design tool, we
propose a two-phase control strategy, which makes that the system states tend to the origin in fixed-
time, and other signals are bounded on [0,+∞). We prove the main results by means of the recently
developed fixed-time Lyapunov stability theory. Finally, we apply the proposed adaptive fixed-time
stabilizing control strategy into the pendulum system, and the simulation results verify the efficacy of
the presented method.
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1. Introduction

The fixed-time stabilization studied in this article for the family of nonlinear systems is described
by 

ξ̇1 = λ1(t, ξ) ξ2 + g1(t, ξ, θ)
ξ̇ j = λ j(t, ξ) ξ j+1 + g j(t, ξ, θ), 1 ≤ j≤ n − 1
ξ̇n = λn(t, ξ) u + gn(t, ξ, θ)

(1.1)

with the system state ξ = (ξ1, · · · , ξn)T and the control input u ∈ R. The uncertain functions g j :
R+ ×Rn ×Rnθ → R, j = 1, · · · , n, are continuously differentiable with g j(t, 0, θ) = 0, ∀ t ≥ 0, and
θ ∈ Rnθ represents the unknown constant vector. The continuous functions λ j(t, ξ) , 0 denote the
control coefficients, and specifically, λn(t, ξ) is also named as the control direction.

The objective of this article is to answer the following questions:
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(i) In the presence of nonlinear parametric uncertainties, is there a globally stabilizing controller
that renders the equilibrium x = 0 of (1.1) fixed-time globally stable (i.e., global Lyapunov stability
with additional properties such as fixed-time convergence)?

(ii) How to design a fixed-time controller which could render the closed-loop system fixed-time
stable without residual sets allowing the nonlinear parametric uncertainties?

The stabilizing control of nonlinear uncertain systems is one of the most significant tasks in system
control. It is noted that the tracking control, output regulation, or disturbance rejection, could be
transformed into a stabilization issue by constructing some sort of “error” variable [1]. Asymptotic
stabilization together with its enhanced version-exponential stabilization plays a key role in
stabilization control for linear or nonlinear systems [2]. The settling time in asymptotic or exponential
stabilization is infinite in theory. That is, the system states or tracking error approach to its
equilibrium point when the time evolves to infinity. In practice, the finite settling time is obviously
more appealing, considering the operation is done in a finite time. It is on this background that the
finite-time stability (FTS) is proposed in [7] with the time-optimal control [3]. FTS characterizes that
a control system is firstly Lyapunov stable and then exhibits finite-time convergent property of its
equilibrium. As noted in [4–6], finite-time stability has better performances, such as rapid response,
high precision, and robust properties. Currently, the finite-time stabilizing control is still one of the
most active topics in the community of nonlinear control systems, see [8–22] and the references
therein.

In last several years, a novel variant of FTS, i.e., fixed-time stability (FxTS), is proposed in [23],
which is an improved version of finite-time stability. In finite-time stability, the settling time is
depending on the system initial values, and it will become large when the initial values are far away
from the origin. Fixed-time stability overcomes this drawback, and its settling time is bounded by one
fixed constant independent of the initial values [24]. Fixed-time control has some advantages in
comparison with finite-time control because the controller could be designed in a manner that its
control performance is obtained in a predefined time and regardless to its initial conditions. As a
result, fixed-time control displays a better behaviour in the sense that it does not require that the
design parameters are re-tuned in order to to maintain the settling time. In recent years, fixed-time
control is intensively studied in nonlinear control community, and many interesting results have been
reported in this area. For example, the works in [25] and [26] develop the implicit Lyapunov function
methodology to investigate the robust FTS and FxTS of nonlinear systems. The work [27] develops a
fixed-time terminal sliding mode (TSM) controller for second-order nonlinear perturbed systems. The
work in [28] proposes a finite/fixed-time stabilizing control scheme for nonlinear strict-feedback
systems using the AOPI technique. The fixed-time control has found its applications in the
multi-agent systems (MAS) [29], path-following of automatic vehicles [30, 31], nonlinear
parametrization [32], nonholonomic systems [33], and robot systems [34], etc.

Due to the measurement limitations or the modelling errors in practice, the uncertainties are
widespread in control systems. As is well known, the adaptive control plays a key role in dealing with
parametric uncertainty [35–37]. In literature, there have been many results reported in adaptive
fixed-time stabilizing control for nonlinear systems with unknown parameters, such as [38–44], etc. It
is pointed out that the existing adaptive control results could not realize the zero error stabilization,
that is, the system states does only converge to a small neighborhood of the origin in a given finite
time. In fact, a weaker version of fixed-time stability, that is, the practical fixed-time stability is
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achieved in [40–44]. In view of the unknown parameters in the controlled plants and the finite
convergent time regardless to initial values, it brings some residual terms when the control Lyapunov
function method is used in control design. This results in that the fixed-time stabilizing without
residual sets become extremely difficult. The related methods which effectively handle the adaptive
finite-time stability such as [6] and [22] are inapplicable here.

In this work, we will address the fixed-time stabilizing control with zero residual set for system
(1.1). Our aim is to propose a robust adaptive stabilizing controller keeping all the system states
globally convergent to zero in some fixed-time. In comparison with the reported results on adaptive
fixed-time stabilizing control for uncertain nonlinear systems, the novelties of this article lie in that: 1)
This article provides a systematic design of a robust adaptive fixed-time stabilizer to deal with nonlinear
parametric uncertainties. The problem of global adaptive fixed-time stabilizing control without residual
sets for nonlinear uncertain systems (1.1) is well addressed. 2) We present a constructive procedure to
carry out the analysis, since the widely used Barbalat’s lemma may fail in nonsmooth feedback control,
which brings severe difficulties to the stability analysis in fixed-time control. The constructive analysis
gets around this burden, and realizes the zero-error stabilizing control in the presence of unknown
parameters in this paper.

The article is structured as follows. Some preliminaries are provided in Section 2. Section 3 gives
the adaptive fixed-time stabilizing control design. Main results are presented in Section 4. Section 5
illustrates the proposed control scheme via a pendulum system. Section 6 concludes the article.

Notations The following notations will be used in the paper: R denotes the set of real numbers,
and Rn denotes the n-dimensional Euclidean space; |a| denotes the absolute value of scalar a ∈ R;
ξT stands for the transposition of a vector ξ ∈ Rn. For a vector ξ = (ξ1, · · · , ξn)T ∈ Rn, we denote
ξ̄i = (ξ1, · · · , ξi)T when i = 1, · · · , n, and we let ξ̄1 = ξ1 and ξ̄n = ξ. The arguments of functions will be
sometimes omitted or simplified, for example, a function f (ξ(t)) is denoted by f (ξ) or f (·) whenever
no confusion can arise from the context.

2. Preliminaries

Take into account the following nonlinear system

ξ̇ = f (t, ξ), ξ(0) = ξ0, ξ ∈ Rn (2.1)

with f : [0, ∞) × S → Rn, h(t, 0) = 0, and S ⊂ Rn containing the origin.
Definition 1 [4]: The equilibrium ξ = 0 of (2.1) is globally finite-time stable with S = Rn if it is

globally asymptotically stable and moreover any trajectory ξ(t, ξ0) of (2.1) arrives at the equilibrium at
a finite time instant T (ξ0), i.e., ξ(t, ξ0) = 0, ∀ t ≥ T (ξ0), where T

(
ξ(0)
)
≥ 0 is the settling-time function.

Definition 2 [23]: The equilibrium ξ = 0 of (2.1) is globally fixed-time stable if it is globally finite-
time stable and the settling-time function T (ξ0) is bounded by a fixed number, i.e., there is a positive
constant Tmax independent of ξ(0) such that T (ξ0)≤Tmax, ∀ ξ0 ∈ Rn.

Definition 3: The adaptive fixed-time stabilization problem is to find a continuously differential
control law {

u(t) = µ
(
ξ(t), χ(t)), µ

(
0, χ(t)

)
= 0,

χ̇(t) = ν
(
ξ(t), χ(t)

)
, ν
(
0, χ(t)

)
= 0,

(2.2)
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where µ(·) and ν(·) are continuous functions, and χ(t) ∈R is an adaptive variable to estimate the
uncertainties, such that the solutions

(
ξ(t)T, χ(t)

)T of system (1.1) with controller (2.2) is globally
uniformly bounded. Additionally, for any

(
ξ(0)T, χ(0)

)T
∈Rn+1, ξ(t) converges to its equilibrium in

fixed time. That is, for any (ξ(0)T, χ(0))T, there exists a time instant T > 0 such that ξ(t) = 0 for any
t > T , where T is the settling time and does not dependent on

(
ξ(0)T, χ(0)

)T.
We provide some useful lemmas for the following control design and analysis.
Lemma 1 [28]: For the system: ż = −c1z

h
k − c2z

m
n with z ∈ R and z(0) = z0, where h, k, m, n are

odd positive integers with h < k and m > n, c1 > 0, and c2 > 0. Then the origin of system is globally
fixed-time stable and its settling time T is bounded by T ∗ ≤ 1

c1

k
k−h +

1
c2

m
m−n .

Lemma 2 [40]: Suppose that the continuous function W(ξ) : Rn → R is positive definite and radially
unbounded satisfying

Ẇ(ξ) ≤ −c1Wr1(ξ) − c2Wr2(ξ) + η, (2.3)

where c1 > 0, c2 > 0, 0 < r1 < 1 and r2 > 1 and 0 < η < ∞. Then, the system (2.1) is practically
fixed-time stable. Additionally, the trajectory converges into the residual set given by

Ω =

{
lim
t→T
ξ
∣∣∣W(ξ) ≤ min

{ ( η

c1(1 − σ)

) 1
r1 ,
( η

c2(1 − σ)

) 1
r2
}}
, (2.4)

where 0 < σ < 1, and the settling time has the following upper bound

T ≤
1

c1σ(1 − r1)
+

1
c2σ(r2 − 1)

. (2.5)

Lemma 3 [8]: Given 0 < ν = m
n ≤ 1 with m, n > 0 odd integers, the following holds

|aν − bν| ≤ 21−ν|a − b|ν, a, b ∈ R. (2.6)

Lemma 4 [8]: Assume p > 0, q > 0, p ∈ R, q ∈ R, and the function ε(a, b) > 0, a, b ∈ R. Then,

apbq ≤
pε(a, b)|x|p+q

p + q
+

qε−
p
q (a, b)|y|p+q

p + q
. (2.7)

Lemma 5 [28]: Assume a1 > 0, · · · , am > 0, b > 0, and a1 ∈ R, · · · , am ∈ R, b ∈ R, then there holds

(a1 + · · · + am)b ≤ max
{
mb−1, 1

} (
ab

1 + · · · + ab
m
)
. (2.8)

Throughout this article, we need the following hypothesis.
Assumption 1: For each gi(t, ξ, θ), there exists a smooth function φi(ξ1, · · · , ξi) ≥ 0, satisfying∣∣∣ gi(t, ξ, θ)

∣∣∣ ≤ (|ξ1| + · · · + |ξi|)φi(ξ1, · · · , ξi)σ, (2.9)

where σ ≥ 1 is a constant dependent on θ.
Assumption 2: The uncertain control coefficients λi(t, ξ) satisfy

λi1 ≤ λi(t, ξ) ≤ λi2, (2.10)

where λi1, λi2 > 0 are known positive real numbers.
Remark 1: It is noted that the Assumptions 1–2 are commonly used in literature. Assumption

1 shows that x = 0 is the equilibrium of (1.1). It is actually a requirement if the stabilizing control
without residual sets. This assumption can also be seen in existing works [45,46]. Assumption 2 shows
that the uncertain control coefficients λi(t, ξ), i = 1, · · · , n, have known lower and upper bounds, which
avoids the possible singularity [47].
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3. Design of adaptive fixed-time stabilizer

Before the control design, we choose the candidate Lyapunov functions in the form of

Ui =

∫ zi

z∗i

(
τ

1
ri − z∗i

1
ri
)2−ridτ, 1 ≤ i≤ n, (3.1)

with the following positive real numbers:

r =
4n

2n + 1
, r1 = 1, rk +

2
2n + 1

= rk−1, k = 2, · · · , n + 1. (3.2)

It can be shown that Ui’s are positive definite functions (see [8]). In the following control design, we
construct the continuously differentiable function

W∗
i =

i∑
k=1

Uk =

i∑
k=1

∫ zk

z∗k

(
τ

1
rk − ξ∗k

1
rk
)2−rkdτ. (3.3)

Choose the following virtual control laws together as well as the errors

ξ∗1 = 0, z1 = ξ
1
r1
1 − ξ

∗
1

1
r1 ,

ξ∗2 = −
1
λ11

zr2
1 ζ1(ξ1, Ψ̂), z2 = ξ

1
r2
2 − ξ

∗
2

1
r2 ,

...
...

ξ∗n+1 = −
1
λn1

zrn+1
n ζn(ξ, Ψ̂), zn = ξ

1
rn
n − ξ

∗
n

1
rn , (3.4)

and the parameter updating law

˙̂
Ψ = Γn(ξ, Ψ̂) (3.5)

with Γ1 = zr
1L1(ξ1), Γi = Γi−1 + zr

i Li(ξ̄i, Ψ̂), 2 ≤ i ≤ n. Particularly, u = ξ∗n+1, ζi(·) ≥ 0 and Li(·) ≥ 0 are
some smooth functions determined later.

The Propositions 1–6 are used in control design. We provide their proofs in Appendices A–E.
Proposition 1: Consider

W∗
n =

n∑
k=1

∫ ξk

ξ∗k

(
τ

1
rk − ξ∗k

1
rk
)2−rkdτ, (3.6)

and one have

W∗
n ≤ 2

(
z2

1 + · · · + z2
n
)
. (3.7)

Proposition 2: One can find a positive number Hi1 satisfying

λi−1(t, ξ)z2−ri−1
i−1 (ξi − ξ∗i ) ≤

1
4

zr
i−1 + zr

i Hi1, i = 2, · · · , n. (3.8)
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Proposition 3: There is a continuously differentiable function Li1(ξ̄i, Ψ̂) ≥ 0 such that

z2−ri
i gi(t, z, θ) ≤

i−1∑
j=1

1
4

zr
j + zr

i Li1(ξ̄i, Ψ̂)Ψ, i = 2, · · · , n. (3.9)

Proposition 4: There are positive continuously differentiable functions Hi2(ξ̄i−1, Ψ̂) ≥ 0 and
Li2(ξ̄i, Ψ̂) such that

i−1∑
j=1

∂Ui

∂ξ j
ξ̇ j ≤

i−1∑
j=1

1
4

zr
j + zr

i Hi2(ξ̄i−1, Ψ̂) + zr
i Li2(ξ̄i, Ψ̂)Ψ, i = 2, · · · , n. (3.10)

Proposition 5: There exist smooth functions ωi(ξ̄i, Ψ̂) ≥ 0 and ϖi(ξ̄i, Ψ̂) ≥ 0 satisfying

Γi(ξ̄i, Ψ̂) ≤
( i∑

j=1

zr
i

)
ωi(ξ̄i, Ψ̂) ≤

( i∑
j=1

ξr
i

)
ϖi(ξ̄i, Ψ̂), i = 1, · · · , n. (3.11)

Then, the AOPI method is invoked to show the controller design procedure.
Step 1: Let

Ψ = max
{
σ,σr, σ

r
ri , σ1+ri , σ

1+ 1
ri , σ

r
2−ri , σ

rr2
ri

∣∣∣∣ i = 1, · · · , n
}
. (3.12)

In what follows, we denote Ψ̂ as the estimate of Ψ with the error Ψ̃ = Ψ − Ψ̂.
We choose the candidate Lyapunov function

W1 = U1 +
1
2
Ψ̃2. (3.13)

Then, from (3.1), the time-derivative of W1 along the ξ1-subsystem in (1.1) is

Ẇ1 = λ1(t, ξ)ξ1(ξ2 − ξ∗2) + λ1(t, ξ)ξ1ξ∗2 + ξ1g1(t, z, θ) − Ψ̃ ˙̂
Ψ. (3.14)

For notational convenience, let L1(ξ1) = z2−d
1 ϕ1(ξ1) ≥ 0, then, we know from Assumption 1 that

ξ1g1(t, z, θ) ≤ zr
1L1(ξ1)Ψ̂ + zr

1L1(ξ1)Ψ̃

≤ zr
1L1(ξ1)

√
1 + Ψ̂2 + zr

1L1(ξ1)Ψ̃. (3.15)

Substitute (3.15) into (3.14), and denote ζ1(ξ1, Ψ̂) = n + l1 + l̄1z
r0+1

r0
1 + L1(ξ1)

√
1 + Ψ̂2, with l1 > 0 a

design constant, r̄ = r + r0+1
r0

, and r0 > 0 an odd positive integer, and then one get

Ẇ1 ≤ z1

(
λ1(t, ξ)ξ∗2 + zr−1

1 ζ1(ξ1, Ψ̂)
)
+ Ψ̃
(
zr

1L1(ξ1) − ˙̂
Ψ
)
+ λ1(t, ξ)z1(ξ2 − ξ∗2) − nzr

1 − l1zr
1 − l̄1zr̄

1. (3.16)

As a result, we choose the following virtual controller

ξ∗2 = −
1
λ11

zr2
1 ζ1(ξ1, Ψ̂), (3.17)
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and from (3.16), we get

Ẇ1 ≤ −nzr
1 − l1zr

1 − l̄1zr̄
1 + λ1(t, ξ)z1(ξ2 − ξ∗2) + Ψ̃

(
Γ1 −

˙̂
Ψ
)
. (3.18)

Step i(2 ≤ i ≤ n): Suppose that in Step i − 1, the following holds

Ẇi−1 ≤ −
(
n − (i − 2)

) i−1∑
j=1

zr
j −

i−1∑
j=1

l jzr
j −

i−1∑
j=1

l̄ jzr̄
j +
(
Ψ̃ + Ωi−1

)(
Γi−1 −

˙̂
Ψ
)

+λi−1(t, ξ)z2−ri−1
i−1 (ξi − ξ∗i ), (3.19)

where the notation of Ωi−1, i = 2, · · · , n + 1, is defined by

Ωi−1 = −

i−1∑
j=1

∂U j

∂Ψ̂
. (3.20)

Then, we choose the function

Wi =

i∑
j=1

∫ ξ j

ξ∗j

(
τ

1
r j − ξ∗j

1
r j
)2−r jdτ +

1
2
Ψ̃2, (3.21)

and in terms of (3.19), its derivative satisfies

Ẇi ≤ −
(
n − (i − 2)

) i−1∑
j=1

zr
j −

i−1∑
j=1

l jzr
j −

i−1∑
j=1

l̄ jzr̄
j +
(
Ψ̃ + Ωi−1

)(
Γi−1 −

˙̂
Ψ
)
+
∂Ui

∂Ψ̂

˙̂
Ψ

+λi−1(t, ξ)z2−ri−1
i−1 (ξi − ξ∗i ) +

i−1∑
j=1

∂Ui

∂ξ j
ξ̇ j + z2−ri

i gi(t, z, θ)

+λi(t, ξ)z
2−ri
i ξ

∗
i+1 + λi(t, ξ)z

2−ri
i (ξi+1 − ξ

∗
i+1). (3.22)

The following Proposition 6 is used to derive the virtual controller ξ∗i+1, whose proof can be seen in
Appendix F.

Proposition 6: There exists a nonnegative continuous function Hi3(ξ̄i, Ψ̂) satisfying

(
Ψ̃ + Ωi−1

)(
Γi−1 −

˙̂
Ψ
)
+ zr

i Li(ξ̄i, Ψ̂)Ψ̃ +
∂Ui

∂Ψ̂

˙̂
Ψ

≤
(
Ψ̃ + Ωi

)(
Γi −

˙̂
Ψ
)
+

i−1∑
j=1

1
4

zr
j + zr

i Hi3(ξ̄i, Ψ̂), i = 3, · · · , n. (3.23)

Define ζi(ξ̄i, Ψ̂) = n − i + 1 + li + Hi(ξ̄i, Ψ̂) + Li(ξ̄i, Ψ̂)
√

1 + Ψ̂2 + l̄i z
r0+1

r0
i , with Hi(ξ̄i, Ψ̂) = Hi1 +

Hi2(ξ̄i−1, Ψ̂) + Hi3(ξ̄i, Ψ̂) and Li(ξ̄i, Ψ̂) = Li1(ξ̄i, Ψ̂) + Li2(ξ̄i, Ψ̂), li, l̄i > 0. Then, the virtual control law is
taken as follows

ξ∗i+1 = −
1
λi1

zri+1
i ζi(ξ̄i, Ψ̂), i = 1, · · · , n. (3.24)
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Substitute (3.24) into (3.22), and one get

Ẇi ≤ −(n − i + 1)
i∑

j=1

zr
j −

i∑
j=1

l jzr
j −

i∑
j=1

l̄ jzr̄
j + λi(t, ξ)·z

2−r2
i (ξi+1 − ξ

∗
i+1) +

(
Ψ̃ + Ωi

)(
Γi −

˙̂
Ψ
)
. (3.25)

In particular, we design the actual controller when i = n in (3.24) as follows

u = ξ∗n+1 = −
1
λn1

zrn+1
n ζn(ξ, Ψ̂), (3.26)

as well as the parameter updating law

˙̂
Ψ = Γn =

n∑
i=1

zr
i Li(ξ̄i, Ψ̂). (3.27)

Then, based on the above calculations, we know that the Lyapunov function

Wn =

n∑
k=1

∫ ξk

ξ∗k

(
τ

1
rk − ξ∗k

1
rk
)2−rkdτ +

1
2
Ψ̃2 (3.28)

satisfy

Ẇn ≤ −

n∑
k=1

zr
k −

n∑
k=1

lkzr
k −

n∑
k=1

l̄kzr̄
k. (3.29)

So far, we complete the adaptive fixed-time stabilizer design.

4. Main results

Now we summarize the main results contributed in this article in the following Theorem 1.
Theorem 1: The considered system (1.1) with the adaptive controller (3.26), is globally fixed-time

stable in the context of Definition 3.
Proof: According to (3.28) and (3.29), we can conclude that all solutions

(
ξ(t), Ψ̃(t)

)
are bounded.

In view of Ψ a constant, it can be concluded that the adaptive estimate Ψ̂(t) is also bounded. Specially,
Ψ̂(t) ≥ 0 if Ψ̂(0) ≥ 0 according to ˙̂

Ψ = Γn(ξ, Ψ̂) ≥ 0. Then, one can find a positive constant Λ such that

Ψ̂(t) ∈ [0,Λ]. (4.1)

In accordance of

W∗
n =

n∑
i=1

∫ ξi

ξ∗i

(
τ

1
ri − ξ∗i

1
ri
)2−ridτ, (4.2)

we know from (3.29) that

Ẇ∗
n ≤ −

n∑
i=1

zr
i −

n∑
i=1

lizr
i −

n∑
i=1

l̄izr̄
i + Ψ̃ Γn. (4.3)
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Considering d < 2 and 2
r
2−1 < 1, we know from Lemma 5 that

n∑
i=1

zr
i ≥

1
max{2

r
2−1, 1}

(W∗
n

2

) r
2
= 2−

r
2 W∗

n
r
2 . (4.4)

Similarly, from r̄ > 2 and 2
r̄
2−1 > 1, we have

n∑
i=1

zr̄
i ≥

1

max{2
r̄
2−1, 1}

( n∑
i=1

z2
i

) r̄
2
= 21−r̄W∗

n
r̄
2 . (4.5)

For notational convenience, let

c1 = 2−
r
2 min{l1, · · · , ln}, c2 = 21−r̄ min{l̄1, · · · , l̄n}, (4.6)

then, (4.3) turns into

Ẇ∗
n ≤ −c1W∗

n
r
2 − c2W∗

n
r̄
2 −

n∑
i=1

zr
i + Ψ̃ Γn. (4.7)

Define the function

W̃(ξ, Ψ̂) = (Ψ + Λ)ωn(ξ, Ψ̂). (4.8)

According to Proposition 5 with i = n and (4.1), the following calculations hold

Ẇ∗
n ≤ −c1W∗

n
r
2 − c2W∗

n
r̄
2 −

n∑
i=1

zr
i + (Ψ + Λ)

( n∑
i=1

zr
i
)
ωn(ξ, Ψ̂)

= −c1W∗
n

r
2 − c2W∗

n
r̄
2 −

n∑
i=1

zr
i
(
1 − W̃(ξ, Ψ̂)

)
. (4.9)

In view of

W̃(0, Ψ̂) = 0, ∀ Ψ̂ ∈ [0,Λ], (4.10)

and the continuous property of W̃(ξ, Ψ̂), it is known that there is a real number ρ > 0 satisfying for
each ξ ∈ N1 with

N1 =
{
(ξ, Ψ̂) : W∗

n(ξ, Ψ̂) ≤ ρ
}
, (4.11)

there holds

W̃(ξ, Ψ̂) ≤ 1. (4.12)

As a result, if (ξ, Ψ̂) ∈ N1, that is W∗
n(ξ, Ψ̂) ≤ ρ, in view of the definition of N1, which further implies

that

Ẇ∗
n ≤ −c1W∗

n
r
2 − c2W∗

n
r̄
2 . (4.13)
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This shows that once (ξ, Ψ̂) ∈ N1, it will be always in N1.
In what follows, the fixed-time convergence analysis is separated into the following Case I and II.
Case I: If (ξ(0), Ψ̂(0)) ∈ N1, it can be seen that, if (ξ, Ψ̂) ∈ N1, there holds

Ẇ∗
n ≤ −c1W∗

n
r
2 − c2W∗

n
r̄
2 . (4.14)

Then, W∗
n is fixed-time convergent with local property. Since W∗

n = 0 if and only if x = 0, according to
Lemma 1, one can conclude that x turns to be 0 within T1:

T1 ≤
1

c1(1 − r
2 )
+

1
c2( r̄

2 − 1)
. (4.15)

Clearly, the real constants c1, c2, r, r̄ are independent on the initial values
(
ξ(0), Ψ̂(0)

)
.

Case II: If
(
ξ(0), Ψ̂(0)

)
< N1, one can calculate its maximum arriving time moment T2 into N1.

Since ξ, Ψ̂ and Ψ̃ are bounded, then there is a real number C > 0 satisfying

Ψ̃ Γn(ξ, Ψ̂) ≤ C, (4.16)

which leads to

Ẇ∗
n ≤ −c1W∗

n
r
2 − c2W∗

n
r̄
2 +C. (4.17)

Motivated by the recent work [40, 42], we define the following set:

N2 =

{
(ξ, Ψ̂) :W∗

n ≤ min
{( C

(1 − ϵ)c1

) 2
r
,
( C
(1 − ϵ)c2

) 2
r̄
}}

(4.18)

with any positive constant ϵ ∈ (0, 1).
Choose the constants li’s and l̄i’s large enough, i = 1, · · · , n, which in terms of (4.6) renders c1 and

c2 large, and further implies
(

C
(1−ϵ)c1

) 2
r and

(
C

(1−ϵ)c2

) 2
r̄ sufficiently small, such that

min
{ ( C

(1 − ϵ)c1

) 2
r
,
( C
(1 − ϵ)c2

) 2
r̄
}
≤ ρ, (4.19)

and then, we can get

N2 ⊆ N1. (4.20)

As a result, in view of the Lemma 2, after the fixed-time T1:

T1 =
1

c1ϵ
(
1 − r

2

) + 1

c2ϵ
(

r̄
2 − 1

) , (4.21)

(ξ, Ψ̂) goes into N2, and hence enters N1. According to the analysis in Case I, when (ξ, Ψ̂) ∈ N1, after
the fixed-time T2:

T2 =
1

c1

(
1 − r

2

) + 1

c2

(
r̄
2 − 1

) , (4.22)
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(ξ, Ψ̂) arrives at zero. Thus, in this situation, ξ approaches the origin within T = T1 + T2:

T =
1

c1ϵ
(
1 − r

2

) + 1

c2ϵ
(

r̄
2 − 1

) + 1

c1

(
1 − r

2

) + 1

c2

(
r̄
2 − 1

) . (4.23)

Noting that fact of the positive design parameters c1, c2, r, r̄ irrespective of the initial values, we
can see that the closed-loop system states ξ globally converge to zero in fixed-time. Consequently, the
problem of global adaptive fixed-time stabilization stated in Definition 3 is well addressed.

5. Simulation results

In this subsection, a practical example of a pendulum system is used to illustrate the proposed
fixed-time control strategy. It is known that the simple pendulum motion can be described by [48]

MLϋ = −Mg sin(υ) − kLυ̇ +
1
L

u, (5.1)

where the torque u ∈ R is viewed as the control variable, the angular displacement υ ∈ R is the state.
The constants M, L, k, and g denote the mass, length, friction coefficient of the rod, and the gravity
acceleration, respectively. It does not require that the parameters M, L, and k are known a priori.

The control task is to construct a control input torque using the presented control methodology
developed here, so that the angular displacement of pendulum is regulated at the angle υ = π in a finite
time irrespective of system initial conditions.

Towards this end, we need the following additional Assumption 3 to characterize the unknown
parameters M, L, and k.

Assumption 3: The parameters m and l are assumed to satisfy

M ≤ M ≤ M, L ≤ L ≤ L̄. (5.2)

According to Assumption 3, we have 1
M L̄2 ≤

1
ML2 ≤

1
M L2 .

To be first, we perform the following coordinates changes

ξ1 = υ − π, ξ2 = υ̇, (5.3)

and we get {
ξ̇1 = ξ2
ξ̇2 =

1
ML2 u + g

L sin(ξ1) − k
Mξ2.

(5.4)

It follows that the new system (5.4) has the same form with the considered system (1.1) with
g1(t, ξ, θ) = 0, g2(t, ξ, θ) = g

L sin(ξ1) − k
Mξ2, and θ = max{ gL ,

k
M }.

According to the developed controller design algorithm presented in Section 3, we construct the
following adaptive fixed-time controller

u = −M L̄ 2ξr3
2 ζ2(ξ̄2, Ψ̂), (5.5)

˙̂
Ψ = ξr

2L2(ξ̄2, Ψ̂), (5.6)
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with ζ1(ξ1) = 2 + l1 + l̄1ξ
r0+1

r0
1 , µ̂1(ξ1, Ψ̂) = ζ

1
r2
1 (ξ1) + 1

r2

r0+1
r0

l̄1ζ
1
r2
−1

1 (ξ1)ξ
r0+1

r0
1 , ζ2(ξ̄2, Ψ̂) = 1 + l2 + l̄2ξ

r0+1
r0

2 +

H2(ξ̄2, Ψ̂) + L2(ξ̄2, Ψ̂)
√

1 + Ψ̂2.
In simulation, we take the design constants: r1 = 1, r2 =

3
5 , r3 =

1
5 , r = 8

5 , r0 = 5, r̄ = 14
5 , and the

gain functions: H2(ξ̄2, Ψ̂) = r2
r ( 2

5 )−
1
r2 2

(1−r2)(1+r2)
r2 + (2− r2)22(1−r2)µ̂1(ξ1, Ψ̂)+ 1

r ( 2
3 )−r2
(
(2− r2)21−r2 µ̂1(ξ1, Ψ̂)

)r
,

L2(ξ̄2, Ψ̂) =
(

2
5

)− 5
8 (1+ 1

r2
) r2

r ξ
2−2r2

r2
r

2 + 21−r2ξ2−r
2 + 1

r ( 2
3 )−r2
(
ξ1−r2

2 ζ1(ξ1, Ψ̂)
)1+r2

.
For simulation use, the parameters M, L, and k are chosen as ML2 = 1, L = g, k = M, and l1 = 1,

l2 = 0.1, l̄1 = 1, l̄2 = 0.1, and the initial values ξ1(0) = 0.1, ξ2(0) = 0.5, Ψ̂(0) = 0.5. The simulation
results are shown in Figures 1–2. Particularly, Figure 1 depicts the profiles of the angular displacement
υ, its desired angular displacement π, the velocity υ̇, parameter estimate Ψ̂, and input torque u in (5.1).
Figure 2 verifies fixed-time convergence property of the system states in closed-loop system (5.4)–
(5.6). From the simulation results, we can see that the designed fixed-time stabilizer could achieve the
fixed-time stabilization with zero error for the pendulum.
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Figure 1. The closed-loop responses of the pendulum system (5.1).

6. Conclusions

The paper presents an adaptive fixed-time stabilization strategy for a kind of nonlinear systems
perturbed by nonlinear parametric uncertainty and unknown control coefficients. We combine the
adding one power integrator tool and backstepping method to present a systematic fixed-time
controller design scheme. The proposed adaptive stabilizer guarantees that the states can converge to
its equilibrium in fixed-time, and all closed-loop solutions are bounded. It provides a basic fixed-time
stable approach to realize the adaptive stabilizing control for the class of nonlinear uncertain systems
with parametric uncertainty and uncertain control coefficients. The obtained result in this article is an
improvement of the existing results in the adaptive fixed-time control direction. The simulation results
demonstrate the efficacy of the proposed control scheme by means of a pendulum system.
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Figure 2. The system states of the closed-loop system (5.4)–(5.6).
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2. M. Krstić, I. Kanellakopoulos, P. V. Kokotović, Nonlinear and Adaptive Control Design, Wiley,
1995.

3. M. Athans, P. L. Falb, Optimal Control: An Introduction to Theory and Its Applications, McGraw-
Hill, 1966.

4. S. P. Bhat, D. S. Bernstein, Continuous finite-time stabilization of the translational
and rotational double integrators, IEEE Trans. Auto. Control, 43 (1998), 678–682.
https://doi.org/10.1109/9.668834

5. Y. Hong, Finite-time stabilization and stabilizability of a class of controllable systems, Syst.
Control Lett., 46 (2002), 231–236. https://doi.org/10.1016/S0167-6911(02)00119-6

Mathematical Biosciences and Engineering Volume 20, Issue 5, 8241–8260.

http://dx.doi.org/https://doi.org/10.1007/978-0-85729-513-2
http://dx.doi.org/https://doi.org/10.1109/9.668834
http://dx.doi.org/https://doi.org/10.1016/S0167-6911(02)00119-6


8254

6. Y. Hong, J. Wang, D. Cheng, Adaptive finite-time control of nonlinear systems
with parametric uncertainty, IEEE Trans. Auto. Control, 51 (2006), 858-862.
https://doi.org/10.1109/TAC.2006.875006

7. V. T. Haimo, Finite time controllers, SIAM J. Control Optim., 24 (1986), 760–770.
https://doi.org/10.1137/0324047

8. X. Huang, W. Lin, B. Yang, Global finite-time stabilization of a class of uncertain nonlinear
systems, Automatica, 41 (2005), 881–888. https://doi.org/10.1016/j.automatica.2004.11.036

9. X. Y. Yang, X. D. Li, Finite-time stability of nonlinear impulsive systems with applications
to neural networks, IEEE Trans. Neural Networks Learning Syst., 34 (2021), 243–251.
https://doi.org/10.1109/TNNLS.2021.3093418

10. X. D. Li, X. Y. Yang, S. J. Song, Lyapunov conditions for finite-time
stability of time-varying time-delay systems, Automatica, 103 (2019), 135–140.
https://doi.org/10.1016/j.automatica.2019.01.031

11. X. D. Li, D. W. C. Ho, J. D. Cao, Finite-time stability and settling-time
estimation of nonlinear impulsive systems, Automatica, 99 (2019), 361–368.
https://doi.org/10.1016/j.automatica.2018.10.024

12. J. Fu, R. Ma, T. Chai, Global finite-time stabilization of a class of switched nonlinear
systems with the powers of positive odd rational numbers, Automatica, 54 (2015), 360–373.
https://doi.org/10.1016/j.automatica.2015.02.023

13. Y. G. Liu, Global finite-time stabilization via time-varying feedback for uncertain nonlinear
systems, SIAM J. Control Optim., 52 (2014), 1886–1913. https://doi.org/10.1137/130920423

14. F. Z. Li, Y. G. Liu, Global finite-time stabilization via time-varying output-feedback for uncertain
nonlinear systems with unknown growth rate, Int. J. Robust Nonlinear Control, 27 (2017), 4050–
4070. https://doi.org/10.1002/rnc.3743

15. J. Huang, C. Wen, W. Wang, Y. Song, Design of adaptive finite-time controllers for nonlinear
uncertain systems based on given transient specifications, Automatica, 69 (2016), 395–404.
https://doi.org/10.1016/j.automatica.2015.08.013

16. S. P. Huang, Z. R. Xiang, Finite-time stabilization of switched stochastic nonlinear
systems with mixed odd and even powers, Automatica, 73 (2016), 130–137.
https://doi.org/10.1016/j.automatica.2016.06.023

17. S. H. Ding, S. H. Li, Second-order sliding mode controller design subject to mismatched term,
Automatica, 77 (2017), 388–392. https://doi.org/10.1016/j.automatica.2016.07.038

18. H. B. Du, C. J. Qian, S. Z. Yang, S. H. Li, Recursive design of finite-time convergent
observers for a class of time-varying nonlinear systems, Automatica, 49 (2013), 601–609.
https://doi.org/10.1016/j.automatica.2012.11.036

19. Z. Y. Sun, Y. Shao, C.C. Chen, Fast finite-time stability and its application in
adaptive control of high-order nonlinear system, Automatica, 106 (2019), 339–348.
https://doi.org/10.1016/j.automatica.2019.05.018

Mathematical Biosciences and Engineering Volume 20, Issue 5, 8241–8260.

http://dx.doi.org/https://doi.org/10.1109/TAC.2006.875006
http://dx.doi.org/https://doi.org/10.1137/0324047
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2004.11.036
http://dx.doi.org/https://doi.org/10.1109/TNNLS.2021.3093418
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2019.01.031
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2018.10.024
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2015.02.023
http://dx.doi.org/https://doi.org/10.1137/130920423
http://dx.doi.org/https://doi.org/10.1002/rnc.3743
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2015.08.013
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2016.06.023
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2016.07.038
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2012.11.036
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2019.05.018


8255

20. C. C. Chen, Z.Y. Sun, A unified approach to finite-time stabilization of high-order
nonlinear systems with an asymmetric output constraint, Automatica, 111 (2020), 108581.
https://doi.org/10.1016/j.automatica.2019.108581

21. Z. Y. Li, J. Y. Zhai, H.R. Karimi, Adaptive finite-time super-twisting sliding mode control for
robotic manipulators with control backlash, Int. J. Robust Nonlinear Control, 31 (2021), 8537–
8550. https://doi.org/10.1002/rnc.5744

22. M. M. Jiang, X. J. Xie, Adaptive finite-time stabilisation of high-order uncertain nonlinear
systems, Int. J. Control, 91 (2018), 2159–2169. https://doi.org/10.1080/00207179.2016.1245869

23. A. Polyakov, Nonlinear feedback design for fixed-time stabilization of linear
control systems, IEEE Trans. Automatic Control, 57 (2012), 2106–2110.
https://doi.org/10.1109/TAC.2011.2179869

24. V. Andrieu, L. Praly, A. Astolfi, Homogeneous approximation, recursive observer
design, and output feedback, SIAM J. Control Optim., 47 (2008), 1814–1850.
https://doi.org/10.1137/060675861

25. A. Polyakov, D. Efimov, W. Perruquetti, Finite-time and fixed-time stabilization:
Implicit Lyapunov function approach, Automatica, 51 (2015), 332–340.
https://doi.org/10.1016/j.automatica.2014.10.082

26. F. Lopez-Ramirez, A. Polyakov, D. Efimov, W. Perruquetti, Finite-time and fixed-time
observer design: Implicit Lyapunov function approach, Automatica, 87 (2018), 52–60.
https://doi.org/10.1016/j.automatica.2017.09.007

27. Z. Y. Zuo, Nonsingular fixed-time terminal sliding mode control of non-linear systems, IET
Control Theory Appl., 9 (2014), 545–552. https://doi.org/10.1049/iet-cta.2014.0202

28. C. Hua, Y. Li, X. Guan, Finite/Fixed-time stabilization for nonlinear interconnected
systems with dead-zone input, IEEE Trans. Auto. Control, 62 (2017), 2554–2560.
https://doi.org/10.1109/TAC.2016.2600343

29. Z. Y. Zuo, B. L. Tian, M. Defoort, Z. T. Ding, Fixed-time consensus tracking for multi-agent
systems with high-order integrator dynamics, IEEE Trans. Auto. Control, 63 (2018), 563–570.
https://doi.org/10.1109/TAC.2017.2729502

30. Z. C. Liang, Z. N. Wang, J. Zhao, P. K. Wong, Z. X. Yang, Z. T. Ding, Fixed-time
and fault-tolerant path following control for autonomous vehicles with unknown parameters
subject to prescribed performance, IEEE Trans. Syst. Man Cybern. Syst., 2022 (2022), 1–11.
https://doi.org/10.1109/TSMC.2022.3211624

31. Z. C. Liang, Z. N. Wang, J. Zhao, P. K. Wong, Z. X. Yang, Z. T. Ding, Fixed-time prescribed
performance path-following control for autonomous vehicle with complete unknown parameters,
IEEE Trans. Ind. Electron., 2022 (2022), 1–10. https://doi.org/10.1109/TIE.2022.3210544

32. J. B. Yu, A. Stancu, Z. T. Ding, Y. Q. Wu, Adaptive finite/fixed-time stabilizing control for
nonlinear systems with parametric uncertainty, Int. J. Robust Nonlinear Control, 33 (2023), 1513–
1530. https://doi.org/10.1002/rnc.6441

Mathematical Biosciences and Engineering Volume 20, Issue 5, 8241–8260.

http://dx.doi.org/https://doi.org/10.1016/j.automatica.2019.108581
http://dx.doi.org/https://doi.org/10.1002/rnc.5744
http://dx.doi.org/https://doi.org/10.1080/00207179.2016.1245869
http://dx.doi.org/https://doi.org/10.1109/TAC.2011.2179869
http://dx.doi.org/https://doi.org/10.1137/060675861
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2014.10.082
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2017.09.007
http://dx.doi.org/https://doi.org/10.1049/iet-cta.2014.0202
http://dx.doi.org/https://doi.org/10.1109/TAC.2016.2600343
http://dx.doi.org/https://doi.org/10.1109/TAC.2017.2729502
http://dx.doi.org/https://doi.org/10.1109/TSMC.2022.3211624
http://dx.doi.org/https://doi.org/10.1109/TIE.2022.3210544
http://dx.doi.org/https://doi.org/10.1002/rnc.6441


8256

33. Z. C. Zhang, Y. Q. Wu, Fixed-time regulation control of uncertain nonholonomic
systems and its applications, Int. J. Control, 90 (2017), 1327–1344.
https://doi.org/10.1080/00207179.2016.1205758

34. C. Y. Wang, H. Tnunay, Z. Y. Zuo, B. Lennox, Z. T. Ding, Fixed-time formation control of
multirobot systems: design and experiments, IEEE Trans. Ind. Electron., 66 (2019), 6292–6301.
https://doi.org/10.1109/TIE.2018.2870409

35. J. B. Yu, Y. Zhao, Y. Q. Wu, Global robust output tracking control for a
class of uncertain cascaded nonlinear systems, Automatica, 93 (2018), 274–281.
https://doi.org/10.1016/j.automatica.2018.03.018

36. Z. G. Liu, Y. Q. Wu, Universal strategies to explicit adaptive control of nonlinear
time-delay systems with different structures, Automatica, 89 (2018), 151–159.
https://doi.org/10.1016/j.automatica.2017.11.023

37. Q. Guo, Z. Y. Zuo, Z. T. Ding, Parametric adaptive control of single-rod
electrohydraulic system with block-strict-feedback model, Automatica, 113 (2020), 108807.
https://doi.org/10.1016/j.automatica.2020.108807

38. M. Basin, C. B. Panathula, Y. Shtessel, Adaptive uniform finite/fixed-time
convergent second-order sliding-mode control, Int. J. Control, 89 (2016), 1777–1787.
https://doi.org/10.1080/00207179.2016.1184759

39. Z. W. Zheng, M. Feroskhan, L. Sun, Adaptive fixed-time trajectory tracking control of a
stratospheric airship, ISA Trans., 76 (2018), 134–144. https://doi.org/10.1016/j.isatra.2018.03.016

40. Y. Huang, Y. M. Jia, Adaptive fixed-time six-DOF tracking control for noncooperative
spacecraft fly-around mission, IEEE Trans. Control Syst. Technol., 27 (2019), 1796–1804.
https://doi.org/10.1109/TCST.2018.2812758

41. Q. Chen, S. Z. Xie, M. X. Sun, X. X. He, Adaptive nonsingular fixed-Time attitude
stabilization of uncertain spacecraft, IEEE Trans. Aerosp. Electron. Syst., 54 (2018), 2937–2950.
https://doi.org/10.1109/TAES.2018.2832998

42. D. S. Ba, Y. X. Li, S. C. Tong, Fixed-time adaptive neural tracking control for a
class of uncertain nonstrict nonlinear systems, Neurocomputing, 363 (2019), 273–280.
https://doi.org/10.1016/j.neucom.2019.06.063

43. J. K. Ni, Z. H. Wu, L. Liu, C. X. Liu, Fixed-time adaptive neural network control for nonstrict-
feedback nonlinear systems with deadzone and output constraint, ISA Trans., 97 (2020), 458–473.
https://doi.org/10.1016/j.isatra.2019.07.013

44. B. Y. Jiang, Q. L. Hu, M. I. Friswell, Fixed-time attitude control for rigid spacecraft with
actuator saturation and faults, IEEE Trans. Control Syst. Technol., 24 (2016), 1892–1898.
https://doi.org/10.1109/TCST.2016.2519838

45. Z. T. Ding, Adaptive control of triangular systems with nonlinear parameterization, IEEE Trans.
Auto. Control, 46 (2001), 1963–1968. https://doi.org/10.1109/9.975501

46. W. Lin, C. Qian, Adaptive control of nonlinearly parameterized systems: A
nonsmooth feedback framework, IEEE Trans. Auto. Control, 47 (2002), 757–774.
https://doi.org/10.1109/TAC.2002.1000270

Mathematical Biosciences and Engineering Volume 20, Issue 5, 8241–8260.

http://dx.doi.org/https://doi.org/10.1080/00207179.2016.1205758
http://dx.doi.org/https://doi.org/10.1109/TIE.2018.2870409
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2018.03.018
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2017.11.023
http://dx.doi.org/https://doi.org/10.1016/j.automatica.2020.108807
http://dx.doi.org/https://doi.org/10.1080/00207179.2016.1184759
http://dx.doi.org/https://doi.org/10.1016/j.isatra.2018.03.016
http://dx.doi.org/https://doi.org/10.1109/TCST.2018.2812758
http://dx.doi.org/https://doi.org/10.1109/TAES.2018.2832998
http://dx.doi.org/https://doi.org/10.1016/j.neucom.2019.06.063
http://dx.doi.org/https://doi.org/10.1016/j.isatra.2019.07.013
http://dx.doi.org/https://doi.org/10.1109/TCST.2016.2519838
http://dx.doi.org/https://doi.org/10.1109/9.975501
http://dx.doi.org/https://doi.org/10.1109/TAC.2002.1000270


8257

47. Z. P. Jiang, Robust exponential regulation of nonholonomic systems with uncertainties,
Automatica, 36 (200), 189–209. https://doi.org/10.1016/S0005-1098(99)00115-6

48. Z. P. Jiang, D. J. Hill, A robust adaptive backstepping scheme for nonlinear systems
with unmodeled dynamics, IEEE Trans. Auto. Control, 44 (1999), 1705–1711.
https://doi.org/10.1109/9.788536

Appendix

A. Proof of Proposition 1:
This proposition can be referred to Proposition 2 together with its proof in [8].
B. Proof of Proposition 2:
Using Lemma 3, one can verify that

λi−1(t, ξ)ξ2−ri−1
i−1 (ξi − ξ∗i ) ≤ 21−riλi−1,2

∣∣∣ξ2−ri−1
i−1

∣∣∣∣∣∣ξi∣∣∣ri

≤
1
4
ξr

i−1 + ξ
r
i Hi1, (A1)

with Hi1 =
ri
r

(
r

4(2−ri−1)

)− 2−ri−1
ri 2

(1−r2)(2−ri−1+ri)
ri λ

2−ri−1+ri
ri

i−1,2 , and then, the proof is completed.
C. Proof of Proposition 3:
In terms of Assumption 1 and ξ∗j = −

1
λ j−1,1
ξri

j−1ζ j−1(ξ̄ j−1, Ψ̂), j = 2, · · · , i, one obtain

∣∣∣ξ j − ξ
∗
j

∣∣∣ ≤ 21−r j

∣∣∣∣ξ 1
r j

j − ξ
∗
j

1
r j

∣∣∣∣r j
= 21−r j

∣∣∣ξ j

∣∣∣r j
. (A2)

Then, there exists a continuous function ϕ̄i(ξ̄i, Ψ̂) ≥ 0 such that

∣∣∣gi(t, z, θ)
∣∣∣ ≤ i∑

j=1

|ξ j|
ri+1 ϕ̄i(ξ̄i, Ψ̂)σ. (A3)

Using Lemma 4, we have the following calculations

|ξ2−ri
i ||ξ j|

ri+1 ϕ̄i(ξ̄i, Ψ̂)σ ≤
1
4
ξr

j + ξ
r
i Li1(ξ̄i, Ψ̂)Ψ, (A4)

with Li1(ξ̄i, Ψ̂) =
i∑

j=1

2−ri
d

(
d

4ri+1

)− ri+1
2−ri
(
ϕ̄i(ξ̄i, Ψ̂)

) d
2−ri , and then we complete the proof of proposition.

D. Proof of Proposition 4:
Firstly, it can be verified that

∂Ui

∂ξk
= (2 − ri)

∂
(
− ξ∗i

1
ri
)

∂ξk

∫ ξi

ξ∗i

(
τ

1
ri − ξ∗i

1
ri
)1−ridτ, k = 1, · · · , i − 1. (A5)

Secondly, we know from ξ∗i = −
1
λi−1,1
ξri

i−1ζi−1(ξ̄i−1, Ψ̂) that

ξ∗i
1
ri = −

( 1
λi−1,1

) 1
ri
(
ξ

1
ri−1
i−1 − ξ

∗
i−1

1
ri−1

)
ζ

1
ri
i−1(ξ̄i−1, Ψ̂). (A6)
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Thanks to the inductive method, one can find a smooth function µ̂i j(ξ̄i−1, Ψ̂) ≥ 0 satisfying

∣∣∣∣∣∂( − ξ∗i
1
ri
)

∂ξ j

∣∣∣∣∣ ≤ ( i−1∑
k=1

ξ
1−r j

k

)
µ̂i j(ξ̄i−1, Ψ̂). (A7)

Additionally, according to (A7), one get

∂
(
− ξ∗i

1
ri
)

∂ξ j
ξ̇ j ≤

( i−1∑
k=1

ξ
1−r j

k

)̂
µi j(ξ̄i−1, Ψ̂)

(
λ j221−r j+1 |ξ j+1|

r j+1 +
λ j2

λ j1
|ξ j|

r j+1ζ j(ξ̄ j, Ψ̂) +
( j∑

k=1

|ξk|
r j+1
)
ϕ̄ j(ξ̄ j, Ψ̂)σ

)
≤
( i−1∑

k=1

ξ
1−r j+r j+1

k

)
Ĥi j(ξ̄ j, Ψ̂) +

( i−1∑
k=1

ξ
1−r j+r j+1

k

)
L̂i j(ξ̄ j, Ψ̂)σ

1−r j+r j+1
r j+1 , (A8)

where Ĥi j(ξ̄ jΨ̂) and L̂i j(ξ̄ j, Ψ̂) are some nonnegative functions.
From ∫ ξi

ξ∗i

(
τ

1
ri − ξ∗i

1
ri
)1−ridτ ≤ |ξi − ξ∗i |

∣∣∣∣ξ 1
ri
i − ξ

∗
i

1
ri

∣∣∣∣1−ri

≤ 21−ri |ξi|, (A9)

one can find two nonnegative C1 functions Hi2(ξ̄i−1, Ψ̂), Li2(ξ̄i, Ψ̂), such that

i−1∑
j=1

∂Ui

∂ξ j
ξ̇ j ≤

i−1∑
j=1

(2 − ri)
∣∣∣∣∣ ∫ ξi

ξ∗i

(
τ

1
ri − ξ∗i

1
ri
)1−ridτ

∣∣∣∣∣ · ∣∣∣∣∣∂( − ξ∗i
1
ri
)

∂ξj
ξ̇j

∣∣∣∣∣
≤

i−1∑
j=1

(2 − ri)21−ri |ξi|
(( i−1∑

k=1

ξ
1−r j+r j+1

k

)
Ĥi j(ξ̄ j, Ψ̂) +

( i−1∑
k=1

ξ
1−r j+r j+1

k

)
L̂i j(ξ̄ j, Ψ̂)σ

1−r j+r j+1
r j+1

)
≤

i−1∑
j=1

1
4
ξr

j + ξ
r
i Hi2(ξ̄i−1, Ψ̂) + ξr

i Li2(ξ̄i, Ψ̂)Ψ. (A10)

Then, we complete the proof.
E. Proof of Proposition 5:
Firstly, one can choose

ω1(ξ1, Ψ̂) = ϖ1(ξ1, Ψ̂) = L1(ξ1). (A11)

Then, the function ωi(·) can be chosen as ωi(ξ̄i, Ψ̂) = max{L1(ξ1), L2(ξ̄2, Ψ̂), · · ·, Li(ξ̄i, Ψ̂)}, implying

Γi(ξ̄i, Ψ̂) ≤
(
ξr

1 + · · · + ξ
r
i
)
ωi(ξ̄i, Ψ̂), i = 2, · · · , n. (A12)

Considering ξ∗j = −
1
λ j−1,2
ξ

r j

j−1ζ j−1(ξ̄ j−1, Ψ̂), and ξ j = ξ
1
r j

j − ξ
∗
j

1
r j , j = 2, · · · , i, and then, we have

ξr
j =

(
ξ

1
r j

j − ξ
∗
j

1
r j
)r
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≤ max{2d−1, 1}
(
ξ

d
r j

j + ξ
∗
j

d
r j
)

= ξr
j · 2

d−1ξ

1−r j
r j

d

j + 2d−1
( 1
λ j−1,2

) d
r j ξr

j−1

(
ζ j−1(ξ̄ j−1, Ψ̂)

) d
r j . (A13)

Then, in view of (A13), there exists a nonnegative function ϖi(ξ̄i, Ψ̂) satisfying

Γi(ξ̄i, Ψ̂) ≤
(
ξr

1 + · · · + ξ
r
i
)
ϖi(ξ̄i, Ψ̂), i = 1, · · · , n. (A14)

Then, we complete the proof of Proposition 5.
F. The proof of Proposition 6:
Firstly, the following holds

∂Ui

∂Ψ̂
= (2 − ri)

∂
(
− ξ∗i

1
ri
)

∂Ψ̂

∫ ξi

ξ∗i

(
τ

1
ri − ξ∗i

1
ri
)1−ridτ, i = 1, · · · , n. (A15)

Then, considering ξ∗i
1
ri = −

(
1
λi−1,1

) 1
ri ξi−1ζ

1
ri
i−1(ξ̄i−1, Ψ̂) and 1

ri
> 1, one can find a smooth function ν̂i(ξ̄i, Ψ̂) ≥

0 satisfying

∣∣∣∣∂( − ξ∗i 1
ri
)

∂Ψ̂

∣∣∣∣ ≤ ν̂i(ξ̄i, Ψ̂). (A16)

Furthermore, it is known from (A9) that∣∣∣∣∂Ui

∂Ψ̂

∣∣∣∣ ≤ |ξi|(2 − ri)21−ri ν̂i(ξ̄i, Ψ̂). (A17)

According to Lemma 4, we have

ξr
j|ξi|(2 − ri)21−ri ν̂i(ξ̄i, Ψ̂)ωi(ξ̄i, Ψ̂)

≤
1
4
ξr

j + ξ
r
i · ξ

r
j

( r
4(r − 1)

)−(r−1) 1
r
·
(
(2 − ri)21−ri ν̂i(ξ̄i, Ψ̂)ωi(ξ̄i, Ψ̂)

)r
, j = 1, · · · , i. (A18)

Define H̄i3(ξ̄i, Ψ̂) =
( i∑

j=1
ξr

j

)(
r

4(r−1)

)−(r−1) 1
r

(
(2 − ri)21−ri ·̂νi(ξ̄i, Ψ̂)ωi(ξ̄i, Ψ̂)

)r
, and then, we know from

Proposition 5 that ∣∣∣∣∂Ui

∂Ψ̂
Γi

∣∣∣∣ ≤ |ξi|(2 − ri)21−ri ν̂i(ξ̄i, Ψ̂) ·
( i∑

j=1

ξr
j
)
ωi(ξ̄i, Ψ̂)

≤

i∑
j=1

1
4
ξr

j + ξ
r
i H̄i3(ξ̄i, Ψ̂). (A19)

Let Hi3(ξ̄i, Ψ̂) = H̄i3(ξ̄i, Ψ̂) + Li(ξ̄i, Ψ̂) · (2 − ri−1)21−ri−1

√
1 + ξ2

i−1 ν̂i−1(ξ̄i−1, Ψ̂), and one can verify that

(
Ψ̃ + Ωi−1

)(
Γi−1 −

˙̂
Ψ
)
+ ξr

i Li(·) · Ψ̃ +
∂Ui

∂Ψ̂

˙̂
Ψ
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=
(
Ψ̃ + Ωi

)(
Γi −

˙̂
Ψ
)
+ ξr

i Li(·) ·
∂Ui−1

∂Ψ̂
+
∂Ui

∂Ψ̂
Γi

≤
(
Ψ̃ + Ωi

)(
Γi −

˙̂
Ψ
)
+ ξr

i Li(·) · (2 − ri−1)21−ri−1

·

√
1 + ξ2

i−1 ν̂i−1(ξ̄i−1, Ψ̂) + ξr
i H̄i3(ξ̄i, Ψ̂) +

i−1∑
j=1

1
4
ξr

i

=
(
Ψ̃ + Ωi

)(
Γi −

˙̂
Ψ
)
+ ξr

i Hi3(ξ̄i, Ψ̂) +
i−1∑
j=1

1
4
ξr

i . (A20)

Then, the proof is completed.
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