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Abstract: When a cloud manufacturing environment extends to multi-user agent, multi-service agent 

and multi-regional spaces, the process of manufacturing services faces increased disturbances. When 

a task exception occurs because of disturbance, it is necessary to quickly reschedule the service task. 

We propose a multi-agent simulation modeling approach to simulate and evaluate the service process 

and task rescheduling strategy of cloud manufacturing, with which impact parameters can be 

achieved through careful study under different system disturbances. First, the simulation evaluation 

index is designed. In addition to the quality of service index of cloud manufacturing, the adaptive 

ability of task rescheduling strategy in response to a system disturbance is considered, and the 

flexibility of cloud manufacturing service index is proposed. Second, considering the substitution of 

resources, the internal and external transfer strategies of service providers are proposed. Finally, a 

simulation model of the cloud manufacturing service process of a complex electronic product is 

constructed by multi-agent simulation, and simulation experiments under multiple dynamic 

environments are designed to evaluate different task rescheduling strategies. The experimental results 

indicate that the external transfer strategy of the service provider in this case has higher quality of 

service and flexibility of service. Sensitivity analysis indicates that the matching rate of substitute 

resources for internal transfer strategy of service providers and the logistics distance of external 

transfer strategy of service providers are both sensitive parameters, which have significant impacts 

on the evaluation indexes. 
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1. Introduction  

With the development of Internet, information and manufacturing technologies, the 

manufacturing model began to change from a large-scale production mode to a user-oriented service 

mode. Cloud manufacturing (CMfg) is a new service-oriented manufacturing mode proposed in this 

background [1]. Li et al. [2] defined CMfg as a new networked manufacturing mode, where various 

online manufacturing resources are organized in an orderly manner on the cloud platform, and users 

can access the network to obtain qualified and satisfactory manufacturing services. Since the 

manufacturing environment expands to multi-user agent, multi-service agent and multi-regional 

spaces, CMfg inevitably faces higher uncertainties, such as more frequent changes in user 

requirements [3], manufacturing resource failures and increased susceptibility to interference in 

logistics and transportation [4]. Task exception is one of the specific manifestations of uncertainty in 

CMfg. When the CMfg service platform experiences disturbances such as an emergency insertion 

order, a manufacturing service resource failure, poor logistics transportation, etc., the established 

manufacturing task cannot be completed in the expected time, and a series of chain reactions is 

triggered. Therefore, task exceptions can occur where the manufacturing network is weak. When a 

task exception occurs, it is necessary to quickly reschedule the production system. At present, the 

approaches of CMfg system rescheduling include dynamic scheduling of service composition and 

system simulation evaluation. 

Dynamic scheduling of service combinations is a resolution approach that is currently widely 

used; it consists of the construction of a rescheduling model based on the initial static scheduling 

model. The new service composition scheme is taken as the decision variable; service time, cost, 

reliability or comprehensive quality of service is taken as the optimization objective [5]. The 

constraints such as order completion time and resource occupation are also considered to establish a 

mathematical model, which is solved by using various optimization algorithms [6]. Although 

dynamic scheduling ensures that the rescheduling scheme is still at an optimized level through 

mathematical programming, the newly generated scheduling scheme is a global adjustment to 

subsequent tasks, which is larger than the adjustment for the original production plan and affects 

more users and service providers. In distributed cloud services, tasks caused by dynamic 

perturbations occur abnormally, and the frequent dynamic adjustments brought about by them make 

it difficult for service providers to operate realistically, owing to the following reasons. (1) After the 

initial CMfg plan is issued, the service provider needs to prepare the received tasks in advance to 

ensure the smoothness of the entire manufacturing chain. Frequent dynamic task adjustments can 

lead to the failure of existing preparations and insufficient preparations for new tasks, which not only 

create additional task processing time but also involve a series of issues such as manufacturing costs 

and procurement changes. (2) Although the adjusted production plan is still at an optimized level for 

the current cloud platform production, the distributed CMfg service providers must complete certain 

internal production tasks in addition to undertaking CMfg service tasks. This situation restricts the 

practical application of dynamic scheduling of service composition in the CMfg service platform. 

In the real CMfg platform, the strategy of local adjustment is suitably applied to solve 

production exceptions caused by system disturbances. Of course, this local adjustment strategy can 

also lead to overall changes in order execution and resource usage due to the dependencies between 

tasks. This implies the necessity of a simulation evaluation. Simulation can truly reflect the 

uncertainty of the manufacturing environment and the dynamic process of task rescheduling. Based 
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on the scheme with the least impact on the actual production process, a rapid and dynamic 

response to production exceptions can be achieved through the operation and evaluation of 

various scheduling schemes. 

Different from dynamic scheduling, system simulation evaluation is a dynamic adjustment 

approach based on experiments [7]. Based on the simulation model of the production system, this 

approach compares and evaluates the possible production recovery strategies with multiple schemes 

to find a solution to the production exception [8]. In simulation studies, the rescheduling strategy for 

production exceptions is usually assumed to manage the exception tasks with substitution resources, 

which requires the resources of the manufacturing system to have a certain degree of 

interchangeability. When task exceptions occur, the manufacturing system only transfers the 

exception tasks that have accumulated while the plans of other tasks remain unchanged as much as 

possible to avoid frequent global task reassignment. 

So far, there are several studies on the simulation of manufacturing systems for exception tasks, 

but there are still few for the CMfg platform. Since multi-agent simulation is suitable for describing 

uncertainty [9], distribution and dynamics of the CMfg system [10], this paper proposes a 

multi-agent simulation modeling approach to simulate the service process and task rescheduling 

strategies of CMfg. The goal is to analyze the impacts of different task rescheduling strategies on the 

manufacturing system under various system disturbances. However, the task rescheduling strategy 

includes internal and external transfer strategies of service providers. In the simulation evaluation of 

the task rescheduling strategy, in addition to focusing on the typical performance indicators of the 

CMfg service, this paper also considers the adaptability of the task rescheduling strategy to system 

disturbance and proposes the flexibility of service index of CMfg. To evaluate the different task 

rescheduling strategies in a comprehensive way, simulation experiments in multiple uncertain 

environments are constructed on this basis. 

The rest of this paper is structured as follows. Section 2 presents a systematic review of 

literature relevant to current research, including models, approaches and factors related to CMfg task 

rescheduling. Section 3 gives the evaluation indexes of the rescheduling strategy. Section 4 presents 

the construction approach and achievement process of the CMfg service multi-agent model. Section 

5 designs comparative simulation experiments of rescheduling strategies under different disturbance 

degrees. Section 6 discusses simulation results and parameter sensitivity analysis. Finally, Section 7 

presents the conclusions of this paper and perspectives of future research. 

2. Related work 

2.1. Dynamic scheduling of cloud manufacturing service composition 

In CMfg, multiple services from different providers need to be composed to satisfy complex and 

diverse user orders. The scheduling problem of cloud manufacturing service composition (CMfg-SC) 

is to find the optimal service composition scheme for a given order. Whereas static scheduling is the 

optimization of the initial service composition scheme for the order, dynamic scheduling (also known 

as rescheduling) is to dynamically adjust the service composition scheme during the execution of the 

service. Most previous studies focused on static scheduling of cloud manufacturing service 

composition. Various models and algorithms have been proposed [11], including the scheduling 

programming model [12], multi-objective mathematical model [13] and approach [14], association 
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analysis approach [15] and Ant Colony Optimization (ACO) algorithm [16]. There are currently only 

a few studies on dynamic scheduling of CMfg-SC [17]. Haleh et al. [18] proposed a control 

algorithm that utilizes dynamic task filtering based on the evaluation of task utilization to keep the 

service system running in a stable area. Liu et al. [19] proposed a real-time task scheduling approach 

for multi-agents based on the characteristics of cloud service scheduling and logistics. This approach 

is based on the unified management of SMA and the rescheduling of tasks, which can eliminate the 

impact of service exceptions in a timely manner. To reduce the execution time of tasks, Wang et al. [5] 

proposed a task-aware service reorganization approach based on quality of service and considered 

unpredictable situations such as urgent task requirements. Wang et al. [3] proposed a dynamic service 

composition reconfiguration (DSCRWECPC) approach considering actual constraints and 

established an optimization algorithm based on Pareto strategy, which solved dynamic uncertainty 

problem such as equipment failure [4]. When a service exception occurs, the global dynamic 

scheduling of the service composition is executed from each exception point. Zhang et al. [20] 

proposed a multi-task-oriented manufacturing service composition (MMSC) model that considers 

multiple tasks in an uncertain environment to solve uncertainty problems such as urgent tasks and 

delivery delays; a hyper-heuristic algorithm was proposed to obtain the optimization scheme of the 

manufacturing service composition. Liu et al. [6] proposed a CMfg dynamic scheduling model that 

considers dynamic task arrivals. In the model, the failure types and causes of exception conditions 

faced by cloud services are considered for updating programs and rescheduling production. 

Although the above dynamic scheduling uses different models and approaches, the results of the 

scheduling are all global adjustments to the initial CMfg-SC. Therefore, the service composition 

optimization based on dynamic scheduling is suitable for CMfg platforms with high intelligence. The 

cloud service resources on the platform have high data communication and real-time response 

abilities, and the platform can quickly switch tasks. For most CMfg platforms with decentralized 

control and low degree of intelligence, frequent task changes will bring significant management 

difficulties to service providers and lead to poor practical operability. 

There are various evaluation indicators currently used in CMfg-SC scheduling; most of them 

evaluate service composition based on quality of service. Based on the CMfg background, Laili et al. [21] 

used four second-level indexes (processing time, processing cost, service provider idle rate and delay 

adaptability) as evaluation indexes of cloud service composition. Yang et al. [22] used six 

second-level indexes (importance, supply and demand, cost, remaining time, reputation and 

predetermined cost) as indexes for the service composition evaluation. Based on the evaluation of 

cloud service composition reputation (CSCR), Xie et al. [23] took two types of stability and 

collaboration ability as the first-level evaluation indexes of the service composition and three types 

(execution time, cost and reliability) as the second-level indexes. Li et al. [24] proposed six indexes 

(reliability, reputation, combination collaboration, combination complexity, execution time and 

execution cost) to evaluate service composition. From the literature review above, CMfg-SC 

scheduling is based on three attribute indexes of quality of service (time, cost, reliability) as the basic 

research [25]. Therefore, this paper combines and evaluates these three attribute indexes, so that the 

overall quality of service value can be optimized to meet the needs of users. These three attribute 

indexes can be described as follows [26]: (1) time – from the time the user submits the task to the 

end of the execution; (2) cost – total cost that the user pays throughout the execution of the task; (3) 

reliability – ability to successfully execute manufacturing tasks under a given time and condition. 

Based on the existing research work, this paper considers the flexibility of service as another 
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evaluation index of cloud manufacturing services to measure the adaptability and stability of cloud 

manufacturing service systems in a dynamic service environment. 

2.2. Simulation of CMfg-SC rescheduling strategy 

Simulation plays a key role in the design, improvement and evaluation of manufacturing 

systems. Particularly, digital twin technology can quickly evaluate the operation of the actual system 

and assist decision-making based on dynamic simulation [27]. The CMfg-SC rescheduling strategy is 

not to execute global optimization calculations but to establish certain adaptive rules to deal locally 

with system disturbances or exceptional situations. The simulation of the CMfg-SC rescheduling 

strategy is to model and run the manufacturing system based on the real environment, while 

simulating the occurrence of exceptional situations and executing different rescheduling strategies. 

Then, strategy selection is made by evaluating the performances of different rescheduling strategies. 

Vijayan et al. [28] designed three scenarios where production resources are interrupted due to 

exceptions and designed alternative paths of interruptions for each scenario. Simulations of different 

scenarios show that there are significant differences in system performance when different alternative 

paths are used. A study by Psarommatis et al. [29] introduces performance indicators for five factors 

influencing production interruptions and designed a production rearrangement scheme for each factor. 

The impact of rearrangement production on production quality is quantitatively analyzed by 

comparing and discussing the results of simulation experiments in the manufacturing workshop. 

Champati et al. [30] proposed a Greedy-One-Restart (GOR) algorithm that estimates the processing 

time when canceling and rescheduling CMfg tasks and compared the scheduling performance of the 

improved algorithm with other algorithms through simulation. It should be noted that rescheduling 

strategy simulation is aimed at the job shop production environment, and there is scant research on 

the CMfg platform. 

So far, the models used in CMfg system simulation include the discrete event dynamic 

simulation model [31], multi-agent simulation model and hybrid simulation model [7], among others. 

Zhao et al. [32] designed a manufacturing simulation platform for the transaction process of 

enterprises in the cloud environment. The enterprise behavior is described by encapsulating each 

enterprise into a multi-service agent (Service Agent), and the feasibility of the platform is verified 

through practical cases. Zhou et al. [33] constructed a multi-agent model based on the CMfg network 

and designed three different production modes that consider dynamic service environments. The 

relationship between the production mode and manufacturing is analyzed through simulation 

experiments. Zhao et al. [34] proposed a multi-agent model and architecture for CMfg simulation 

based on the concept of service agents, which analyzed the interaction between agents and dynamic 

environments and the processing mechanism within agents [35]. Self-organizing networks are 

formed through service agent-driven services that simulate service transactions and collaborations. It 

can be seen from the above research that multi-agent simulation is very suitable for describing the 

uncertainty, distribution and dynamics of CMfg, and it thus has become the mainstream approach for 

CMfg simulation analysis.  

To perform the simulation research of the task rescheduling strategy in CMfg mode, this paper 

uses a multi-agent modeling approach to construct a simulation model of the CMfg service process. 

Moreover, manufacturing environments with different degrees of disturbance and different 

rescheduling strategies are designed, and rescheduling strategies are compared and evaluated under 

different disturbance degrees. Based on existing studies of the cloud service platform, two 
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rescheduling strategies are proposed: (1) Consider resource substitution within the service provider 

and transfer exceptional tasks to similar resources of the same service provider; (2) consider resource 

substitution between service providers and transfer exceptional tasks to other service providers with 

resources. In this paper, we aim to research and evaluate the performances of different rescheduling 

strategies in different manufacturing environments through simulation, which may help a CMfg 

platform to adopt appropriate dynamic task rescheduling strategies and reduce losses caused by 

task exceptions. 

3. Results evaluation indexes for rescheduling strategies 

3.1. Description of the parameters 

In the CMfg platform, users issue service orders to the platform, where each order is divided 

into several manufacturing tasks, and service providers on the platform provide service resources for 

the manufacturing tasks. When there is a task exception caused by disturbances, the platform adopts 

a local rescheduling strategy. This research aims to help the platform to make the decision of 

rescheduling strategy through simulation evaluation. Two evaluation indexes of quality of service 

(QoS) and flexibility of service (FoS) are used. The evaluation index QoS is weighted by time, cost 

and reliability [3], based on most CMfg-SC optimization studies [4]. In addition, since this study 

pays special attention to the adaptability of rescheduling strategies to different degrees of disturbance, 

the FoS is added as an evaluation index [36]. To calculate the evaluation indexes, the following 

definitions must be introduced. 

There are 𝑁𝑠 types of manufacturing cloud services in the CMfg service system, and each type 

of service has matching service resources to perform specific manufacturing functions, i.e., 𝑀𝐹 =
{𝑚𝑓𝑗|1 ≤ 𝑗 ≤ 𝑁𝑠} . Services 𝑀  are supplied by providers: 𝑀𝑆 = {𝑀𝑆𝑚|1 ≤ 𝑚 ≤ 𝑀} . 𝑀𝑆𝑚 

provides 𝑛𝑚  (1 ≤ 𝑛𝑚 ≤ 𝑁𝑠)  types of manufacturing services 𝑆 = {𝑐𝑠𝑚,𝑗|1 ≤ 𝑗 ≤ 𝑛𝑚} , where 

𝑐𝑠𝑚,𝑗 can be described as follows: 

𝑐𝑠𝑚,𝑗 = {𝑡𝑚,𝑗, 𝑎𝑚,𝑗, 𝑐𝑚,𝑗, 𝑒𝑖,𝑗, 𝑟𝑒𝑙𝑚
𝑖 }                                                                                             (1) 

where 𝑡𝑚,𝑗 represents the task type of 𝑐𝑠𝑚,𝑗, 𝑎𝑚,𝑗 is the amount of resources corresponding to 

𝑐𝑠𝑚,𝑗 , 𝑐𝑚,𝑗
𝑖  is the cost of using task 𝑠𝑡𝑖  of 𝑐𝑠𝑚,𝑗  for unit time, and 𝑒𝑖,𝑗  and 𝑟𝑒𝑙𝑚

𝑖  represent 

resource matching rate and reliability of all services provided by 𝑀𝑆𝑚. 

To evaluate the three indexes of time, cost and reliability of the CMfg platform, this study uses 

the following parameters: time, cost and reliability. 

Table 1. Parameters of the evaluation indexes. 

 
Nomenclature 

𝑀𝑆 Service providers 

 𝑛𝑚 Number of types of resource provided by MS 

𝑎𝑢 Unit amount of task 𝑠𝑡𝑖 𝑁 Total number of tasks 

𝑎𝑚,𝑗 Amount of resource associated with 𝑐𝑠𝑚,𝑗 𝑁𝑠 Number of resource of manufacturing services 

𝑐𝑚,𝑗
𝑖  Task cost unit time of task 𝑠𝑡𝑖 of 𝑐𝑠𝑚,𝑗   in the entire cloud manufacturing system 

 of matching resource 𝑗 𝑁𝑜𝑟𝑚 Normalized value of 𝑖th index 
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𝑐𝑠𝑚,𝑗 Cloud resource 𝑗 offered by 𝑀𝑆𝑚 𝑟𝑒𝑙 Reliability of all services provided by 𝑀𝑆𝑚 

𝑐𝑠𝑐𝑚,𝑗
𝑖  Cost for 𝑐𝑠𝑚,𝑗 to task 𝑠𝑡𝑖 𝑟𝑒𝑙𝑚

𝑖  Reliability of 𝑖th task 𝑠𝑡𝑖 

𝑐𝑠𝑡𝑚,𝑗
𝑖  Time for 𝑚𝑠𝑚,𝑗 to task 𝑠𝑡𝑖 𝑠𝑡𝑖 𝑖th task 

𝐶𝑉𝑥 Coefficient of variation of index 𝑥 𝑠𝑠𝑡𝑖 Time required for task 𝑠𝑡𝑖 using unit amount  

𝑑𝑖,𝑖+1 Logistics distance between 𝑀𝑆𝑚  of benchmark resource 

 undertaking tasks 𝑠𝑡𝑖 and 𝑠𝑡𝑖+1 𝑆𝐶 Total cost of service 

𝑑𝑙𝑐𝑖,𝑖+1 Cost of transporting for unit distance 𝑆𝑁𝑎
𝑖  Amount of service composition mobilized  

𝑑𝑙𝑡𝑖,𝑖+1 Logistics time per unit distance  by 𝑀𝐹 

𝑒𝑖,𝑗 Matching rate of task 𝑠𝑡𝑖 using resource 𝑗 𝑆𝑁𝑛
𝑖  Number of normal responses for task 𝑠𝑡𝑖 

𝐹𝐿 Comprehensive fluctuation value 𝑆𝑇 Total time of service 

𝑙𝑐𝑖,𝑖+1 Logistics cost between adjacent tasks 𝑠𝑡𝑖  𝑡𝑚,𝑗 Task type of 𝑐𝑠𝑚,𝑗 

 and 𝑠𝑡𝑖+1 𝑥𝑖 𝑖th index 

𝑙𝑡𝑖,𝑖+1 Logistics time between two 𝑀𝑆 providing 𝑥̅ Mean of index 𝑥 

 services to adjacent subtasks 𝛿𝑖,𝑖+1 A Boolean variable characterizing whether 

𝑚𝑓𝑗 𝑗th manufacturing function  logistics between 𝑠𝑡𝑖 and 𝑠𝑡𝑖+1 exists 

𝑀 Number of 𝑀𝑆 𝜔𝑖 Weight value of the 𝑖th index 

𝑀𝐹 Set of manufacturing functions 𝜎𝑥 Standard deviation of index 𝑥 

3.2. Calculation of QoS 

Based on previous research [6], QoS is defined as an evaluation index to measure the CMfg-SC 

metrics including time, cost and reliability. This section proposes the approaches to calculate time, 

cost and reliability. 

3.2.1. Time 

For CMfg-SC with consideration of service and logistics, the total service time 𝑆𝑇 includes 

both task time 𝑐𝑠𝑡𝑚,𝑗
𝑖  and logistics time 𝑙𝑡𝑖,𝑖+1. Task time 𝑐𝑠𝑡𝑚,𝑗

𝑖  can be calculated as follows: 

𝑐𝑠𝑡𝑚,𝑗
𝑖 = (𝑠𝑠𝑡𝑖 × 𝑎𝑢) 𝑒𝑖,𝑗⁄                                                                                                                 (2) 

where 𝑠𝑠𝑡𝑖 is service time of using unit task amount of task 𝑠𝑡𝑖 , 𝑎𝑢 is the volume for task 𝑠𝑡𝑖 , 

and 𝑒𝑖,𝑗 is the matching rate between task 𝑠𝑡𝑖  and resource 𝑗. 

Logistics time 𝑙𝑡𝑖,𝑖+1 between 𝑠𝑡𝑖  and 𝑠𝑡𝑖+1 can be calculated as follows: 

𝑙𝑡𝑖,𝑖+1 = 𝛿𝑖,𝑖+1 × 𝑑𝑙𝑡𝑖,𝑖+1 × 𝑑𝑖,𝑖+1                                                                                                  (3) 

where 𝛿𝑖,𝑖+1  and 𝑑𝑖,𝑖+1  represent the Boolean variable and distance (km) between providers 

undertaking 𝑠𝑡𝑖  and 𝑠𝑡𝑖+1, and 𝑑𝑙𝑡𝑖,𝑖+1 is logistics time per unit distance. 

The total service time 𝑆𝑇 can be calculated as follows: 

𝑆𝑇 = ∑ (𝑐𝑠𝑡𝑚,𝑗
𝑖 + 𝑙𝑡𝑖,𝑖+1)𝑁

𝑖=1                                                                                                             (4) 

where 𝑁 is the total number of tasks in 𝑀𝐹. 
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3.2.2. Cost 

For CMfg-SC with consideration of service and logistics, the total service cost 𝑆𝐶 includes 

both task cost 𝑐𝑠𝑐𝑚,𝑗
𝑖  and logistics cost 𝑙𝑐𝑖,𝑖+1. Service cost 𝑐𝑠𝑐𝑚,𝑗

𝑖  of 𝑐𝑠𝑚,𝑗 can be calculated 

as follows: 

𝑐𝑠𝑐𝑚,𝑗
𝑖 = 𝑐𝑚,𝑗

𝑖 × 𝑐𝑠𝑡𝑚,𝑗
𝑖                                                                                                                        (5) 

where 𝑐𝑚,𝑗
𝑖  is the task cost of 𝑠𝑡𝑖   for unit time that matches resource 𝑗. 

Logistics time 𝑙𝑐𝑖,𝑖+1 between 𝑠𝑡𝑖  and 𝑠𝑡𝑖+1 can be calculated as follows: 

𝑙𝑐𝑖,𝑖+1 = 𝛿𝑖,𝑖+1 × 𝑑𝑙𝑐𝑖,𝑖+1 × 𝑑𝑖,𝑖+1                                                                                                  (6) 

where 𝛿𝑖,𝑖+1  and 𝑑𝑖,𝑖+1  represent the Boolean variable and distance (km) between providers 

undertaking 𝑠𝑡𝑖  and 𝑠𝑡𝑖+1, and 𝑑𝑙𝑐𝑖,𝑖+1 is logistics time per unit distance. 

The total service cost 𝑆𝐶 can be calculated as follows: 

𝑆𝐶 = ∑ (𝑐𝑠𝑐𝑚,𝑗
𝑖 + 𝑙𝑐𝑖,𝑖+1)𝑁

𝑖=1                                                                                                             (7) 

where 𝑁 is the total number of tasks in 𝑀𝐹. 

3.2.3. Reliability 

For CMfg-SC with consideration of background, the reliability can be calculated as follows: 

𝑟𝑒𝑙 = ∏ 𝑟𝑒𝑙𝑚
𝑖𝑁𝑠

𝑖=1                                                                                                                                               (8) 

where 𝑟𝑒𝑙𝑚
𝑖  is the reliability of the 𝑖th service task, which represents the ability of CMfg-SC to 

operate normally (no exceptional tasks). Use the ratio of the number of normal responses 𝑆𝑁𝑛
𝑖  to the 

total number of called tasks 𝑆𝑁𝑎
𝑖  to expressed it in a service cycle, i.e.,  

𝑟𝑒𝑙𝑚
𝑖 = 𝑆𝑁𝑛

𝑖 𝑆𝑁𝑎
𝑖⁄  .                                                                                                                                        (9) 

Because indexes of time and cost fall into different ranges and have different units, they need to 

be normalized to a range between 0 and 1 [37] for the convenience of calculations. 

For a negative index like service time, it is normalized as follows: 

𝑁𝑜𝑟𝑚(𝑆𝑇) = {
max𝑆𝑇−𝑆𝑇

max𝑆𝑇−min𝑆𝑇
 ,                  min 𝑆𝑇 ≠ max 𝑆𝑇

1 ,                                       min 𝑆𝑇 = max 𝑆𝑇
                                                    (10) 

where 𝑚𝑎𝑥𝑆𝑇 and 𝑚𝑖𝑛𝑆𝑇 represent the maximum and minimum values of index aggregation 

values of 𝑆𝑇 in all the possible combined paths. After normalization, all values of indexes will be 

within the range of [0,1]. 

For a negative index like service cost, it is normalized as follows: 
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𝑁𝑜𝑟𝑚(𝑆𝐶) = {
max𝑆𝐶−𝑆𝐶

max𝑆𝐶−min𝑆𝐶
 ,                  min 𝑆𝐶 ≠ max 𝑆𝐶

1 ,                                       min 𝑆𝐶 = max 𝑆𝐶
                                                    (11) 

where 𝑚𝑎𝑥𝑆𝐶 and 𝑚𝑖𝑛𝑆𝐶 represent the maximum and minimum values of index aggregation 

values of 𝑆𝐶 in all the possible combined paths. After normalization, all index values will be within 

the range of [0,1]. Because service reliability is within the range of [0,1], normalization is not 

required for this index. 

To weight the normalized indexes in a simple manner, the maximum performance value 

Max(𝑄𝑜𝑆) of QoS can be calculated as follows [38]: 

Max(𝑄𝑜𝑆) = 𝜔1𝑁𝑜𝑟𝑚(𝑆𝑇) + 𝜔2𝑁𝑜𝑟𝑚(𝑆𝐶) + 𝜔3𝑟𝑒𝑙                                                         (12) 

∑ 𝜔𝑖
3
𝑖=1 = 1                                                                                                                                       (13) 

where 𝑁𝑜𝑟𝑚(𝑆𝑇) and 𝑁𝑜𝑟𝑚(𝑆𝐶) represent the normalized values of the time and cost index 

attribute, and 𝜔𝑖 represents the weight value of the 𝑖th indicator, which is selected according to the 

user's evaluation index preference (𝜔𝑖 ∈ [0,1]). In this study it is assumed that users have the same 

preference and set the three indexes 𝜔𝑖 to one third [13]. 

3.3. Calculation of FoS 

When changing the disturbance degree of the manufacturing environment, the adaptability of the 

same task rescheduling strategy may have obvious deviation. It is possible that a certain rescheduling 

strategy performs very well in a stable manufacturing environment but becomes inadequate when the 

disturbance of the manufacturing environment is significant. When comparing various rescheduling 

strategies, in addition to paying attention to QoS index, it is also necessary to consider the 

adaptability of different degrees of environmental disturbance, i.e., flexibility of service (FoS).  

This study defines FoS as the degree of comprehensive fluctuation of time, cost and reliability 

after adopting a certain task rescheduling strategy under different degrees of disturbance. The 

fluctuation degree 𝐹𝐿𝑥 is calculated using the coefficient of variation of the index 𝑥 at various 

degrees of disturbance, according to the following formula: 

𝐹𝐿𝑥 = √∑ (𝑥𝑖 − 𝑥̅)2𝐽
𝑖=1

(𝐽 − 1)⁄ 𝑥̅⁄                                                                                              (14) 

where 𝑥𝑖 represents the value of a certain index under the degree of environmental disturbance 

𝑖 (𝑖 ∈ [1, 𝐽]), 𝐽 is the amount of environmental disturbance degrees, and 𝑥̅ represents the mean 

value of a certain index under all disturbance degrees. This study sets the degree of disturbance of 

small, medium and large, i.e., 𝐽 = 3. 

Set the weight coefficients for the disturbance degrees of the three indicators to be 𝜔1, 𝜔2 and 

𝜔3, respectively, and the comprehensive fluctuation degree 𝐹𝐿 can be calculated as follows: 

𝐹𝐿 = 𝜔1𝐹𝐿𝑆𝑇 + 𝜔2𝐹𝐿𝑆𝐶 + 𝜔3𝐹𝐿𝑟𝑒𝑙                                                                                         (15) 

The higher the comprehensive degree of fluctuation is, the more unstable the CMfg service 

platform is in response to external disturbance and the lower the FoS, which can be calculated 

according to the following formula: 
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    𝐹𝑜𝑆 = 1 − 𝐹𝐿                                                                                                                                  (16) 

4. Multi-agent model of service processes in CMfg mode 

4.1. Conceptual model of CMfg service process 

The CMfg service platform 𝑷 has 𝑴 providers 𝑴𝑺𝒎  and provides 𝑵𝒔  diverse types of 

manufacturing services. The user publishes the orders to the CMfg platform, which then processes 

these orders 𝑶𝒊(𝒊 = 𝟏, 𝟐,… , 𝒏) into different tasks, where 𝑻𝒂𝒔𝒌(𝑵) = {𝑻𝟏, 𝑻𝟐, … , 𝑻𝑵} represents 

the task pool. Each task requires one or more services, and the platform configures the cloud service 

resource 𝑹𝒏 for each task. The process is shown in Figure 1. 

4.2. Agent model of CMfg service 

Due to the serviceability and autonomy of service agents, they can actively and spontaneously 

conduct services and cooperation in the simulation model. The agents can achieve their own 

functions and purposes through certain rules and strategies in CMfg service system. Based on the 

conceptual model, this study extracts six types of agent models: communication agents, task agents, 

resource agents, scheduling agents, order agents. and user agents. These six types of agent models 

are described below. 

4.2.1. Communication agent model 

 The service information between several types of agent interfaces is conveyed through the 

communication agent, including receiving and sending of information. The cloud-made 

communication agent model can be described as follows: 

        𝑀𝑠𝑔𝑆𝐴 = 𝑃𝑜𝑟𝑡𝐶𝑜𝑑𝑒. 𝑠𝑒𝑛𝑑(𝑛𝑒𝑤 𝑀𝑒𝑠𝑠𝑎𝑔𝑒(), 𝑃𝑜𝑟𝑡𝑛)                                                           (17) 

where 𝑃𝑜𝑟𝑡𝐶𝑜𝑑𝑒 represents the interface for sending information; 

𝑃𝑜𝑟𝑡𝑛 represents the interface for receiving information; 

𝑛𝑒𝑤 𝑀𝑒𝑠𝑠𝑎𝑔𝑒() is a communication body between interfaces and carries the complete information 

content, as defined by the following formula: 

𝑛𝑒𝑤 𝑀𝑒𝑠𝑠𝑎𝑔𝑒() = < 𝑀𝑆𝐺𝐼𝐷,𝑀𝑠𝑔𝑡𝑦𝑝𝑒 , 𝑀𝑠𝑔𝑎𝑚𝑜𝑢𝑛𝑡 >                              (18) 

where 𝑀𝑆𝐺𝐼𝐷 represents the unique identifier of communication information. 𝑀𝑠𝑔𝑡𝑦𝑝𝑒 represents 

the type of communication body, and 𝑀𝑠𝑔𝑎𝑚𝑜𝑢𝑛𝑡 represents the number of communication bodies. 
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Figure 1. Conceptual model of CMfg service process. 

4.2.2. Task agent model 

The task agent is an agent that accepts task messages and achieves task execution functions. The 

agent model can be described as follows: 

𝑇𝑆𝑐𝑚𝑓𝑔 = < 𝑇𝑆𝐼𝐷𝑓𝑙𝑢, 𝑆𝑡𝑎𝑡𝑒𝑇𝑠, 𝐴𝑚𝑜𝑢𝑛𝑡, 𝑇𝑖𝑚𝑒𝑇𝑆, 𝐶𝑙𝑘𝑇𝑆, 𝑅𝑆𝑇𝑆, 𝑂𝑟𝑑𝑒𝑟𝑐𝑚𝑓𝑔, 𝑄𝑢𝑒𝑢𝑒𝑇𝑆 >      (19) 

where 𝑇𝑆𝐼𝐷𝑓𝑙𝑢 is the unique identifier of the task agent, which is used to determine the task 

information from different disturbance environments; 

𝑆𝑡𝑎𝑡𝑒𝑇𝑠 stands for state information for task agent, including status such as publishing, waiting, 

transferring and executing; 

𝐴𝑚𝑜𝑢𝑛𝑡 represents the number of service tasks carried by the task agent; 

𝑇𝑖𝑚𝑒𝑇𝑆 is the execution time of the service task; 

𝐶𝑙𝑘𝑇𝑆 is a clock of a task agent which records a task assignment when triggered; 



3131 

Mathematical Biosciences and Engineering  Volume 20, Issue 2, 3120–3145. 

𝑅𝑆𝑇𝑆 represents the resource matched by the service task, and the matching rates between different 

tasks and resources are different; 

𝑂𝑟𝑑𝑒𝑟𝑐𝑚𝑓𝑔 represents the order agent to which the service task belongs. 

𝑂𝑟𝑑𝑒𝑟𝑐𝑚𝑓𝑔 =< 𝑇𝑦𝑝𝑒𝑂, 𝐴𝑚𝑜𝑢𝑛𝑡𝑂 , 𝐶𝑙𝑘𝑂𝑆, 𝑄𝑢𝑒𝑢𝑒𝑂 >                               (20) 

In Eq. (20), 𝑇𝑦𝑝𝑒𝑂 is the order type; 𝐴𝑚𝑜𝑢𝑛𝑡𝑂 is the order number; 𝐶𝑙𝑘𝑂𝑆 is a clock of the 

order agent, which records an order assignment; 𝑄𝑢𝑒𝑢𝑒𝑂 is the order queue in the order agent and 

carries the order sequence that arrives in real time; 𝑄𝑢𝑒𝑢𝑒𝑇𝑆 is the message queue in the task agent 

and carries the task content and sequence that arrive in real time. 

4.2.3. Resource agent model 

Due to the diversification of CMfg service resources, CMfg resources are intelligently packaged, 

and the resource pool is connected digitally. The resource model of the service agent is described as 

follows: 

𝑅𝑆𝑐𝑚𝑓𝑔  = < 𝑅𝑆𝐼𝐷, 𝐼𝑛𝑓𝑜𝑠𝑡𝑎𝑡𝑒 , 𝑇𝑒𝑚𝑝𝑙, 𝐷𝑎𝑡𝑎, 𝑆𝐴𝑅𝑆, 𝐹𝑢𝑛𝑐01, 𝐹𝑢𝑛𝑐02, … , 𝐹𝑢𝑛𝑐𝑛 >                  (21) 

where 𝑅𝑆𝐼𝐷 is the unique identifier of the service resource; 

𝐼𝑛𝑓𝑜𝑆𝑡𝑎𝑡𝑒 is the state of the resource, such as 𝐼𝑑𝑙𝑒, 𝐵𝑢𝑠𝑦, 𝑆𝑢𝑠𝑝𝑒𝑛𝑑, etc., and can define different 

real-time states of the resource; 

𝑇𝑒𝑚𝑝𝑙 represents a resource template, which is divided into static and dynamic sections, which can 

describe virtual resources by metadata, such as static resource information and dynamic data; 

𝐷𝑎𝑡𝑎 represents the data recorded on static and dynamic resource templates, used to collect, extract 

and process for service resources; 

𝑆𝐴𝑅𝑆 represents the service agent to which the resource belongs; and 

𝐹𝑢𝑛𝑐𝑛 is the function of virtualized resources used to encapsulate the various resources. 

4.2.4. Scheduling agent model 

The scheduling agent has service-oriented autonomy and can simulate the collaborative 

behavior between users and service providers. At the same time, it can autonomously interact with 

information data, simulate real-time pattern demonstration, scheduling and network evolution and 

execute four main behaviors: 1) publish orders and wait for recommended matching service 

providers to cooperate, 2) process service requirements from service providers, 3) schedule service 

tasks dynamically according to service strategies and 4) respond to the instructions of the cloud 

service platform according to the current status information. 

According to the above agent behaviors, the scheduling agent model is described as follows: 

      𝑆𝐴𝑐𝑚𝑓𝑔 =< 𝑆𝐴𝐼𝐷𝑓𝑙𝑢 , 𝐼𝑛𝑓𝑜𝑠𝑡𝑎𝑡𝑒 , 𝐼𝑛𝑓𝑜𝑏𝑎𝑠𝑖𝑐 , 𝑀𝑠𝑔𝑆𝐴, 𝐶𝑙𝑘𝑆𝐴, 𝐹𝑢𝑛𝑐𝑟𝑒𝑞 ,  

𝐹𝑢𝑛𝑐𝑡𝑟𝑎𝑛𝑠, 𝐹𝑢𝑛𝑐𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 , 𝐹𝑢𝑛𝑐𝑞𝑢𝑒𝑟𝑦 , 𝐹𝑢𝑛𝑐𝑟𝑒𝑠𝑝𝑜𝑛𝑑 >                                                (22) 

where 𝑆𝐴𝐼𝐷𝑓𝑙𝑢 is the unique identifier of encapsulated scheduling agent used to determine service 

agents in different environments; 

𝐼𝑛𝑓𝑜𝑠𝑡𝑎𝑡𝑒 is the state of information used to describe service requirement, publish a service request, 

make service selection and respond to service. These four states correspond to feedback of four 

functions as follows: 
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𝐼𝑛𝑓𝑜𝑠𝑡𝑎𝑡𝑒  = <  𝑆𝑡𝑎𝑡𝑒𝑟𝑒𝑞 , 𝑆𝑡𝑎𝑡𝑒𝑡𝑟𝑎𝑛𝑠, 𝑆𝑡𝑎𝑡𝑒𝑞𝑢𝑒𝑟𝑦 , 𝑆𝑡𝑎𝑡𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑 >                            (23) 

where 𝐼𝑛𝑓𝑜𝑏𝑎𝑠𝑖𝑐  is the basic information of the scheduling agent and stores the description, 

attributes, parameters, rules and other agent’s information. The model is described as follows: 

𝐼𝑛𝑓𝑜𝑏𝑎𝑠𝑖𝑐 = <  𝐷𝐴𝑇𝐴𝑏𝑎𝑠𝑖𝑐 , 𝐷𝐴𝑇𝐴𝑟𝑢𝑙𝑒 , 𝐷𝐴𝑇𝐴𝑡𝑦𝑝𝑒 , 𝐷𝐴𝑇𝐴𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛, 𝐷𝐴𝑇𝐴𝑟𝑒𝑠𝑝𝑜𝑛𝑑 >                     (24) 

where 𝐶𝑙𝑘𝑆𝐴 is the clock of the scheduling agent used to record task, service time, service efficiency 

and other agent’s information; 

𝐹𝑢𝑛𝑐𝑟𝑒𝑞 comprises the function of service requirement used to execute and update the agent’s basic 

information; 

𝐹𝑢𝑛𝑐𝑡𝑟𝑎𝑛𝑠 is the process function triggered when provider requests service; 

𝐹𝑢𝑛𝑐𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 is the function of the service agent to execute the rescheduling strategy when the task 

is exceptional; 

𝐹𝑢𝑛𝑐𝑞𝑢𝑒𝑟𝑦 is a function of the command query; 

𝐹𝑢𝑛𝑐𝑟𝑒𝑠𝑝𝑜𝑛𝑑 is the response function that updates the basic data of the matching service provider. 

4.3. Simulation model of CMfg service 

 

Figure 2. Internal structure model of CMfg service agent. 

In this study, all the experiments were performed in Anylogic4.8 and implemented in a PC with 

an Intel i7-9100 U, 3.6 GHz, with 8 GB RAM which uses the operating system Windows 10 (64 bit) 

and Java language for secondary development. 

The communication of the service agent is performed based on the service protocol. The 

𝐶𝑜𝑛𝑡𝑒𝑛𝑡 is the message content, which is composed of the autonomy of the agent 𝐴𝑐𝑡𝑖𝑜𝑛 and the 

message body 𝑀𝑠𝑔, as shown in Figure 2. 

In the production environment with the CMfg mode, 𝐴𝑐𝑡𝑖𝑜𝑛 is the function of a message, and 

𝑀𝑠𝑔 is the message body provided by an object, which is a pair of key and value and contains the 



3133 

Mathematical Biosciences and Engineering  Volume 20, Issue 2, 3120–3145. 

type of message and the task data. 

The internal structure of the service agent is based on the architecture described in Figure 2. 

This paper proposes a simulation modeling approach of a multi-agent, and the detailed process 

flowchart is shown in Figure 3. 

 

Figure 3. Flow chart of simulation experiment. 

Step 1: Start simulation, and the CMfg platform interprets the service task and loads the 

simulation model of multi-agent. 

Step 2: Run the basic simulation model, record the dynamic data of each service task in the 

service process, and update the target vector in real time. Meanwhile, start to run the StateChart 

module shown in Figure 4. 

Step 3: Estimate whether the service task has completed. If so, end the simulation. Otherwise, 

proceed to the next step. 

Step 4: Estimate whether the service task requires service composition [39]. If so, proceed to the 
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next step and run the end module in Figure 4. Otherwise, go back to step 2. 

Step 5: Communicate the state data of the system through the integrated interface of the 

multi-service agent model. 

Step 6: Determine whether the service task is abnormal and run the TaskException module shown in 

Figure 4. If so, execute the task without transferring strategy or the task rescheduling strategy, and 

run the TaskRescheduling module in Figure 4. Otherwise, go back to step 2. 

Step 7: Output the rescheduling strategy to the integration interface and execute it. Then, update 

the task status and execute task rescheduling and logistics. Finally, return to step 2. 

 

Figure 4. Technology architecture of simulation experiment. 

5. Experiment plan 

5.1. Case simulation 

This paper takes the CMfg service of a complex electronic product as an example to illustrate 

how to simulate and evaluate the rescheduling strategy of exceptional tasks. In this case study, there 

are three kinds of order request information 𝑀𝑠𝑔𝑄𝑖
 (where 𝑖 ∈ [1, 3]), and eight service providers 

(𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, 𝑆6, 𝑆7, 𝑆8) execute 16 different types of CMfg service tasks, which require 12 types 

of service resources. 

𝑄𝑢𝑒𝑢𝑒𝑜𝑟𝑑𝑒𝑟(𝑂3, 𝑂1, 𝑂3, 𝑂2, 𝑂3, 𝑂2, 𝑂1, 𝑂2, 𝑂1, 𝑂2) is the sequence of order for the service cycle, 

where the corresponding tasks of order 𝑂1  are (𝑇1, 𝑇2, 𝑇3, 𝑇4, 𝑇5) , the tasks of order 𝑂2  are 

(𝑇6, 𝑇7, 𝑇8, 𝑇9), the tasks of order 𝑂3  are (𝑇10, 𝑇11, 𝑇12, 𝑇13, 𝑇14, 𝑇15, 𝑇16), and the specific task 

relationships in the three orders are shown in Figure 5. 
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Figure 5. Task relationships of three orders. 

The task resource relationships and service times of the orders are shown in Table 2. 

Table 2. Service times of tasks in the CMfg platform. 

 Task service time (min) 

Resource R1 R1 R2 R3 R1 R3 R4 R5 R6 R7 R8 R9 R10 R11 R9 R12 

Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 

S1 30 18 37              

S2    20 41 52           

S3       31          

S4        19         

S5         11 23 12      

S6            24   25  

S7             13   28 

S8              19   

In this case, different orders have different unit service costs and logistics costs, as shown in 

Table 3. 

Table 3. Cost information of orders. 

Price (dollar/min) Order 𝑂1 Order 𝑂2 Order 𝑂3 

Service cost 4 5 3 

Logistics cost 2.5 3.5 1.5 

The degree of disturbance in this case is described by the resource failure rate, the order urgent 

request rate and the logistics interruption rate. In the service process of cloud manufacturing, the 

higher the resource failure rate is, the more frequent the urgent demand for orders and the more 

frequent the interruptions in the logistics process, indicating that the disturbance degree of the service 

environment is greater. According to different disturbance levels, this paper divides the disturbance 

degree of the service environment into three types, i.e., small disturbance, medium disturbance and 

large disturbance. In the simulation, different disturbance degrees are described by setting the 

probability of each disturbance scenario, as shown in Table 4. 
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Table 4. Setting of environment fluctuations. 

Condition/Fluctuation (rate) Resource failure Order insert Transportation interrupt 

Small disturbance 5% 10% 5% 

Medium disturbance 10% 15% 10% 

Large disturbance 15% 20% 15% 

5.2. Rescheduling strategies of considering resource substitution 

The CMfg platform integrates rich manufacturing resources through network service, and 

various resources have high flexibility and large substitutional space, which improve possibilities for 

the rescheduling strategies of exceptional tasks. 

Therefore, in this case study, resource substitution is considered, and the task rescheduling 

strategies of internal and external transfer of service provider are proposed. In the simulation 

experiment, the strategy of maintaining the original scheduling scheme without rescheduling is 

named Strategy A, and the strategies of internal and external transfer of service provider are named 

Strategy B and Strategy C, respectively. These three strategies are defined as follows. 

Strategy A: Do not transfer exceptional service tasks. According to the initial settings in Table 2, 

queue up for service on a first-come, first-served basis. 

Strategy B: Transfer exceptional service tasks within the service provider. The scheduling agent 

searches for substitutional resources for the exceptional task within the service provider and transfers 

the task to an alternate resource that is idle and has the highest matching degree. Based on this 

strategy, the time for task blocking will be shortened, and logistics costs will be negligible due to the 

internal transfer of service provider. However, due to the use of substitutional resource, the matching 

degree of the task with the resource is reduced, and the processing time of the task is extended. The 

substitutional resources for Strategy B and the settings for matching degree are shown in Table 5. 

Table 5. Substitution resource matching data of stack tasks. 

Task-Resource 𝑅1−2 𝑅1−3 𝑅2−3 𝑅4−6 𝑅5−6 𝑅6−7 𝑅6−8 𝑅7−8 𝑅9−10 𝑅9−11 𝑅9−12 𝑅10−12 

Matching rate (%) 80 75 70 75 75 55 65 80 75 75 70 80 

Strategy C: Transfer exceptional service tasks outside the service provider. The scheduling agent 

searches for substitutional resources for the exceptional task outside the service provider and 

transfers the task to the substitutional resource of the other provider that is idle and has the highest 

matching degree to the original resource. Based on this strategy, the time for task blocking will be 

minimized. Since the resource search scope is expanded to all service providers, the matching degree 

between task and resource is high, and the task service time will not be affected. However, the 

change of service provider will lead to additional logistics time and logistics cost. In this case study, 

the logistics distances (km) between the service providers are shown in the following triangular 

matrix 𝑆𝐷𝑖𝑗. 
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𝑆𝐷𝑖𝑗  =  

[
 
 
 
 
 
 
 
0 16 92 98 127 124 156 164

0 77 84 112 107 140 148
0 20 36 44 68 84

0 31 59 77 97
0 50 53 78

0 34 42
0 27

0 ]
 
 
 
 
 
 
 

                                                                   (25) 

where 𝑖 and 𝑗 represent different service providers (𝑖, 𝑗 ∈ [1, 8]). 

5.3. Experiment scheme 

For the three disturbance degrees set in Table 4, nine simulation experiments were executed on 

the three rescheduling strategies A, B and C, and the performances of different strategies under 

different disturbance degrees were evaluated. During the simulation, when the blocking time of the 

task to be served exceeds 10% of the execution time of the task, it is marked as a task exception. 

When a task exception occurs, the exceptional task is scheduled by the agent according to the preset 

rescheduling strategy. For preset order sequences, we run ten simulation experiments each time; we 

calculate the mean values of time, cost and reliability index after 10 simulations and further calculate 

the evaluation index QoS [40] and FoS. 

6. Experiment results and sensitivity analysis 

6.1. Results analysis and discussion 

Table 6 shows the QoS index values of each strategy under different disturbance degrees 

obtained based on the simulation output data and the calculation approach of the evaluation index 

QoS in Section 3.2. 

Table 6. QoS values of the three strategies under each disturbance level. 

Strategy Strategy A Strategy B Strategy C 

Environment 𝑆𝑇 𝑆𝐶 𝑟𝑒𝑙 𝑆𝑇 𝑆𝐶 𝑟𝑒𝑙 𝑆𝑇 𝑆𝐶 𝑟𝑒𝑙 

Small disturbance 0.6899 0.5361 0.6047 0.6878 0.6746 0.6429 0.7523 0.7548 0.6952 

Medium disturbance 0.4777 0.4747 0.5601 0.5322 0.6404 0.5069 0.6904 0.6922 0.6663 

Large disturbance 0.3938 0.3706 0.4262 0.441 0.5268 0.488 0.632 0.6172 0.63 

QoS 
𝑄𝑜𝑆𝐴

𝑆𝑚𝑎𝑙𝑙 = 0.6102 𝑄𝑜𝑆𝐵
𝑆𝑚𝑎𝑙𝑙 = 0.6684 𝑄𝑜𝑆𝐶

𝑆𝑚𝑎𝑙𝑙 = 0.7341 

𝑄𝑜𝑆𝐴
𝑀𝑒𝑑𝑖𝑢𝑚 = 0.5041 𝑄𝑜𝑆𝐵

𝑀𝑒𝑑𝑖𝑢𝑚 = 0.5598 𝑄𝑜𝑆𝐶
𝑀𝑒𝑑𝑖𝑢𝑚 = 0.683 

𝑄𝑜𝑆𝐴
𝐿𝑎𝑟𝑔𝑒

= 0.3969 𝑄𝑜𝑆𝐵
𝐿𝑎𝑟𝑔𝑒

= 0.4853 𝑄𝑜𝑆𝐶
𝐿𝑎𝑟𝑔𝑒

= 0.6264 

From Table 6 it can be noticed that with the increase of the environmental disturbance degree, 

the values of each index show a decreasing trend. As can be seen from Figure 6, the QoS index 

values of strategies A and B are always significantly smaller than strategy C, indicating that strategy 

C has advantages in all three disturbance levels. Second, strategy A performs worst of all disturbance 

levels, indicating that rescheduling of exceptional tasks in CMfg is necessary. 
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In Figure 7 the performances of different indicators are compared; strategy C has the obvious 

advantages in the time index and the worst performance as the reliability index. There is no 

difference in the time indexes of strategies A and B at small disturbance, while at medium 

disturbance, the reliability index of strategy A is better than that of strategy B. Therefore, the CMfg 

service platform can choose different service strategies based on the results of the simulation evaluation. 

Based on the data in Table 7 above and the calculation approach of the evaluation index FoS in 

Section 3.3, the FoS index value of each strategy is achieved, as shown in Table 7. 

 

Figure 6. QoS of three strategies under different disturbance environments. The curves 

of different disturbances are obtained by averaging over ten times of simulating. 

 

 a. Time-Disturbance level               b. Cost-Disturbance level              c. Reliability-Disturbance 

Figure 7. Performance values of three indexes based on three strategies. 

Table 7. FoS values of the three strategies under each disturbance degree. 

Strategy Strategy A Strategy B Strategy C 

𝐹𝐿𝑥 𝐹𝐿𝑆𝑇 𝐹𝐿𝑆𝐶  𝐹𝐿𝑟𝑒𝑙 𝐹𝐿𝑆𝑇 𝐹𝐿𝑆𝐶  𝐹𝐿𝑟𝑒𝑙 𝐹𝐿𝑆𝑇 𝐹𝐿𝑆𝐶  𝐹𝐿𝑟𝑒𝑙 

𝐹𝐿 0.2932 0.1817 0.1752 0.2254 0.126 0.1548 0.087 0.1001 0.0492 

𝐹𝑜𝑆𝑥 0.7068 0.8183 0.8248 0.7746 0.874 0.8452 0.913 0.8999 0.9508 

𝐹𝑜𝑆 𝐹𝑜𝑆𝐴 = 0.7833 𝐹𝑜𝑆𝐵 = 0.8313 𝐹𝑜𝑆𝐶 = 0.9212 

From Table 7 and experimental results it can be noticed that the FoS of strategy C is the highest, 

followed by strategy B, and that of strategy A is the lowest. In this case, the most stable performance 

can be achieved by transferring the exceptional task to an external service provider. The FoS 

performances of different indicators can be explored further, as shown in Figure 8. 
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Figure 8. FoS of three strategies under different indexes. The curves of different indexes 

are obtained by averaging over ten times of simulating. 

Figure 8 shows that the service flexibility of strategy C in the three indexes of time, cost and 

reliability is always greater than that of strategy A and B. However, the situations in the flexibility of 

the three indicators are not the same. Strategy C has obvious advantages in time flexibility and 

reliability flexibility but not in service flexibility. 

To further study the influence of the parameters of different rescheduling strategies on the QoS 

and FoS indexes, the parameter sensitivity analysis of the resource matching rate in strategy B and 

the logistics distance in strategy C need to be examined. 

6.2. Sensitivity analysis experiment 

 (1) Sensitivity analysis of resource matching rate 

In the simulation experiment of strategy B, the data in Table 5 are used as the matching rates of 

substitutional resources. When a task exception occurs, the scheduling agent searches for the 

substitute resource with the highest matching rate within the service provider to reschedule the task. 

In the sensitivity analysis of this section 6.2, the matching rate of substitutional resource is regarded 

as a variable parameter, which is set to 40% , 60%  and 80% , respectively. Then, through 

simulation experiments, the QoS values under different matching rates are calculated, and the results 

obtained are shown in Table 8. 

Table 8. QoS sensitivity analysis of resource matching rate. 

Influence factor Resource matching rate % 

Variable index 40 60 80 

QoS 0.4998 0.6048 0.685 

From Table 8 it can be observed that the resource matching rate shows a positive correlation 

with QoS; in other words, the higher the matching rate is, the larger the QoS. As shown in Figure 9a, 

when the resource matching rate exceeds 41%, the QoS of strategy B will be better than that of 

strategy A; moreover, when the resource matching rate exceeds 78%, the QoS of strategy B will be 



3140 

Mathematical Biosciences and Engineering  Volume 20, Issue 2, 3120–3145. 

better than that of strategy C. Therefore, when the resource matching rate within the service provider 

changes in the range [0, 78%], strategy C is always better than strategy A and B; and when the 

resource matching rate within the service provider changes in the range [78%, 100%], strategy B is 

always better than strategy A and C. This also shows that if the resource resilience within the service 

provider is large enough, strategy B will be a better choice; otherwise, strategy C should be selected. 

 

a. QoS                                             b. FoS 

Figure 9. Sensitivity analysis of resource matching rate based on QoS and FoS. There 

are ten variables for each parameter, and the curves are obtained by taking the average of 

results of three simulations. 

The sensitivity analysis of the evaluation index FoS is executed on the resource matching rate in 

strategy B, and the results are shown in Table 9. 

Table 9. FoS sensitivity analysis of resource matching rate. 

Influence factor Resource matching rate % 

Variable index 40 60 80 

FoS 0.7894 0.8309 0.8745 

As shown in Table 9, the resource matching rate shows a positive correlation with FoS, i.e., the 

higher the matching rate is, the larger the FoS. As shown in Figure 9b, the change curve of FoS, 

when the resource matching rate within the service provider changes in the range [0, 94%], strategy 

C is always better than strategy A and B. When the resource matching rate within the service 

provider changes in the range [94%, 100%], strategy B will be better than strategy A and C. 

However, given that the resource matching rate within the service provider hardly exceeds 94%, the 

advantage of FoS of strategy C is stable. 

 (2) Sensitivity analysis of logistics distance 

In the simulation experiment of strategy C, use the data in section 5.2 as the logistics distance of 

task transfer. When the task exception occurs, search the other service providers for substitutional 

resources outside the service provider. In the sensitivity analysis of this section, the logistics distance 

of task transfer is regarded as a variable parameter, which is set to 100, 150 and 200 km, 

respectively. Then, through simulation experiments, the QoS values under different distances are 
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calculated, and the results obtained are shown in Table 10. 

Table 10. QoS sensitivity analysis of logistics distance. 

Influence factor Logistics distance km 

Variable index 100 150 200 

QoS 0.6789 0.5908 0.4817 

As shown in Table 10, the logistics distance shows a negative correlation with QoS; in other 

words, the greater the distance is, the smaller the QoS. In Figure 10a, it can be observed that, when 

the logistics distance outside the service provider changes in the range [0, 158], strategy C is always 

better than strategy A and B; when the logistics distance outside the service provider changes in the 

range [158, 200], strategy B is always better than strategy A and C. This also shows that if the 

distance of the task transfer can be controlled within 158 km, strategy C maintains the highest QoS. 

Conversely, strategy C is no longer the optimal rescheduling strategy, and the advantages of strategy 

B are more obvious. 

 

a. QoS                                            b. FoS 

Figure 10. Sensitivity analysis of logistics distance based on QoS and FoS. There are 

three variables for each parameter, and the curves are obtained by taking average of 

results of three simulation. 

The sensitivity analysis of the evaluation index FoS is executed on the logistics distance in 

strategy C, and the results are shown in Table 11. 

Table 11. FoS sensitivity analysis of logistics distance. 

Influence factor Logistics distance km 

Variable index 100 150 200 

FoS 0.8355 0.7754 0.6953 

From Table 11 it can be noticed that the logistics distance shows a negative correlation with FoS; 

in other words, the greater the matching rate is, the smaller the FoS. As shown in Figure 10b, when 
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the logistics distance outside the service provider changes in the range [0, 107], strategy C is always 

better than strategy A and B; when the logistics distance outside the service provider changes in the 

range [107, 200], strategy B is always better than strategy A and strategy C. This also shows that if 

the distance of the task transfer can be controlled within 107 km, strategy C will maintain the 

highest FoS. Otherwise, the FoS of Strategy B will surpass Strategy C. 

7. Conclusions 

Compared to traditional manufacturing environments, the CMfg environment extends to 

multi-user agent, multi-service agent and multi-regional spaces, so the process of manufacturing 

services is exposed to greater uncertainty, which makes it more prone to require exceptional service 

tasks. In this situation, the rescheduling strategy of service tasks plays a significant role in the QoS 

and FoS of cloud services. In this paper, based on the multi-agent simulation modeling approach, we 

simulate and evaluate the service process and task rescheduling strategy of CMfg and analyze the impacts 

of different task rescheduling strategies on system performance under various system disturbances. 

The contributions of this paper are summarized as follows. (1) We not only focus on the QoS 

index of CMfg but also considered the adaptability of task rescheduling strategies to various system 

disturbances and proposed the FoS index of CMfg. (2) We consider the substitution of resources and 

propose internal and external transfer strategies of service provider. (3) We propose a multi-agent 

simulation model of the cloud service process that can better describe the autonomy and interaction 

of various types of interference factors and reflect the complex process and uncertain environment of 

CMfg services. The established model and simulation research approach are close to realistic 

scenarios, which can provide dynamic and quantitative evaluation of various rescheduling strategies, 

and it is useful for CMfg platforms to make more rational decisions. (4) The results of the simulation 

experiments show that the simulations proposed in this paper are able to explore and dynamically 

evaluate different rescheduling strategies from multiple perspectives, whereas the sensitivity analysis 

provides a comprehensive basis for rescheduling decisions. 

As a fundamental study, this paper only executed simulation and evaluation of two rescheduling 

strategies (the internal and external transfer of service providers). Future work will refine the 

rescheduling strategies. More factors such as task importance, resource scarcity and cooperation 

preference will be considered to develop more flexible rescheduling strategies. From the perspective 

of disturbance factors, this paper only described the degree of fluctuation caused by three factors, 

which include resource failure, order change and logistics interruption; more disturbance factors will 

be considered in the future so that the simulation scenario can be made more realistic. 
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