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Abstract: Text classification is a fundamental task in natural language processing. The Chinese text 

classification task suffers from sparse text features, ambiguity in word segmentation, and poor 

performance of classification models. A text classification model is proposed based on the self-

attention mechanism combined with CNN and LSTM. The proposed model uses word vectors as input 

to a dual-channel neural network structure, using multiple CNNs to extract the N-Gram information 

of different word windows and enrich the local feature representation through the concatenation 

operation, the BiLSTM is used to extract the semantic association information of the context to obtain 

the high-level feature representation at the sentence level. The output of BiLSTM is feature weighted 

with self-attention to reduce the influence of noisy features. The outputs of the dual channels are 

concatenated and fed into the softmax layer for classification. The results of the multiple comparison 

experiments showed that the DCCL model obtained 90.07% and 96.26% F1-score on the Sougou and 

THUNews datasets, respectively. Compared to the baseline model, the improvement was 3.24% and 

2.19%, respectively. The proposed DCCL model can alleviate the problem of CNN losing word order 

information and the gradient of BiLSTM when processing text sequences, effectively integrate local 

and global text features, and highlight key information. The classification performance of the DCCL 

model is excellent and suitable for text classification tasks. 
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self-attention; feature fusion 

 

1. Introduction  

Text classification is modelling the relationship between text features and text categories to 

perform text category determination [1]. Unlike English grammar, Chinese text classification has 

character-based [2] and word-based [3] methods. The character-based method reduces the impact of 

unfamiliar words, but individual characters contain insufficient semantic information. The word-based 

method first faces the problem of accurate word segmentation, which directly affects the effectiveness 

of the model. However, the text classification task based on text feature words is still the most widely 

used method at present. 

The main algorithm models for text classification can be divided into rule and template-based, 

statistical and machine learning-based, and deep learning-based methods. 

Rule-based methods draw on the help of professionals to develop many decision rules for 

predefined categories, with the degree of match to particular rules serving as feature representations 

of the text. Limited by subjectivity, the comprehensiveness and scalability of rule templates, and most 

notably the complete lack of portability of rule templates, text classification models based on rule 

formulation have not progressed effectively. 

Machine learning-based text classification algorithms [4–6] mainly include Decision Tree, Naive 

Bayesian Model, Support Vector Machine, and K-Nearest Neighbors. Kanish [7] used TF-IDF to 

convert the news corpus into digital vectors and compared KNN, RF, and LR on a specific dataset, 

with LR being the best and KNN the worst for classification. Chen [8] constructed the overall 

correlation factor of different categories, and obtained the calculation method of the optimal correlation 

factor by balancing the deviation and variance, which improved the classification accuracy of NBM. 

Liu [9] proposed an improved KNN text classification algorithm based on Simhash, which solves the 

computational complexity and data imbalance of traditional KNN by calculating the average Hamming 

distance of neighboring texts. Although the above improved machine learning model improves the 

effect of text classification to a certain extent, it still needs artificial feature selection and feature 

extraction. Limited by the size of the text dataset, the accuracy of feature extraction, and ignoring the 

correlation between text features, it has poor generality and scalability. 

Deep learning-based text classification algorithms mainly include convolutional neural networks, 

recurrent neural networks, long short-term memory networks, and the fusion of various types of neural 

network models. With the introduction of the word2vec [10,11] model, word sequences can be 

converted into low-dimensional dense word vectors with rich semantic information, making neural 

network models widely used in text classification tasks. Kim [12] proposed to use convolutional neural 

networks for text classification, setting different weights through convolutional kernels to obtain richer 

local features and extracting key information through max-pooling operations. The network structure 

is simple, efficient and robust due to its unique weight-sharing strategy, which allows the training 

model to have fewer parameters. Rehman [13] constructed a CNN-LSTM model to evaluate the movie 

review dataset and obtained good results. Gao [14] constructed a hybrid CNN-BiGRU model, ignoring 

the effect of the loss of word order information caused by CNN on sequence modelling with BiGRU. 

Although the method of model fusion improves the classification effect to a certain extent, it cannot 

represent the importance of text features to the classification effect. The introduction of the attention 

mechanism effectively solves this problem [15]. Wang [16] used the attention mechanism to assign 

weights to the deep-level information of text extracted by BiGRU to filter effective text features and 
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reduce the interference of noisy features, effectively improving the effectiveness of the model. 

Deng [17] proposed the attention-based BiLSTM fused CNN model for Chinese extended text 

classification, by introducing a gating mechanism to assign weights to BiLSTM and CNN output to 

obtain text fusion features. In addition, the related neural network fusion models also include MTL-

LC [18], CNN-BiLSTM-Attention [19], AC-BiLSTM [20], and Attention-BiLSTM [21]. Although the 

fusion model effectively improves the model prediction, it mainly adopts a recursive network structure. 

The extracted information is prone to gradient disappearance and explosion problems when 

transmitting backward. Meanwhile, the recursive network structure only uses the advantages of a 

single network when extracting text features. It cannot fuse the advantages of CNN and RNN to extract 

text features, so the classification effects need to be improved. 

Pre-training is performed by training the language model through a large amount of original text 

to obtain an initialized model with parameters. Then fine-tuning is performed based on the pre-trained 

language model according to the specific task [22]. Pre-training methods have shown better results in 

classification and labeling tasks in NLP [23,24]. Currently, the popular pre-training methods include 

ELMo, OpenAI GPT, BERT [25], and XLNet [26]. However, such models are particularly complex in 

structure and require tremendous arithmetic support. 

In order to solve the problems of sparse text features, loss of key feature information, low model 

performance and poor classification results when processing text classification tasks with CNN and 

RNN. This study constructed a dual-channel neural network model combining CNN and LSTM with 

self-attention for text classification. The main contributions are as follows: 

(1) N-Gram information of different word windows is extracted using multilayer CNN to enrich 

the local feature representation of the text. 

(2) Using BiLSTM for feature representation of sentence sequences and adding attention 

mechanism for weighting the hidden layer states to complete effective feature screening. 

(3) A dual-channel neural network text classification model is constructed, which can effectively 

integrate the local and global features by the fusion of extracted text feature information, alleviating 

the problem that CNN will lose word order information and the gradient of BiLSTM when processing 

text sequences. 

2. Materials and methods 

DCCL: text classification model based on self-attention combined with CNN and LSTM is shown 

in Figure 1. 

 

Figure 1. Structure of DCCL text classification model. 
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2.1. Word embedding 

Pre-processing operations are performed on the text dataset, including word segmentation and 

removal of stop words, to form the original corpus. Training word vectors using word2vec, default 

skip-gram. Tokenizer converts text sequences into word index sequences based on word lists and 

automatically pads them to a fixed length. The word vectors trained by word2vec are used as the weight 

matrix for the word embedding layer, and the text sequence is vectorized and used as the neural 

network input. The pre-processing process and vectorized representation for the dataset is shown in 

the following Figure 2. 

 

Figure 2. Pre-processing process for text dataset. 

2.2. Multi-layer CNN structure 

For text input sequence 
1 2 3( , , )nS w w w w= , wiRd, d is the word vector dimension. The width 

of the convolution kernel is the same as the word embedding dimension, and the number of words 

taken in the window for each convolution operation is h, so the convolution kernel Rh*d. For each 

window slide, the convolution result ci: 

: 1( )i i i hc ReLU w b + −=  +     (1) 

where ReLU is the nonlinear activation function, wi:i+h-1 is the number of words taken in each 

convolution operation, and bR is the bias term. 

The length of the sequence S is n, the padding parameter is set to the same mode, the stride size 

is s, and the convolution summary result 
1 2 3 /[ , , , ]n sc c c c c=  . The pooling layers then perform 

MaxPooling operation on the convolutional layer results, increasing the perceptual field of the upper 

convolutional kernel, preserving the main features of the word vector sequence, reducing the 

parameters and computation of the next layer, and preventing overfitting. 

For the input of a sequence of word vectors S, the outputs of each layer in the parallel structure 

are O1, O2, O3, respectively, and the overall output O for the TextCNN is expressed as: 

 ( )1 2 3, , , 1O concatenate O O O axis= = −     (2) 

where concatenate denotes the concatenate () function and axis denotes the way of dimension splicing. 

2.3. BiLSTM-Attention 

Sepp Hochreiter [27] proposed LSTM to solve the problem of RNNs with long-term dependencies 

arising from processing too much information, leading to gradient disappearance or explosion. The 

structure of the LSTM unit is shown in Figure 3. By linking the memory cell, the input gate, the 

forgetting gate, and the output gate, the relevant parameters of the gate are controlled and updated to 

learn and train the model, that is, to adjust the degree of information update and forget. Therefore, the 
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memory cell can preserve the semantic information of longer sequences effectively. 

 

Figure 3. LSTM unit structure. 

For the moment t, the input of the LSTM unit includes the current moment input vector xt, the 

previous moment memory cell information ct-1, and the previous moment hidden layer output 

information ht-1. The specific implementation of the LSTM unit is as follows. 

1( )t i t i t ii W x U h b −= + +     (3) 

1( )t t tW x U h b    −= + +     (4) 

1( )t f t f t ff W x U h b −= + +     (5) 

-1( )t c t c t cc tanh W x U h b= + +     (6) 

1t t t t tc f c i c−=  +      (7) 

( )t t th tanh c=      (8) 

where   is the sigmoid function, Wi, Wo, Wf, Wc are the weight matrix on the input vector xt, Ui, 

Uo, Uf, Uc are the weight matrix on the hidden layer state ht-1, and bi, bo, bf, bc are the bias vector. it, ot, 

ft represent the input gate, output gate, and forget gate, respectively. 

Finally, the splicing of the output vectors of the forward and backward LSTM units is performed, 

and the feature vectors with bidirectional semantics are the output of the BiLSTM neural network layer. 

[ ; ] n

t t tH h h R=      (9) 

BiLSTM cannot show the importance of key information in context during computation, and it 

causes information redundancy when dealing with long sequence tasks. The introduction of self-

attention to weight the hidden layer states of the BiLSTM can effectively highlight essential text 

features. The input of self-attention consists of Q(Query), K(Key), and V(Value). First, linearly 

transform Q, K, and V. 

Q

tQ W H= , K

tK W H= , V

tV W H=     (10) 

where Q = K = V = Ht, W
Q, WK, WV are the weight matrix of Q, K, V respectively. 

Q and K are computed using the scaled dot-product function, normalized to probability 

distribution by softmax to obtain the vector of self-attention weights, which is then multiplied by V to 

obtain the final weighted output A. 
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( , , )
T

k

QK
A Attention Q K V softmax V

d

 
= =  

 
 

    (11) 

Where 
kd  denotes the dimensions of Q, K, V, and 

kd  is the scaling factor. 

2.4. Classification prediction 

In order to take into account both local and global features of the text sequence, the overall output 

of the dual-channel neural network is obtained by concatenating the individual channel output. Then, 

the fully connected layers are connected for dimensionality reduction and used as input to the softmax 

classifier. Finally, directly output the probability of the text categories. 

 ( ),Output Concatenate O A=     (12) 

ˆ ( )f fy = softmax W Output +b     (13) 

Where, ŷ  is the probability of the text category predicted by the model, and Wf and bf are the 

weight and bias matrix of the fully connected layer, respectively. 

Set the softmax cross-entropy as the loss function for the overall training of the model. 

1

ˆ ˆ( , ) log
k

i i

i

Loss y y y y
=

= −      (14) 

Where, y is the k-dimensional one-hot encoded vector of true labels. 

3. Results 

3.1. Experimental dataset 

The experimental datasets are drawn from the open news corpus, Sougou and THUCNews, and 

the sample sizes for the two types of datasets are shown in Table 1 below. 

Table 1. Sample size distribution of the dataset. 

Dataset Category Training set Test set Total 

Sougou 5 4000 500 4500 

THUNews 10 50000 10000 60000 

3.2. Evaluation indicators 

Macro average precision (MAP), Macro average recall (MAR), and Macro average F1-score 

(MAF1) are used as the evaluation indicators of the text classification models. The macro-average is 

the arithmetic average of precision, recall, and F1-score for each category. The calculation of each type 

of evaluation indicator is as follows. 
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1

1
=

k

i

i

MAP P
k =

     (15) 

1

1
=

k

i

i

MAR R
k =

     (16) 

1

1
1= 1

k

i

i

MAF F
k =

     (17) 

Where k is the number of label categories, Pi, Ri and F1i represent the precision, recall and F1-

score of the ith category respectively. 

3.3. Classification results 

To better verify the superiority of the proposed model for text classification tasks in public 

domains, we introduced five sets of comparison experiments, including TextCNN, BiLSTM, BiLSTM-

Attention, TextCNN-BiLSTM-Attention (SCA-CL), and DCCL. 

In constructing model experiments, especially for hybrid dual-channel neural network models, 

channel-based ablation experiments effectively determine model parameters. For the TextCNN model 

processing text classification tasks, it is essential to determine the size of the convolutional kernel used 

to extract N-Gram information. Experiments were conducted using a single-layer CNN structure, as 

shown below. 

 

Figure 4. Classification results for different convolutional kernel sizes. 

Table 2. Text classification results for each model. 

 Sougou THUNews 

Algorithm MAP MAR MAF1 MAP MAR MAF1 

TextCNN 0.8839 0.8830 0.8834 0.9473 0.9472 0.9470 

BiLSTM 0.8744 0.8661 0.8683 0.9507 0.9501 0.9503 

BiLSTM-Attention 0.8849 0.8729 0.8768 0.9578 0.9577 0.9577 

SCA-CL 0.8919 0.8882 0.8885 0.9526 0.9527 0.9524 

DCCL 0.9103 0.8983 0.9007 0.9627 0.9626 0.9626 

 

The experimental software environment is Windows 10, Python 3.6, Tensorflow 1.14.0, Keras 

2.2.5, jieba 0.42. The model parameters are determined after several rounds of experimental 

comparison, where vocab size is 8000, lstm units is 256, num of filter is 128, kernel sizes are 2, 3, and 
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4, window size is 5, word embedding dimension is 200, max length of sentence sequence is 256, batch 

size is 64, dropout is 0.3 to prevent the model from overfitting, learning rate is 0.001, epoch is 50, and 

Adam is used to optimize the model parameters. The application effects of various text classification 

algorithms are shown in the following Table 2. 

Also, to further validate the superiority of the DCCL model for the text classification task, Figures 

5 and 6 show the evolution of the accuracy and loss values for each type of comparison model on the 

Sougou and THUNews training sets, respectively. 

 

Figure 5. Evolution of accuracy and loss for the Sougou. 

 

Figure 6. Evolution of accuracy and loss for the THUNews. 

For the multi-category text classification experiments, Figures 7 and 8 show the results of the 

comparison models for each category in the Sougou and THUNews test sets, respectively. 

 

Figure 7. Classification results for each category in the Sougou. 
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Figure 8. Classification results for each category in the THUNews. 

4. Discussion 

The experimental results in Table 2 show that the constructed DCCL model achieved the most 

excellent results in the classification experiments for both datasets, with MAP, MAR, and MAF1 of 

91.03%, 89.83%, and 90.07% respectively for the Sougou dataset, and 96.27%, 96.26%, 96.26% 

respectively for the THUNews dataset. 

The classification results of the DCCL model for the two types of datasets are quite different. The 

major impacts we consider include two points: (1) The difference in sample size between the two 

datasets is large, and the word vectors obtained from word2vec training on a large-scale corpus are 

more closely matched to the actual distribution. Hence, the THUNews has better classification results. 

(2) The THUNews dataset was filtered by the Natural Language Processing and Social Humanities 

Computing Laboratory of Tsinghua University, and the text data of each category differed significantly. 

For the classification effect of the Sougou, self-attention is introduced to weight the output of the 

BiLSTM hidden layer to reduce the influence of redundant features on the classification effect. 

Therefore, the MAF1 of BiLSTM-Attention is 0.85% higher than that of BiLSTM. However, 

BiLSTM-Attention still performs slightly worse than TextCNN, which uses multiple word windows 

to extract the N-Gram information of the text, followed by max-pooling operation, similar to the 

attention mechanism for feature highlighting. For the SCA-CL model, the CNN causes a loss of word 

order information, and the error is passed to the BiLSTM for text feature reconstitution. However, 

based on the experimental results, it can be concluded that the SCA-CL model with the application of 

the tandem structure plays a positive role [28], making MAF1 higher than BiLSTM-Attention by 

1.17%. For the ablation experiments of the DCCL model, the classification effect was improved by 

1.73% and 2.39% respectively compared to the single channel. 

For the THUNews, the difference in classification results achieved by the various comparative 

experimental models is not too significant. Due to the apparent differences in text data between 

categories in the THUNews dataset, the sentence-level high-level features constructed by BiLSTM 

and then features weighted by the attention mechanism, making the BiLSTM-Attention significantly 

more effective than TextCNN and SCA-CL. For the ablation experiments of the DCCL model, the 

classification effect was improved by 1.56% and 0.49% respectively compared to the single channel. 
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Through the training process of various models, it can be seen that the iterations of BiLSTM and 

BiLSTM-Attention are slow, TextCNN is relatively fast, and SCA-CL and DCCL are both excellent. 

Due to the small sample size and noisy data of Sougou, the text features constructed by BiLSTM and 

BiLSTM-Attention have large information redundancy and errors, resulting in poor classification 

results. TextCNN has excellent performance and high accuracy during training because it captures 

multi-level local features. Due to the large sample size and manual pre-processing of THUNews, 

BiLSTM and BiLSTM-Attention can better obtain high-level text features, and ultimately achieve 

higher accuracy and lower Loss. TextCNN processing of text sequences suffers from word order and 

information loss, which can cause cumulative propagation of errors in the SCA-CL model. DCCL can 

complement the shortcomings of CNN and LSTM for feature extraction, thus effectively integrating 

local and global text features and highlighting essential information to obtain a more comprehensive 

text feature at multiple levels. As a result, DCCL has the best performance in the training process for 

both types of datasets. 

For each category of the dataset, it can be seen from Figures 7 and 8 that among the five categories 

of the Sougou, DCCL is the best in the categories of Sports, Education and Automobile, and the next 

best in the categories of Health and Military. Among the ten categories of the THUNews, DCCL has 

the best classification effect in the six categories of Sports, Home, Education, Affairs, Technology and 

Finance, and the next best in the three categories of Property, Fashion, and Games. Meanwhile, for the 

other comparison models performed poorly in the categories of Home, Education, Affairs, and 

Technology, while DCCL substantially improved the classification results. 

5. Conclusions 

DCCL: dual-channel hybrid neural network combined with self-attention is proposed to solve the 

problems of high-dimensional sparse features, the low performance of classification models, and poor 

classification results in text classification tasks. DCCL complements the shortcomings of CNN and 

LSTM for text feature extraction, and can integrate local and global features of text and highlight key 

features. The results of multiple rounds of model comparison experiments with the two datasets show 

that DCCL can achieve excellent classification results and is suitable for Chinese text classification 

tasks. The application of the attention mechanism, the overall model structure, and the parameters need 

to be reasonably adjusted based on the experimental dataset for the DCCL model. At the same time, 

the effective combination of pre-trained language models and classification models can reduce the 

time consumption of the training process and significantly improve classification performance. 
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