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#### Abstract

Testing-culling is a very effective measure for the prevention and control of animal diseases. In this paper, based on sheep brucellosis control policies and animal testing characteristics and considering the limitation of culling resources, a dynamic model is established to study the impact of testing-culling measure. Theoretical analysis reveals that the model may have one or three positive equilibria. The equilibrium in the middle is always unstable, and the model shows saddle-node bifurcation, generalized Hopf bifurcation and Bogdanov-Takens bifurcation. Moreover, the theoretical results are verified via numerical analysis. These results reveal that testing and culling strategies can induce complex transmission dynamics that can help us develop appropriate prevention and control measures for animal brucellosis.
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## 1. Introduction

Brucella is a gram-negative, non-motile coccobacillus that can parasitize various types of livestock and cause brucellosis [1]. Brucellosis can be transmitted to susceptible humans and animals mainly through contact with infected animals or ingestion of pathogens from the environment. Brucellosis can cause miscarriage and orchitis in animals and fever, fatigue, joint pain and other symptoms in humans [2]. Brucellosis is found all over the world, and nearly 500,000 new cases are recorded every year [3]. The brucellosis epidemic not only endangers human health but also affects animal husbandry, which has a large adverse effect on economic development and public health [4].

For the prevention and control of animal brucellosis, vaccination, disinfection and testing-culling are the main measures. Many authors have studied the impact of vaccination on the spread of animal brucellosis, and quantitative results have been obtained $[5,6]$. However, a $100 \%$ vaccination rate of animals is difficult to achieve, and some vaccines have negative effects. For example, in Korea,
vaccination of cattle with RB51 caused side-effects, including abortion, premature birth and a reduced milk yield [7]. In other words, brucellosis cannot be eradicated only by vaccination, and other measures should be taken to control animal brucellosis. Although testing and culling measures are difficult to implement in some developing countries because of the high economic cost, they can eliminate animal diseases. For example, bovine brucellosis in New Zealand caused heavy losses to the livestock industry and was eventually eliminated through testing and culling measures [8]. Testing and culling measures have been used to prevent and control brucellosis and have significantly reduced the spread of this disease in most Southeast Asian countries [9]. Therefore, testing and culling measures are necessary for brucellosis eradication.

Recent studies on the impact of testing and culling measures have contributed to the understanding of the effectiveness of brucellosis control measures [10-14]. However, these studies mainly focus on the impact of culling measures, and the impact of testing principles and processes on animal brucellosis is still not well researched, which is not conducive to the understanding of the impact of testing behavior and leads to neglect of this risk factor in mathematical modelling. In practice, if an infected animal is found in one place, then all animals in that place will be tested. For example, in Inner Mongolia, China, sheep are numerous, and if an infected sheep is found in one place (a township is treated as a unit), all sheep are tested. Importantly, because of the larger number of sheep, in general, a certain proportion of animals are tested per unit time. In addition, culling resources derived from government supplies may be limited because of the many positive animals. On the basis of these two risk factors and ignoring the contagion of environmental pathogens, a sheep brucellosis model is established:

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=A-\beta S I-\mu S,  \tag{1.1}\\
\frac{d t}{d t}=\beta S I-(\sigma+\mu) I-m \phi I I_{d}, \\
\frac{d I_{d}}{d t}=m \phi I I_{d}+\sigma I-\mu I_{d}-\frac{c l_{d}}{\alpha+I_{d}},
\end{array}\right.
$$

where $S(t)$ represents the susceptible population, $I(t)$ is the infectious population and $I_{d}(t)$ is the infectious population with clinical features or found by serological testing. Let $A$ be the constant recruitment rate. $\beta$ and $\mu$ are the infection rate and the natural death rate, respectively. $\sigma$ is the rate of infected animals with clinical features. $m$ is the fraction of positive animals found by testing. $\phi$ is defined as the testing rate, the number of animals tested is $\phi N$ per unit of infectious animals $I_{d}(t)$, thus the number of infected animals that have been found through testing is $m \phi N \frac{I}{N} I_{d}=m \phi I I_{d} . c$ represents the maximal supply of culling resources and $\alpha$ is half-saturation constant, measuring the efficiency of the supply of culling resources. The parameters of the model are positive constants.

The motivation for this article is to investigate the impact of restricted culling resources on the dynamics of brucellosis transmission. The rest of this paper is arranged as follows. The basic properties of the model are given in Section 2. In Section 3, the stability of equilibria, saddle-node bifurcation, Hopf bifurcation and Bogdanov-Takens bifurcation of codimension 2 are analyzed. In Section 4, the theoretical results are verified by numerical simulation. Finally, conclusions and discussions are given in Section 5.

## 2. Basic properties of model

For model (1.1), one can find that

$$
\begin{aligned}
\frac{d\left(S+I+I_{d}\right)}{d t} & =A-\mu S-\mu I-\mu I_{d}-\frac{c I_{d}}{\alpha+I_{d}} \\
& \leq A-\mu\left(S+I+I_{d}\right)
\end{aligned}
$$

it follows that

$$
\lim _{t \rightarrow \infty} \sup \left(S+I+I_{d}\right) \leq \frac{A}{\mu}
$$

So the set

$$
\Omega=\left\{\left(S, I, I_{d}\right) \in R^{3}: S, I, I_{d} \geq 0, S+I+I_{d} \leq \frac{A}{\mu}\right\}
$$

is the positively invariant set of model (1.1).
It is easy to verify that model (1.1) has a disease-free equilibrium $E_{0}=\left(\frac{A}{\mu}, 0,0\right)$. According to the next generation matrix method [15], the basic reproduction number is given by

$$
R_{0}=\frac{\beta A}{\mu(\sigma+\mu)}
$$

For the existence of the endemic equilibrium $E\left(S^{*}, I^{*}, I_{d}^{*}\right)$ of model (1.1), the following equations are given:

$$
\left\{\begin{array}{l}
A=\beta S I+\mu S,  \tag{2.1}\\
\beta S I=(\mu+\sigma) I+m \phi I_{d} I, \\
m \phi I_{d} I+\sigma I=\left(\mu+\frac{c}{\alpha+I_{d}}\right) I_{d} .
\end{array}\right.
$$

According to the above equations, $S^{*}$ and $I^{*}$ can be expressed as functions of $I_{d}^{*}$. That is,

$$
S^{*}=\frac{\mu+\sigma+m \phi I_{d}^{*}}{\beta}, I^{*}=\frac{-m \phi \mu I_{d}^{*}+\mu(\mu+\sigma)\left(R_{0}-1\right)}{\beta\left(m \phi I_{d}^{*}+\mu+\sigma\right)}
$$

where $I_{d}^{*}$ is given by the equation

$$
\begin{equation*}
f\left(I_{d}^{*}\right)=B_{0} I_{d}^{*^{3}}+B_{1} I_{d}^{*^{2}}+B_{2} I_{d}^{*}+B_{3}=0 \tag{2.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{0}=-m \mu \phi(m \phi+\beta)<0, \\
& B_{1}=\mu m \phi(\mu+\sigma)\left(R_{0}-1\right)-\mu(\alpha m \phi+\sigma)(m \phi+\beta)-\beta \mu^{2}-\beta c m \phi, \\
& B_{2}=\mu(\mu+\sigma)(\alpha m \phi+\sigma)\left(R_{0}-1\right)-\beta(\mu+\sigma)(\alpha \mu+c)-\alpha m \mu \phi \sigma, \\
& B_{3}=\alpha \sigma \mu(\mu+\sigma)\left(R_{0}-1\right)
\end{aligned}
$$

Note that $I^{*}>0$ and $R_{0}>1$, then $I_{d}^{*}<I_{c}^{*}=\frac{(\mu+\sigma)\left(R_{0}-1\right)}{m \phi}$.
Let

$$
B=B_{1}^{2}-3 B_{0} B_{2}, C=B_{1} B_{2}-9 B_{0} B_{3}, D=B_{2}^{2}-3 B_{1} B_{3}, \Delta=C^{2}-4 B D .
$$

Based on the Descarte's rule of signs, the following cases can be obtained:
Case 1: $B_{2}>0$ or $B_{1}<0, B_{2}<0$. There is a unique positive root of $f\left(I_{d}^{*}\right)=0$.
Case 2: $B_{1}>0, B_{2}<0$. Similar to the method in [16], the following results can be obtained:
(a) $\Delta>0$, there is a unique positive root of $f\left(I_{d}^{*}\right)=0$;
(b) $\Delta=0$, there are two positive roots of $f\left(I_{d}^{*}\right)=0$;
(c) $\Delta<0$, there are three positive roots of $f\left(I_{d}^{*}\right)=0$.

To sum up the above results, the following conclusions are derived.
Theorem 1. Assumed that $R_{0}>1$. If $B_{2}>0$ or $B_{1}<0, B_{2}<0$ or $B_{1}>0, B_{2}<0, \Delta>0$, model (1.1) has a unique endemic equilibrium $E_{1}$; if $B_{1}>0, B_{2}<0, \Delta=0$, model (1.1) has two endemic equilibria $E_{1}$ and $E_{*}, E_{*}$ is an endemic equilibrium of multiplicity 2 ; if $B_{1}>0, B_{2}<0, \Delta<0$, model (1.1) has three endemic equilibria $E_{1}, E_{2}$ and $E_{3}$.

## 3. Dynamic properties of model

In this section, the stability of equilibria and the local bifurcation of model (1.1) are analyzed, it is of great significance for the prevention and control of brucellosis.

### 3.1. Stability of equilibria

In this subsection, the global stability of disease-free equilibrium and the local stability of endemic equilibria are analyzed. The following results are first given:

Theorem 2. For model (1.1), if $R_{0} \leq 1$, then $E_{0}$ is globally asymptotically stable.
Proof. The Jacobian matrix of model (1.1) at $E_{0}$ takes the form

$$
J_{E_{0}}=\left(\begin{array}{ccc}
-\mu & -\frac{\beta A}{\mu} & 0 \\
0 & \frac{\beta A}{\mu}-\mu-\sigma & 0 \\
0 & \sigma & -\mu-\frac{c}{\alpha}
\end{array}\right),
$$

then $J_{E_{0}}$ has eigenvalues $\lambda_{1}=-\mu, \lambda_{2}=-\left(\mu+\frac{c}{\alpha}\right)$ and $\lambda_{3}=\left(R_{0}-1\right)(\sigma+\mu)$. Therefore, $E_{0}$ is locally asymptotically stable if $R_{0}<1$ and $E_{0}$ is unstable if $R_{0}>1$.

Next, when $R_{0} \leq 1$, define the Lyapunov function $L$ as follows:

$$
L=S-S_{0}-S_{0} \ln \frac{S}{S_{0}}+I .
$$

It can be concluded that

$$
\begin{aligned}
\dot{L} & =\left(1-\frac{S_{0}}{S}\right) \frac{d S}{d t}+\frac{d I}{d t} \\
& =\left(1-\frac{S_{0}}{S}\right)(A-\beta S I-\mu S)+\beta S I-(\mu+\sigma) I-m \phi I I_{d} \\
& \leq \mu S_{0}\left(2-\frac{S_{0}}{S}-\frac{S}{S_{0}}\right)+\left(R_{0}-1\right)(\mu+\sigma) I .
\end{aligned}
$$

Thus, $\dot{L} \leq 0$. Note that the equality $\dot{L}=0$ means $S=S_{0}$ and $I=0$, it implies that $E_{0}$ is the maximum invariant set of model (1.1) in the set $\{\dot{L}=0\}$. Therefore, $E_{0}$ is globally asymptotically stable by LaSalle's invariance principle.

The Jacobian matrix at any endemic equilibrium $E\left(S^{*}, I^{*}, I_{d}^{*}\right)$ is given by

$$
J_{E}=\left(\begin{array}{ccc}
a & b & 0  \tag{3.1}\\
d & 0 & f \\
0 & h & l
\end{array}\right)
$$

where

$$
\begin{aligned}
& a=-\frac{A}{S^{*}}, \quad b=-\beta S^{*}, \quad d=\beta I^{*}, \quad f=-m \phi I^{*}, \\
& h=\beta S^{*}-\mu, \quad l=\frac{A-\mu S^{*}-\mu I^{*}-\mu I_{d}^{*}}{\alpha+I_{d}^{*}}-\frac{\sigma I^{*}}{I_{d}^{*}} .
\end{aligned}
$$

The characteristic equation can be written as

$$
\begin{equation*}
\lambda^{3}+\alpha_{1} \lambda^{2}+\alpha_{2} \lambda+\alpha_{3}=0 \tag{3.2}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha_{1} & =\frac{1}{\left(\alpha+I_{d}^{*}\right) S^{*} I_{d}^{*}}\left(\left(A+\mu S^{*}\right) I_{d}^{*^{2}}+\left(\mu S^{*^{2}}+\left(\mu I^{*}+\sigma I^{*}-A\right) S^{*}+\alpha A\right) I_{d}^{*}+\alpha \sigma S^{*} I^{*}\right), \\
\alpha_{2} & =\frac{1}{\left(\alpha+I_{d}^{*}\right) S^{*} I_{d}^{*}}\left(\left(S^{*}\left(\beta(m \phi+\beta) S^{*}-m \mu \phi\right) I^{*}+\mu A\right) I_{d}^{*^{2}}+\left(\left(\beta \alpha(m \phi+\beta) S^{*^{2}}-m \mu \phi \alpha S^{*}\right.\right.\right. \\
& \left.\left.+A(\sigma+\mu)) I^{*}+\mu S^{*} A-A^{2}\right) I_{d}^{*}+\alpha \sigma A I^{*}\right), \\
\alpha_{3} & =\frac{1}{\left(\alpha+I_{d}^{*}\right) S^{*} I_{d}^{*}}\left(\left(\beta m \phi A S^{*}+\beta^{2} \mu S^{*^{2}}-m \mu \phi A\right) I_{d}^{*^{2}}+\left(-S^{*^{2}}\left(-\mu I^{*}-\sigma I^{*}-\mu S^{*}+A\right) \beta^{2}\right.\right. \\
& \left.\left.+m \phi \alpha \beta A S^{*}-m \mu \phi \alpha A\right) I_{d}^{*}+\alpha \sigma \beta^{2} I^{*} S^{*^{2}}\right) I^{*} .
\end{aligned}
$$

From Eq (2.2), we can represent the coefficient $\alpha_{3}$ as a function on $I_{d}^{*}$ as follows:

$$
\begin{equation*}
\alpha_{3}\left(I_{d}^{*}\right)=-\beta\left(m \phi I_{d}^{*}+\mu+\sigma\right) I^{*} f^{\prime}\left(I_{d}^{*}\right) \tag{3.3}
\end{equation*}
$$

It follows from $\operatorname{Eq}(2.2)$ that $f^{\prime}\left(I_{d 1}^{*}\right)<0, f^{\prime}\left(I_{d 3}^{*}\right)<0$ and $f^{\prime}\left(I_{d 2}^{*}\right)>0$ when $E_{1}, E_{2}$ and $E_{3}$ exist. That is, $\alpha_{3}\left(I_{d 1}^{*}\right)>0, \alpha_{3}\left(I_{d 3}^{*}\right)>0$ and $\alpha_{3}\left(I_{d 2}^{*}\right)<0$. Thus $E_{2}$ is unstable.

Let $\Delta\left(I_{d}^{*}\right)=\alpha_{1}\left(I_{d}^{*}\right) \alpha_{2}\left(I_{d}^{*}\right)-\alpha_{3}\left(I_{d}^{*}\right)$, the following results are derived.
Theorem 3. For model (1.1), the equilibrium $E_{2}$ is unstable when it exists. If $\alpha_{1}>0, \Delta\left(I_{d}^{*}\right)>0$, the equilibria $E_{1}$ and $E_{3}$ is locally asymptotically stable when they exist.

Remark. If there is no serological test, the third equation of model (1.1) is independent of the other equations, and a general SI model can be obtained that has a disease-free equilibrium and an endemic equilibrium, both of which are globally asymptotically stable.

### 3.2. Bifurcation analysis

In this subsection, the conditions for the occurrence of saddle-node, Hopf and Bogdanov-Takens bifurcations are given, which are necessary to understand the impact of testing-culling.

### 3.2.1. Saddle node bifurcation

Based on the Theorem 1, it is easy to verify that there are two endemic equilibria when $\Delta=0$, which implies that the characteristic Eq (3.2) has a simple zero eigenvalue at $E_{*}$. That is, model (1.1) may undergo a saddle-node bifurcation. In the following pages, a detailed analysis is given by choosing $\sigma$ as the bifurcation parameter.

Let $F_{\sigma}$ be the derivative of $F$ with respect to $\sigma$, where $F=\left(F_{1}, F_{2}, F_{3}\right)^{\mathrm{T}}$ is shown as follows:

$$
\left\{\begin{array}{l}
F_{1} \triangleq A-\beta S I-\mu S, \\
F_{2} \triangleq \beta S I-(\sigma+\mu) I-m \phi I I_{d} \\
F_{3} \triangleq m \phi I I_{d}+\sigma I-\mu I_{d}-\frac{c I_{d}}{\alpha+I_{d}} .
\end{array}\right.
$$

Let $V$ and $W$ be the eigenvectors corresponding to the eigenvalue $\lambda=0$ for $J_{E_{*}}$ and $J_{E_{*}}^{T}$. Then they can be given by

$$
V=\left(\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3}
\end{array}\right)=\left(\begin{array}{c}
\frac{-b l}{a} \\
l \\
-h
\end{array}\right), W=\left(\begin{array}{l}
W_{1} \\
W_{2} \\
W_{3}
\end{array}\right)=\left(\begin{array}{c}
\frac{-d l}{a} \\
l \\
-f
\end{array}\right)
$$

where $a, b, d, f, h, l$ are given in (3.1). Furthermore, one can get

$$
F_{\sigma}\left(E_{*} ; \sigma^{*}\right)=\left(\begin{array}{c}
0 \\
-I^{*} \\
I^{*}
\end{array}\right)
$$

and

$$
D^{2} F\left(E_{*} ; \sigma^{*}\right)(V, V)=\left(\begin{array}{c}
-2 \beta V_{1} V_{2} \\
2 \beta V_{1} V_{2}-2 m \phi V_{2} V_{3} \\
2 m \phi V_{2} V_{3}+\frac{2 c \alpha}{\left(\alpha+I_{d}^{*}\right)^{3}} V_{3}^{2}
\end{array}\right) .
$$

It follows that

$$
\begin{aligned}
W^{T} F_{\sigma}\left(E_{*} ; \sigma^{*}\right) & =\left(\mu+\frac{c \alpha}{\left(\alpha+I_{d}^{*}\right)^{2}}\right) I^{*} \neq 0, \\
W^{T}\left[D^{2} F\left(E_{*} ; \sigma^{*}\right)(V, V)\right] & =-\frac{2 \beta^{2} \mu S^{*}}{\left(\beta I^{*}+\mu\right)^{2}}\left(\frac{c I_{d}^{*}}{\left(\alpha+I_{d}^{*}\right)^{2}}-\frac{\sigma I^{*}}{I_{d}^{*}}\right)^{3} \\
& +2 m \phi\left(m \phi I_{d}^{*}+\sigma\right)\left(\frac{c I_{d}^{*}}{\left(\alpha+I_{d}^{*}\right)^{2}}-\frac{\sigma I^{*}}{I_{d}^{*}}\right)\left(\frac{c I_{d}^{*}}{\left(\alpha+I_{d}^{*}\right)^{2}}\right. \\
& \left.-\mu-\frac{c}{\alpha+I_{d}^{*}}\right)+\frac{2 c m \alpha \phi I^{*}\left(m \phi I_{d}^{*}+\sigma\right)^{2}}{\left(\alpha+I_{d}^{*}\right)^{3}} .
\end{aligned}
$$

Therefore, when $W^{T}\left[D^{2} F\left(E_{*} ; \sigma^{*}\right)(V, V)\right] \neq 0$, model (1.1) undergoes a saddle-node bifurcation at $E_{*}$.

### 3.2.2. Hopf bifurcation

In this subsection, Hopf and generalized Hopf bifurcations are considered. Let $c$ as the bifurcation parameter, if there exists $c_{1}>0$ such that $\alpha_{2}\left(c_{1}\right)>0$ and $\alpha_{1}\left(c_{1}\right) \alpha_{2}\left(c_{1}\right)=\alpha_{3}\left(c_{1}\right)$, the characteristic Eq (3.2) has a pair of pure imaginary eigenvalues $\pm i \sqrt{\alpha_{2}}$ and a real root $-\alpha_{1}$. For sufficiently small $\epsilon>0$, when $c \in\left(c_{1}-\epsilon, c_{1}+\epsilon\right)$, the eigenvalues can be represented as

$$
\lambda_{1}=-\alpha_{1}(c), \lambda_{2}=\omega(c)+i v(c), \lambda_{3}=\omega(c)-i v(c)
$$

Substituting $\lambda_{2}$ into Eq (3.2), the transversality condition of Hopf bifurcation can be obtained.

$$
\operatorname{sign}\left\{\frac{\mathrm{d} \omega(c)}{\mathrm{d} c}\right\}_{c=c_{1}}=\operatorname{sign}\left\{\frac{\mathrm{d}\left(\alpha_{1}(c) \alpha_{2}(c)-\alpha_{3}(c)\right)}{\mathrm{d} c} /\left(2 \alpha_{1}^{2}(c)+\alpha_{2}(c)\right)\right\}_{c=c_{1}} \neq 0 .
$$

Hence, model (1.1) shows a Hopf bifurcation when $c=c_{1}$.
Next, we calculate the first and second Lyapunov coefficients by using normal form theory in [17]. Let $x=S-S^{*}, y=I-I^{*}, z=I_{d}-I_{d}^{*}$, then the following system is obtained through the Taylor series about the origin.

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=a x+b y+a_{110} x y  \tag{3.4}\\
\frac{d y}{d t}=d x+f z+b_{110} x y+b_{011} y z \\
\frac{d z}{d t}=h y+l z+c_{011} y z+c_{002} z^{2}+c_{003} z^{3}+c_{004} z^{4}+c_{005} z^{5}+O\left(|z|^{6}\right)
\end{array}\right.
$$

where $a, b, d, f, h, l$ are given in (3.1), and

$$
\begin{aligned}
& a_{110}=-\beta, b_{110}=\beta, b_{011}=-m \phi, c_{011}=m \phi, c_{002}=\frac{c \alpha}{\left(\alpha+I_{d}^{*}\right)^{3}}, \\
& c_{003}=-\frac{c \alpha}{\left(\alpha+I_{d}^{*}\right)^{4}}, c_{004}=\frac{c \alpha}{\left(\alpha+I_{d}^{*}\right)^{5}}, c_{005}=-\frac{c \alpha}{\left(\alpha+I_{d}^{*}\right)^{6}} .
\end{aligned}
$$

Define $\omega=(x, y, z)^{\mathrm{T}}$, note that system (3.4) can be written as

$$
\begin{equation*}
\dot{\omega}=J \omega+F(\omega), \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& J=J_{E}, \\
& F(\omega)=\frac{1}{2} B(\omega, \omega)+\frac{1}{3!} C(\omega, \omega, \omega)+\frac{1}{4!} D(\omega, \omega, \omega, \omega)+\frac{1}{5!} E(\omega, \omega, \omega, \omega, \omega)+O\left(|\omega|^{6}\right),
\end{aligned}
$$

here

$$
\begin{aligned}
& B(x, y)=\left.\sum_{j, k=1}^{3} \frac{\partial^{2} F(\omega)}{\partial \omega_{j} \partial \omega_{k}}\right|_{\omega=0} x_{j} y_{k}=\left(\begin{array}{c}
a_{110}\left(x_{1} y_{2}+x_{2} y_{1}\right) \\
b_{110}\left(x_{1} y_{2}+x_{2} y_{1}\right)+b_{011}\left(x_{2} y_{3}+x_{3} y_{2}\right) \\
c_{011}\left(x_{2} y_{3}+x_{3} y_{2}\right)+2 c_{002} x_{3} y_{3}
\end{array}\right), \\
& C(x, y, z)=\left.\sum_{j, k, l=1}^{3} \frac{\partial^{3} F(\omega)}{\partial \omega_{j} \partial \omega_{k} \partial \omega_{l}}\right|_{\omega=0} x_{j} y_{k} z_{l}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{6 c \alpha}{\left(\alpha+l_{d}^{l}\right)^{4}} x_{3} y_{3} z_{3}
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& D(x, y, z, v)=\left.\sum_{j, k, l, r=1}^{3} \frac{\partial^{4} F(\omega)}{\partial \omega_{j} \partial \omega_{k} \partial \omega_{l} \partial \omega_{r}}\right|_{\omega=0} x_{j} y_{k} z_{l} v_{r}=\left(\begin{array}{c}
0 \\
0 \\
\frac{24 c \alpha}{\left(\alpha+I_{d}^{*}\right)^{5}} x_{3} y_{3} z_{3} v_{3}
\end{array}\right) \\
& E(x, y, z, v, w)=\left.\sum_{j, k, l, s, s=1}^{3} \frac{\partial^{5} F(\omega)}{\partial \omega_{j} \partial \omega_{k} \partial \omega_{l} \partial \omega_{r} \partial \omega_{s}}\right|_{\omega=0} x_{j} y_{k} z_{l} v_{r} w_{s}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{120 c \alpha}{\left(\alpha+l_{d}^{*}\right)^{\circ}} x_{3} y_{3} z_{3} v_{3} w_{3}
\end{array}\right)
\end{aligned}
$$

It is easy to check that

$$
J q=\lambda q, J^{\mathrm{T}} p=\bar{\lambda} p,\langle p, q\rangle=1
$$

where

$$
q=\binom{\frac{b}{i \sqrt{\alpha_{2}}-a}}{\frac{1}{i \sqrt{\alpha_{2}}-l}}, p=\frac{\left(a^{2}+\alpha_{2}\right)\left(l^{2}+\alpha_{2}\right)}{\alpha_{2}^{2}+\left(a^{2}+b d+f h+l^{2}\right) \alpha_{2}+\left(f h+l^{2}\right) a^{2}+b d l^{2}}\binom{\frac{d}{-i \sqrt{\alpha_{2}}-a}}{\frac{1}{-i \sqrt{\alpha_{2}}-l}}
$$

By simple calculation

$$
\begin{aligned}
l_{11} & =-J^{-1} B(q, \bar{q}) \\
& =\frac{2}{(a f h+b d l)\left(a^{2}+\alpha_{2}\right)\left(l^{2}+\alpha_{2}\right)}\left(b \left(h\left(b_{011} l^{2}+c_{002} f h-c_{011} f l\right) a^{2}+\left(a_{110} f h+b b_{110} l\right)\left(l^{2}\right.\right.\right. \\
& \left.\left.+\alpha_{2}\right) a+\alpha_{2} h\left(b_{011} l^{2}+c_{002} f h-c_{011} f l\right)\right),-a\left(b\left(a b_{110}-a_{110} d\right) l^{3}+h b_{011}\left(a^{2}+\alpha_{2}\right) l^{2}\right. \\
& \left.+\left(-a^{2} c_{011} f h+\alpha_{2} b b_{110} a-\alpha_{2}\left(d a_{110} b+c_{011} f h\right)\right) l+c_{002} f h^{2}\left(a^{2}+\alpha_{2}\right)\right),\left(a^{3} b_{011} h l-b( \right. \\
& \left.-b_{110} l^{2}+c_{002} d h-c_{011} d l-\alpha_{2} b_{110}\right) a^{2}+a\left(-d a_{110}\left(l^{2}+\alpha_{2}\right) b+\alpha_{2} h l b_{011}\right)-\alpha_{2} b d\left(c_{002} h\right. \\
& \left.\left.\left.-c_{011} l\right)\right) h\right)^{\mathrm{T}}, \\
l_{20} & =\left(2 i \sqrt{\alpha_{2}} I_{3}-J\right)^{-1} B(q, q) \\
& =\frac{1}{-8 i \alpha_{2}^{\frac{3}{2}}+(2 a l-2 b d-2 f h) i \sqrt{\alpha_{2}}+\left(d b+4 \alpha_{2}\right) l+a f h+4 \alpha_{2} a}\left(\frac{2\left(-2 i \sqrt{\alpha_{2}} l-f h-4 \alpha_{2}\right) a_{110} b}{i \sqrt{\alpha_{2}}-a}\right. \\
& +b\left(2 i \sqrt{\alpha_{2}}-l\right)\left(\frac{2 b_{110} b}{i \sqrt{\alpha_{2}}-a}+\frac{2 b_{011} h}{i \sqrt{\alpha_{2}}-l}\right)+b f\left(\frac{2 c_{011} h}{i \sqrt{\alpha_{2}}-l}+\frac{2 c_{002} h^{2}}{\left(i \sqrt{\alpha_{2}}-l\right)^{2}}\right), \frac{2 d\left(2 i \sqrt{\alpha_{2}}-l\right) a_{110} b}{i \sqrt{\alpha_{2}}-a} \\
& +\left(2 i \sqrt{\alpha_{2}}-a\right)\left(2 i \sqrt{\alpha_{2}}-l\right)\left(\frac{2 b_{110} b}{i \sqrt{\alpha_{2}}-a}+\frac{2 b_{011} h}{i \sqrt{\alpha_{2}}-l}\right)+\left(2 i \sqrt{\alpha_{2}}-a\right) f\left(\frac{2 c_{011} h}{i \sqrt{\alpha_{2}}-l}+\frac{2 c_{002} h^{2}}{\left(i \sqrt{\alpha_{2}}-l\right)^{2}}\right), \\
& \left.\frac{2 d h a_{110} b}{i \sqrt{\alpha_{2}}-a}+\left(2 i \sqrt{\alpha_{2}}-a\right) h\left(\frac{2 b_{110} b}{i \sqrt{\alpha_{2}}-a}+\frac{2 b_{011} h}{i \sqrt{\alpha_{2}}-l}\right)+\left(-4 \alpha_{2}-2 i \sqrt{\alpha_{2}} a-d b\right)\left(\frac{2 c_{011} h}{i \sqrt{\alpha_{2}}-l}+\frac{2 c_{002} h^{2}}{\left(i \sqrt{\alpha_{2}}-l\right)^{2}}\right)\right)^{\mathrm{T}},
\end{aligned}
$$

where $I_{3}$ is the $3 \times 3$ unit matrix, and the first Lyapunov coefficient $l_{1}$ is given by

$$
l_{1}=\frac{1}{\sqrt{\alpha_{2}}} \operatorname{Re}\left(C_{1}\right)
$$

where

$$
C_{1}=\frac{1}{2}\left\langle p, C(q, q, \bar{q})+B\left(\bar{q}, l_{20}\right)+2 B\left(q, l_{11}\right)\right\rangle .
$$

If $l_{1}=0$, the model (1.1) may occur generalized Hopf bifurcation, the second Lyapunov coefficient $l_{2}$ can be calculated by the following form

$$
l_{2}=\frac{1}{\sqrt{\alpha_{2}}} \operatorname{Re}\left(C_{2}\right)
$$

where

$$
\begin{aligned}
C_{2} & =\frac{1}{12}\left\langle p, E(q, q, q, \bar{q}, \bar{q})+D\left(q, q, q, \bar{l}_{20}\right)+3 D\left(q, \bar{q}, \bar{q}, l_{20}\right)+6 D\left(q, q, \bar{q}, l_{11}\right)+C\left(\bar{q}, \bar{q}, l_{30}\right)\right. \\
& +3 C\left(q, q, \bar{l}_{21}\right)+6 C\left(q, \bar{q}, l_{21}\right)+3 C\left(q, \bar{l}_{20}, l_{20}\right)+6 C\left(q, l_{11}, l_{11}\right)+6 C\left(\bar{q}, l_{20}, l_{11}\right) \\
& \left.+2 B\left(\bar{q}, l_{31}\right)+3 B\left(q, l_{22}\right)+B\left(\bar{l}_{20}, l_{30}\right)+3 B\left(\bar{l}_{21}, l_{20}\right)+6 B\left(l_{11}, l_{21}\right)\right\rangle,
\end{aligned}
$$

and

$$
\begin{aligned}
l_{20} & =\left(2 i \sqrt{\alpha_{2}} I_{3}-J\right)^{-1} B(q, q), \\
l_{11} & =-J^{-1} B(q, \bar{q}), \\
l_{30} & =\left(3 i \sqrt{\alpha_{2}} I_{3}-J\right)^{-1}\left[C(q, q, q)+3 B\left(q, l_{20}\right)\right], \\
l_{21} & =\left(i \sqrt{\alpha_{2}} I_{3}-J\right)^{-1}\left[C(q, q, \bar{q})+B\left(\bar{q}, l_{20}\right)+2 B\left(q, l_{11}\right)-2 C_{1} q\right], \\
l_{31} & =\left(2 i \sqrt{\alpha_{2}} I_{3}-J\right)^{-1}\left[D(q, q, q, \bar{q})+3 C\left(q, q, l_{11}\right)+3 C\left(q, \bar{q}, l_{20}\right)\right. \\
& \left.+3 B\left(l_{20}, l_{11}\right)+B\left(\bar{q}, l_{30}\right)+3 B\left(q, l_{21}\right)-6 C_{1} l_{20}\right], \\
l_{22} & =-J^{-1}\left[D(q, q, \bar{q}, \bar{q})+4 C\left(q, \bar{q}, l_{11}\right)+C\left(\bar{q}, \bar{q}, l_{20}\right)+C\left(q, q, \bar{l}_{20}\right)\right. \\
& \left.+2 B\left(l_{11}, l_{11}\right)+2 B\left(q, \bar{l}_{21}\right)+2 B\left(\bar{q}, l_{21}\right)+B\left(\bar{l}_{20}, l_{20}\right)-4 l_{11}\left(C_{1}+\bar{C}_{1}\right)\right],
\end{aligned}
$$

where $I_{3}$ is the $3 \times 3$ unit matrix, and we do not present the long expressions of $l_{30}, l_{21}, l_{31}, l_{22}$.
Based on the above theoretical analysis, the following results are derived.
Theorem 4. For model (1.1), if $l_{1}<0(>0)$, then the bifurcating periodic solutions are asymptotically stable (unstable); if $l_{1}=0$, then Hopf bifurcation is generalized.

### 3.2.3. Bogdanov-Takens bifurcation

According to Theorem 1, model (1.1) has two endemic equilibria $E_{1}$ and $E_{*}$ when $\Delta=0$. Furthermore, if $\alpha_{2}=0$, the eigenvalues of the Jacobian matrix $J_{E_{*}}$ are $\lambda_{1,2}=0$ and $\lambda_{3}=-\alpha_{1}$, that is to say the model (1.1) may undergo a Bogdanov-Takens bifurcation. Therefore, the following results are given.

Theorem 5. Suppose that $\Delta=0, \alpha_{2}=0, M_{20} \neq 0$. If $M_{11}+2 L_{20} \neq 0$, then $E_{*}$ is a cusp point of codimension 2; if $M_{11}+2 L_{20}=0, E_{*}$ is at least a cusp point of codimension 3 .

Proof. Introducing the following affine transformation

$$
\left(\begin{array}{c}
x  \tag{3.6}\\
y \\
z
\end{array}\right)=\left(\begin{array}{ccc}
\frac{-b l}{a} & -\frac{b l}{a^{2}}+\frac{b}{a} & \frac{b a}{l} \\
l & -1 & a \\
-h & 0 & h
\end{array}\right)\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right)
$$

where $a, b, h, l$ are given in (3.1). Then system (3.4) takes the form

$$
\left\{\begin{array}{l}
\dot{u}=v+L_{20} u^{2}+L_{11} u v+L_{02} v^{2}+w \cdot O(|u, v|)+\mathcal{O}\left(|u, v, w|^{3}\right),  \tag{3.7}\\
\dot{v}=M_{20} u^{2}+M_{11} u v+M_{02} v^{2}+w \cdot O(|u, v|)+O\left(|u, v, w|^{3}\right), \\
\dot{w}=-\alpha_{1} w+K_{20} u^{2}+K_{11} u v+K_{02} v^{2}+w \cdot O(|u, v|)+O\left(|u, v, w|^{3}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
L_{20} & =\frac{-a l^{3} a_{110}}{(a-l)(l+a)^{2}}+\frac{l\left(-b_{011} l h-\frac{b_{110} b l^{2}}{a}\right)}{(l+a)^{2}}-\frac{a\left(a^{2}+a l-l^{2}\right)\left(c_{002} h^{2}-c_{011} l h\right)}{h(a-l)(l+a)^{2}}, \\
L_{11} & =\frac{a^{2} l\left(a_{110} l\left(\frac{-b l}{a^{2}}+\frac{b}{a}\right)+\frac{a_{110} b}{a}\right)}{b(a-l)(a+l)^{2}}+\frac{l\left(b_{011} h+b_{110} l\left(\frac{-b l}{a^{2}}+\frac{b}{a}\right)+\frac{b_{110} l b}{a}\right)}{(a+l)^{2}} \\
& -\frac{a\left(a^{2}+a l-l^{2}\right) c_{011}}{(a-l)(a+l)^{2}}, \\
L_{02} & =\frac{\left.a^{2} l a_{110} \frac{b l}{a^{2}}-\frac{b}{a}\right)}{b(a-l)(a+l)^{2}}+\frac{l b_{110}\left(\frac{b l}{a^{2}}-\frac{b}{a}\right)}{(a+l)^{2}}, \\
M_{20} & =-\frac{a_{110} l^{3} a}{(a-l)(a+l)}-\frac{a\left(-b_{011} l h-\frac{b_{110} l^{2}}{a}\right)}{a+l}-\frac{a^{2} l\left(c_{002} h^{2}-c_{011} h l\right)}{(a-l)(a+l) h}, \\
M_{11} & =\frac{-a^{2} l\left(a_{110} l\left(\frac{b l}{a^{2}}-\frac{b}{a}\right)-\frac{a_{110} b}{a}\right)}{b(a-l)(a+l)}-\frac{a^{2} l c_{011}}{(a-l)(a+l)} \\
& +\frac{a\left(-b_{011} h+b_{110} l\left(\frac{b l}{a^{2}}-\frac{b}{a}\right)-\frac{b_{110} b l}{a}\right)}{a+l}, \\
M_{02} & =\frac{a^{2} l a_{110}\left(\frac{b l}{a^{2}}-\frac{b}{a}\right)}{b(a-l)(a+l)}-\frac{a b_{110}\left(\frac{b l}{a^{2}}-\frac{b}{a}\right)}{a+l}, \\
K_{20} & =L_{20}+c_{002} h-c_{011} l, \\
K_{11} & =L_{11}+c_{011}, \\
K_{02} & =L_{02} .
\end{aligned}
$$

Applying the center manifold theorem, system (3.7) becomes

$$
\left\{\begin{array}{l}
\dot{u}=v+L_{20} u^{2}+L_{11} u v+L_{02} v^{2}+O\left(|u, v|^{3}\right),  \tag{3.8}\\
\dot{v}=M_{20} u^{2}+M_{11} u v+M_{02} v^{2}+O\left(|u, v|^{3}\right)
\end{array}\right.
$$

Using the following transformation

$$
\begin{aligned}
u & =\eta_{1}+\frac{1}{2}\left(L_{11}+M_{02}\right) \eta_{1}^{2}+L_{02} \eta_{1} \eta_{2}+O\left(\left|\eta_{1}, \eta_{2}\right|^{3}\right), \\
v & =\eta_{2}-L_{20} \eta_{1}^{2}+M_{02} \eta_{1} \eta_{2}+O\left(\left|\eta_{1}, \eta_{2}\right|^{3}\right) .
\end{aligned}
$$

It can be derived that

$$
\left\{\begin{array}{l}
\dot{\eta}_{1}=\eta_{2}  \tag{3.9}\\
\dot{\eta}_{2}=M_{20} \eta_{1}^{2}+\left(M_{11}+2 L_{20}\right) \eta_{1} \eta_{2}+O\left(\left|\eta_{1}, \eta_{2}\right|^{3}\right)
\end{array}\right.
$$

Therefore, assumed that $\Delta=0, \alpha_{2}=0, M_{20} \neq 0$. If $M_{11}+2 L_{20} \neq 0, E_{*}$ is a cusp point of codimension 2, and the codimension of the cusp point is at least 3 if $M_{11}+2 L_{20}=0$.

In the following analysis, $\phi, c$ are chosen as bifurcation parameters, $\phi=\phi_{0}$ and $c=c_{0}$ satisfy $\Delta=0$ and $\alpha_{2}=0$. The model (1.1) is perturbed with ( $\phi, c$ ) in a small neighborhood of ( $\phi_{0}, c_{0}$ ). Let $\phi=\phi_{0}+\epsilon_{1}, c=c_{0}+\epsilon_{2}$, where $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right)$ is a parameter vector in a small neighborhood of $(0,0)$. By the translation $x=S-S^{*}, y=I-I^{*}, z=I_{d}-I_{d}^{*}$ and using Taylor expansion, model (1.1) is transformed into

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=a x+b y+a_{110} x y  \tag{3.10}\\
\frac{d y}{d t}=q^{\prime}+d x+e^{\prime^{\prime}} y+\left(f+f^{\prime}\right) z+b_{110} x y+\left(b_{011}+b_{011}^{\prime}\right) y z \\
\frac{d z}{d t}=c^{\prime}+\left(h+h^{\prime}\right) y+\left(l+l^{\prime}\right) z+\left(c_{011}+c_{011}^{\prime}\right) y z+\left(c_{002}+c_{002}^{\prime}\right) z^{2}+O\left(|z|^{3}\right)
\end{array}\right.
$$

where $a, b, a_{110}, d, f, b_{110}, b_{011}, h, l, c_{011}, c_{002}$ are given in system (3.4) and

$$
\begin{aligned}
q^{\prime} & =-m \epsilon_{1} I^{*} I_{d}^{*}, \quad e^{\prime}=-m \epsilon_{1} I_{d}^{*}, \quad f^{\prime}=-m \epsilon_{1} I^{*}, \quad b_{011}^{\prime}=-m \epsilon_{1}, \\
c^{\prime} & =m \epsilon_{1} I^{*} I_{d}^{*}-\frac{\epsilon_{2} I_{d}^{*}}{\alpha+I_{d}^{*}}, \quad h^{\prime}=m \epsilon_{1} I_{d}^{*}, \quad c_{011}^{\prime}=m \epsilon_{1}, \\
l^{\prime} & =\frac{1}{\left(\alpha+I_{d}^{*}\right)^{2}}\left(\epsilon_{1} I^{*} m\left(I_{d}^{*}+\alpha\right)^{2}-\epsilon_{2} \alpha\right), \quad c_{002}^{\prime}=\frac{\epsilon_{2} \alpha}{\left(\alpha+I_{d}^{*}\right)^{3}} .
\end{aligned}
$$

Applying the transformation (3.6), then system (3.10) restricted on the center manifold is

$$
\left\{\begin{array}{l}
\dot{u}=v+a_{00}+a_{10} u+a_{01} v+\frac{1}{2} a_{20} u^{2}+a_{11} u v+\frac{1}{2} a_{02} v^{2}+O\left(|u, v|^{3}\right),  \tag{3.11}\\
\dot{v}=b_{00}+b_{10} u+b_{01} v+\frac{1}{2} b_{20} u^{2}+b_{11} u v+\frac{1}{2} b_{02} v^{2}+O\left(|u, v|^{3}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
& a_{00}=\frac{l q^{\prime}}{(a+l)^{2}}-\frac{a\left(a^{2}+a l-l^{2}\right) c^{\prime}}{h(a-l)(l+a)^{2}}, \\
& a_{10}=\frac{l\left(-\frac{d b l}{a}+e^{\prime} l-f h\right)}{(a+l)^{2}}-\frac{a\left(a^{2}+a l-l^{2}\right)\left(\left(h+h^{\prime}\right) l-\left(l+l^{\prime}\right) h\right)}{h(a-l)(a+l)^{2}}, \\
& a_{01}=-\frac{e^{\prime} l}{(a+l)^{2}}+\frac{a\left(a^{2}+a l-l^{2}\right) h^{\prime}}{h(a-l)(a+l)^{2}}, \\
& a_{20}=2 L_{20}-2 \frac{b_{011}^{\prime} l^{2} h}{(a+l)^{2}}-2 \frac{a\left(a^{2}+a l-l^{2}\right)\left(c_{002}^{\prime} h^{2}-c_{011}^{\prime} l h\right)}{h(a-l)(a+l)^{2}}, \\
& a_{11}=L_{11}+\frac{l\left(\frac{b l h}{a}+b_{011}^{\prime} h\right)}{(a+l)^{2}}-\frac{a\left(a^{2}+a l-l^{2}\right) c_{011}^{\prime}}{(a-l)(a+l)^{2}}, \\
& a_{02}=2 L_{02}, \\
& b_{00}=-\frac{a q^{\prime}}{a+l}-\frac{a^{2} l c^{\prime}}{(a-l) h(a+l)}, \\
& b_{10}=-\frac{a\left(-\frac{d b l}{a}+e^{\prime} l-f h\right)}{a+l}-\frac{a^{2} l\left(\left(h+h^{\prime}\right) l-\left(l+l^{\prime}\right) h\right)}{(a-l)(a+l) h}, \\
& b_{01}=-\frac{a l^{2}}{(a+l)(a-l)}+\frac{a^{2} e^{\prime}-b d a+b d l}{a(a+l)}+\frac{a^{2} l\left(h+h^{\prime}\right)}{(a+l)(a-l) h}, \\
& b_{20}=2 M_{20}+2 \frac{a\left(b_{011}^{\prime} l h\right)}{a+l}-2 \frac{a^{2} l\left(-c_{011}^{\prime} l h+c_{002}^{\prime} h^{2}\right)}{(a-l)(a+l) h},
\end{aligned}
$$

$$
\begin{aligned}
& b_{11}=M_{11}+\frac{a\left(\frac{-b l h}{a}-b_{011}^{\prime} h\right)}{a+l}-\frac{a^{2} l c_{011}^{\prime}}{(a+l)(a-l)}, \\
& b_{02}=2 M_{02}
\end{aligned}
$$

Define a nonlinear transformation

$$
\begin{aligned}
& x=u, \\
& y=v+a_{00}+a_{10} u+a_{01} v+\frac{1}{2} a_{20} u^{2}+a_{11} u v+\frac{1}{2} a_{02} v^{2}+O\left(|u, v|^{3}\right) .
\end{aligned}
$$

It can be derived from system (3.11) that

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{3.12}\\
\dot{y}=g_{00}+g_{10} x+g_{01} y+\frac{1}{2} g_{20} x^{2}+g_{11} x y+\frac{1}{2} g_{02} y^{2}+O\left(|x, y|^{3}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& g_{00}=b_{00}+O\left(\epsilon^{2}\right), \\
& g_{10}=b_{10}+a_{11} b_{00}-b_{11} a_{00}+O\left(\epsilon^{2}\right), \\
& g_{01}=b_{01}+a_{10}+a_{02} b_{00}-\left(a_{11}+b_{02}\right) a_{00}+O\left(\epsilon^{2}\right), \\
& g_{20}=b_{20}+O(\epsilon), \\
& g_{11}=a_{20}+b_{11}+O(\epsilon), \\
& g_{02}=b_{02}+2 a_{11}+O(\epsilon) .
\end{aligned}
$$

Introducing the transformation

$$
x=v_{1}-\frac{g_{01}}{g_{11}}, \quad y=v_{2} .
$$

One can obtain

$$
\left\{\begin{array}{l}
\dot{v}_{1}=v_{2}  \tag{3.13}\\
\dot{v_{2}}=h_{00}+h_{10} v_{1}+\frac{1}{2} h_{20} v_{1}^{2}+h_{11} v_{1} v_{2}+\frac{1}{2} h_{02} v_{2}^{2}+O\left(\left|v_{1}, v_{2}\right|^{3}\right),
\end{array}\right.
$$

where

$$
\begin{aligned}
& h_{00}=g_{00}-\frac{g_{01}}{g_{11}} g_{10}+O\left(\epsilon^{2}\right), \\
& h_{20}=g_{20}+O(\epsilon), \\
& h_{10}=g_{10}-\frac{g_{01}}{g_{11}} g_{20}+O\left(\epsilon^{2}\right), \\
& h_{11}=g_{11}+O(\epsilon), \\
& h_{02}=g_{02}+O(\epsilon) .
\end{aligned}
$$

Introducing a new time variable $\tau$ by $\mathrm{d} t=\left(1-\frac{h_{02}}{2} v_{1}\right) \mathrm{d} \tau$ and rewriting $\tau$ as $t$. Then

$$
\left\{\begin{align*}
\dot{v}_{1} & =v_{2}-\frac{h_{02}}{2} v_{1} v_{2}  \tag{3.14}\\
\dot{v_{2}} & =h_{00}+\left(h_{10}-\frac{h_{02}}{2} h_{00}\right) v_{1}+\frac{1}{2}\left(h_{20}-h_{02} h_{10}\right) v_{1}^{2} \\
& +h_{11} v_{1} v_{2}+\frac{1}{2} h_{02} v_{2}^{2}+O\left(\left|v_{1}, v_{2}\right|^{3}\right)
\end{align*}\right.
$$

Using the transformation

$$
\xi_{1}=v_{1}, \xi_{2}=v_{2}-\frac{h_{02}}{2} v_{1} v_{2},
$$

system (3.14) becomes

$$
\left\{\begin{array}{l}
\dot{\xi}_{1}=\xi_{2}  \tag{3.15}\\
\dot{\xi}_{2}=\mu_{1}+\mu_{2} \xi_{1}+\mu_{3} \xi_{1}^{2}+\mu_{4} \xi_{1} \xi_{2}+O\left(\left|\xi_{1}, \xi_{2}\right|^{3}\right)
\end{array}\right.
$$

where

$$
\mu_{1}=h_{00}, \mu_{2}=h_{10}-\frac{1}{2} h_{00} h_{02}, \mu_{3}=\frac{1}{2}\left(h_{20}-h_{10} h_{02}\right), \mu_{4}=h_{11} .
$$

Introducing the change of variables and rescaling of time

$$
\eta_{1}=\frac{\mu_{4}^{2}}{\mu_{3}} \xi_{1}, \eta_{2}=\operatorname{sign}\left(\frac{\mu_{3}}{\mu_{4}}\right) \frac{\mu_{4}^{3}}{\mu_{3}^{2}} \xi_{2}, t=\left|\frac{\mu_{3}}{\mu_{4}}\right| \tau
$$

Then system (3.15) takes the required form

$$
\left\{\begin{array}{l}
\dot{\eta_{1}}=\eta_{2}  \tag{3.16}\\
\dot{\eta}_{2}=\beta_{1}+\beta_{2} \eta_{1}+\eta_{1}^{2}+s \eta_{1} \eta_{2}+O\left(\left|\eta_{1}, \eta_{2}\right|^{3}\right)
\end{array}\right.
$$

where

$$
\beta_{1}=\frac{\mu_{4}^{4}}{\mu_{3}^{3}} \mu_{1}, \beta_{2}=\frac{\mu_{4}^{2}}{\mu_{3}^{2}} \mu_{2}, s=\operatorname{sign}\left(\frac{\mu_{4}}{\mu_{3}}\right) .
$$

Next, a numerical example is proposed to show Bogdanov-Takens bifurcation. Taking $\phi=0.05558, c=3.69082$, other parameters are given in (4.1). By simple calculation, it can be obtained that

$$
\begin{aligned}
\beta_{1} & =\left(1.6710 \epsilon_{2}-14.134 \epsilon_{1}\right)\left(-0.0011511+0.0030950 \epsilon_{1}-9.6342 \times 10^{-7} \epsilon_{2}\right)^{7} \\
& /\left(-0.00010783 \epsilon_{1}^{3}+0.000022199 \epsilon_{1}^{4}+1.7360 \times 10^{-8} \epsilon_{2}-7.3281 \times 10^{-7} \epsilon_{1} \epsilon_{2}\right. \\
& +0.000042818 \epsilon_{1}^{2}+2.6542 \times 10^{-6} \epsilon_{1}^{2} \epsilon_{2}-2.5058 \times 10^{-6} \epsilon_{1}^{3} \epsilon_{2}+1.4214 \\
& \left.\times 10^{-11} \epsilon_{2}^{2}-5.8151 \times 10^{-10} \epsilon_{1} \epsilon_{2}^{2}+1.4172 \times 10^{-9} \epsilon_{1}^{2} \epsilon_{2}^{2}-1.0591 \times 10^{-6} \epsilon_{1}-1.1977 \times 10^{-9}\right)^{3} \\
\beta_{2} & =\left(-0.0011511+0.0030950 \epsilon_{1}-9.6342 \times 10^{-7} \epsilon_{2}\right)^{4}\left(0.000075528 \epsilon_{1}^{3}-2.9602\right. \\
& \times 10^{-5} \epsilon_{2}-0.0045697 \epsilon_{1}^{2}+0.000074794 \epsilon_{1} \epsilon_{2}-3.1634 \times 10^{-6} \epsilon_{1}^{2} \epsilon_{2}-2.4213 \\
& \left.\times 10^{-8} \epsilon_{2}^{2}+3.0469 \times 10^{-8} \epsilon_{1} \epsilon_{2}^{2}+0.0018344 \epsilon_{1}-2.3246 \times 10^{-8}\right) /(-1.0783 \\
& \times 10^{-4} \epsilon_{1}^{3}+0.000022199 \epsilon_{1}^{4}+1.7360 \times 10^{-8} \epsilon_{2}-7.3281 \times 10^{-7} \epsilon_{1} \epsilon_{2}+4.2818 \\
& \times 10^{-5} \epsilon_{1}^{2}+2.6542 \times 10^{-6} \epsilon_{1}^{2} \epsilon_{2}-2.5058 \times 10^{-6} \epsilon_{1}^{3} \epsilon_{2}+1.4214 \times 10^{-11} \epsilon_{2}^{2} \\
& -5.8151 \times 10^{-10} \epsilon_{1} \epsilon_{2}^{2}+1.4172 \times 10^{-9} \epsilon_{1}^{2} \epsilon_{2}^{2}-1.0591 \times 10^{-6} \epsilon_{1}-1.1977 \\
& \left.\times 10^{-9}\right)^{2} \times\left(-0.0011511+0.0030950 \epsilon_{1}-9.6342 \times 10^{-7} \epsilon_{2}\right)
\end{aligned}
$$

then

$$
\left|\frac{\partial\left(\beta_{1}(\epsilon), \beta_{2}(\epsilon)\right)}{\partial\left(\epsilon_{1}, \epsilon_{2}\right)}\right|_{\epsilon=0}=4.4863 \times 10^{12} .
$$

Therefore, model (1.1) undergoes a Bogdanov-Takens bifurcation of codimension 2 in a small neighborhood of ( $\phi_{0}, c_{0}$ ). According to Lemma 8.7 in Kuznetsov [17], the following Theorem can be obtained.

Theorem 6. For model (1.1), we take $\phi$ and $c$ as bifurcation parameters, the bifurcation cures are given by the following:

1) Saddle-node bifurcation occurs from the bifurcation curve:

$$
S N=\left\{\left(\epsilon_{1}, \epsilon_{2}\right): 4 \beta_{1}=\beta_{2}^{2}\right\} ;
$$

2) Hopf bifurcation occurs from the bifurcation curve:

$$
H=\left\{\left(\epsilon_{1}, \epsilon_{2}\right): \beta_{1}=0, \beta_{2}<0\right\} ;
$$

3) Homoclinic orbit occurs from the bifurcation curve:

$$
H L=\left\{\left(\epsilon_{1}, \epsilon_{2}\right): 25 \beta_{1}+6 \beta_{2}^{2} \approx 0, \beta_{2}<0\right\} .
$$

## 4. Numerical simulation

In this section, the theoretical conclusions of model (1.1) are validated by the numerical simulation. The following data are used for numerical analysis in the full text.

$$
\begin{equation*}
A=5, \beta=0.003, \mu=0.01, \sigma=0.01, m=0.02, \alpha=0.5 \tag{4.1}
\end{equation*}
$$

In Figure 1, it is easy to see that the model (1.1) may exist one or three positive equilibria as the change of $\sigma$. In addition, there are two limit points for model (1.1), that is, the model (1.1) undergoes saddle-node bifurcation.


Figure 1. Existence of saddle-node bifurcation at $L P 1$ and $L P 2$ when $\sigma=0.018492\left(W^{T}\left[D^{2}\right.\right.$ $\left.\left.F\left(E_{*} ; \sigma^{*}\right)(V, V)\right]=2.422 \times 10^{-6}\right)$ and $\sigma=0.010455\left(W^{T}\left[D^{2} F\left(E_{*} ; \sigma^{*}\right)(V, V)\right]=-8.303 \times\right.$ $10^{-7}$ ). Where $A=5, \beta=0.003, \mu=0.01, m=0.02, \phi=0.13, c=4, \alpha=0.5$.

The bifurcation curve of co-dimension 1 of model (1.1) is given in Figure 2(a). Taking c as the bifurcation parameter, there are two Hopf points and two limit points with the change of $c$. When $c=3.81680, E_{1}\left(\lambda_{1}=-0.6, \lambda_{2,3}=-0.0003 \pm 0.08 i\right)$ and $E_{3}\left(\lambda_{1,2}=-0.01 \pm 0.1 i, \lambda_{3}=-0.01\right)$ are stable foci, $E_{2}$ is a saddle point and an unstable limit cycle ( $l_{1}=2.1206 \times 10^{-5}>0$ ) emerges from the Hopf point (H1) near the equilibrium $E_{1}$, which is illustrated in Figure 3(a),(b). If $c=3.92610$, $E_{1}\left(\lambda_{1}=-0.6, \lambda_{2,3}=-0.07 \pm 0.07 i\right)$ and $E_{3}\left(\lambda_{1,2}=-0.01 \pm 0.1 i, \lambda_{3}=-0.01\right)$ are also stable foci, $E_{2}$ is a saddle point and an unstable limit cycle ( $l_{1}=3.1916 \times 10^{-5}>0$ ) arises from the Hopf point (H2) near the equilibrium $E_{3}$, it is shown in Figure 3(c),(d).

(a) Other parameters are fixed except $c(\phi=0.13)$, Hopf bifurcation curve is given in $\left(c, I_{d}\right)$ plane.

(b) Other parameters are fixed except $\phi$ and $c$, 2-codimension bifurcation curves can be obtained in ( $\phi, c$ ) plane.

Figure 2. Bifurcation diagram of the model (1.1).

The bifurcation curves of co-dimension 2 are generated from Figure 2(b), one of them shows a generalized Hopf bifurcation (GH) and the other is a Bogdanov-Takens bifurcation (BT). In Figure 3(e),
$E_{3}\left(\lambda_{1,2}=-0.01 \pm 0.1 i, \lambda_{3}=-0.01\right)$ is locally stable and $E_{2}$ is a saddle point, the Bautin (generalized Hopf) bifurcation ( $l_{1}=0, l_{2}=-6.9961 \times 10^{-6}<0$ ) occurs at $(\phi, c)=(0.13458,3.84246)$. There are two limit cycles that appear near equilibrium $E_{1}$, and the large limit cycle is stable and the small one is unstable, the phase portrait is illustrated in Figure 3(f). In Figure 4(a),(b), $E_{1}\left(\lambda_{1}=-0.03, \lambda_{2}=\right.$ $-0.7, \lambda_{3}=-0.4$ ) is a stable node and $E_{*}$ is a BT point of order 2. As shown in Figure 4(c),(d),(e),(f), with the values of $\phi$ and $c$ increase, $E_{1}$ is still a stable node and $E_{3}$ is a stable focus, the model first appears an unstable limit cycle around $E_{3}$, then the limit cycle disappears, model (1.1) has a homoclinic orbit to the saddle point $E_{2}$ and it eventually disappears.

(a) A limit cycle near the equilibrium $E_{1}$ with $\phi=0.13, c=3.81680$.

(c) A limit cycle near the equilibrium $E_{3}$ with $\phi=0.13, c=3.92610$.

(e) Two limit cycles near the equilibrium $E_{1}$ with $\phi=0.13458, c=3.84246$.

(b) The limit cycle is shown by enlarging the phase diagram around $E_{1}$.

(d) The local enlarged view of the limit cycle.

(f) Partial enlarged views of the two limit cycles.

Figure 3. The phase portraits of model (1.1) with different parameter values.

(a) $E_{*}$ is the Bogdanov-Takens point of order 2 with $\phi=0.05558, c=3.69082$.

(c) A limit cycle near the equilibrium $E_{3}$ is given with $\phi=0.05795, c=3.69372$.

(e) Model (1.1) has a homoclinic orbit to the saddle point $E_{2}$ with $\phi=0.05897, c=3.69477$.

(b) A local enlarged view around $E_{1}$ with $\phi=$ $0.05558, c=3.69082$.

(d) The limit cycle is shown by enlarging the phase diagram around $E_{3}$.

(f) Model (1.1) has two locally stable equilibria $E_{1}$ and $E_{3}$, a unstable DFE $E_{0}$ and a saddle $E_{2}$ with $\phi=0.05941, c=3.69520$.

Figure 4. The phase portraits near the codimension-2 Bogdanov-Takens bifurcation.

## 5. Conclusions and discussion

Testing-culling is a major prevention and control measure for brucellosis used by the animal disease regulatory authorities of some countries $[8,18]$. Therefore, the impact of testing and culling measures is an interesting research topic. In this paper, on the basis of brucellosis control policies and the characteristics of animal testing and considering the limitation of culling resources, a mathematical model is established to demonstrate the impact of testing and culling measures on the dynamics of brucellosis transmission. The model is found to have a disease-free equilibrium that is globally asymptotically stable if $R_{0} \leq 1$, and there may be one or three positive equilibria if $R_{0}>1$,
which leads to saddle-node bifurcation, (generalized) Hopf bifurcation and Bogdanov-Takens bifurcation in the model. Biologically speaking, saddle node bifurcation means that the model appears multi-stable; that is, the initial state of each subpopulation may affect the level of brucellosis transmission. The Hopf bifurcation and Bogdanov-Takens bifurcation imply that the model undergoes periodic oscillations. In other words, if the epidemic is at the lowest point of the cycle, it prompts people to think that the disease may disappear, affecting the implementation of prevention and control measures. In addition, the endemic equilibrium of the model is globally asymptotically stable if no testing and culling are conducted, which implies that testing and culling measures can lead to complex dynamics of brucellosis transmission.

Our study has some limitations. Some features of animal culling are still not considered in the model. For example, the disease may spread because of the delayed culling of infected animals. Further, in practice, because of the sensitivity of the test reagents, the test results need to be reconfirmed, and this test process is also not expressed in our model. We need to further consider these aspects.
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