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Abstract: In recent years, dynamic programming and reinforcement learning theory have been widely used to solve the nonlinear control system (NCS). Among them, many achievements have been made in the construction of network model and system stability analysis, but there is little research on establishing control strategy based on the detailed requirements of control process. Spurred by this trend, this paper proposes a detail-reward mechanism (DRM) by constructing the reward function composed of the individual detail evaluation functions in order to replace the utility function in the Hamilton-Jacobi-Bellman (HJB) equation. And this method is introduced into a wider range of deep reinforcement learning algorithms to solve optimization problems in NCS. After the mathematical description of the relevant characteristics of NCS, the stability of iterative control law is proved by Lyapunov function. With the inverted pendulum system as the experiment object, the dynamic environment is designed and the reward function is established by using the DRM. Finally, three deep reinforcement learning algorithm models are designed in the dynamic environment, which are based on Deep Q-Networks, policy gradient and actor-critic. The effects of different reward functions on the experimental accuracy are compared. The experimental results show that in NCS, using the DRM to replace the utility function in the HJB equation is more in line with the detailed requirements of the designer for the whole control process. By observing the characteristics of the system, designing the reward function and selecting the appropriate deep reinforcement learning algorithm model, the optimization problem of NCS can be solved.
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1. Introduction

In the last two decades, the research and application of nonlinear systems have made considerable progress. Combined with the Lyapunov stability theory, there have been many research results in the control theory of nonlinear systems. Wu et al. [1] designed an adaptive quantitative control method for analyzing uncertain nonlinear strictly feedback systems by combining the backstepping technique and Lyapunov stability theory. Shatyrko et al. [2] studied the stabilization of Lur’e-type nonlinear indirect control systems with time-delay argument, and obtained the sufficient conditions for the absolute stability of the system by the Lyapunov method. Kai et al. [3] discussed a control method that can generate the desired limit-cycle-like behavior for a two-dimensional discrete-time nonlinear control system. Wei [4] discussed the boundedness of nonlinear nabla fractional-order systems, and by using the nabla Laplace transform, derived two stability criteria in the form of Lyapunov’s theorem. Pole et al. [5] described progressively globally asymptotically stable nonlinear control systems through symbolic models, which enables one to utilize techniques from supervisory control and algorithms from game theory for controller synthesis purposes.

At the same time, the development of optimization theory of dynamic systems and the research and application of nonlinear control systems have opened up huge application space. Zhang et al. [6] introduced the control research of adaptive dynamic programming (ADP) in synchronous generator and generator excitation of multi-machine power system. Volckaert et al. [7] use iterative learning control (ILC) to solve the control problem of the cart-cable system with nonlinear characteristics. Gao et al. [8] used a global adaptive dynamic programming (GADP) method for cooperative adaptive cruise control (CACC) of connected vehicles with unknown nonlinear dynamics. Trélat. [9] conducted research on some common methods used to solve nonlinear optimal control problems in aerospace, such as Pontryagin’s maximum principle and conjugate point theory.

At present, many scholars combine nonlinear system and optimal control theory to carry out research on optimal control of nonlinear system. The main methods to solve the optimal control problem are classical variational method, maximum value principle and dynamic programming [10–12]. One of the main difficulties of these classical optimal control theories is to determine the optimal control of a nonlinear system, so it is necessary to solve the Hamilton-Jacobi-Bellman (HJB) partial differential equations (PDEs) [13]. Due to the complexity of the nonlinear system and the various constraints of the real systems, nonlinear HJB equations and nonlinear two-point boundary value problems cannot be solved analytically. Therefore, it is of great significance to study some numerical solution methods or explicit optimal solutions approximate to the optimal solution to solve the optimal control problem.

With the development of various technologies in the field of artificial intelligence, many methods of combining artificial intelligence algorithms to solve nonlinear system problems emerge [14,15]. Another powerful methodology for solving optimal control problems is the Adaptive Dynamic Programming (ADP) algorithm, which was proposed by Werbos in 1991 [16]. Combining the reinforcement learning and the dynamic programming, ADP simulates the human learning through environmental feedback and is considered to be a method very close to the intelligence of the human...
brain. This method effectively solves the problem of “curse of dimensionality” in dynamic programming [17]. In 1997, Prokhorov and Wunsch discussed the design of Heuristic Dynamic Programming (HDP), Dual Heuristic Programming (DHP) and Global Dual Heuristic Dynamic Programming (GDHP), and proposed the implementation method and training steps of ADP [18]. The essence of ADP is to use the function approximation structure to approximate the performance index function, control strategy in the dynamic programming equation, and obtain the optimal control and optimal performance index function under the condition of meeting the Behrman optimality principle [19–21]. In the ADP structure, there are generally three parts, namely the dynamic system, the critic performance index function and the control action. Each part can be replaced by a neural network [22]. The mathematical derivation process of ADP method is based on minimizing the performance index function or cost function in the infinite horizon, and the performance index function is the integration or summation of the utility function. In [23], combined with Bellman's optimization principle, the method of introducing discount factor into cost function was used to solve the optimal control problem. This method is closer to the role of discount rate in reinforcement learning, therefore, the model can better refer to the value return in the future during the process of training [24].

The research of the above literature is mainly aimed at the design and optimization of the network structure in ADP, and proposing ADP algorithms with different structures. In recent years, many scholars have done a lot of research on the stability analysis and algorithm convergence of the closed-loop system composed of the ADP iterative algorithm. Mu et al. [25] proposed an approximate optimal control strategy, obtained the approximate optimal tracking control law of uncertain nonlinear systems with predefined cost function by using ADP, and solved the tracking control problem of continuous-time nonlinear systems with unmatched uncertainty. Dong et al. [26] proposed a critic-only ADP algorithm to approximate the solution of the HJB equation and the corresponding optimal control strategy. This strategy solves the tracking control problem described by Euler-Lagrange equations with uncertain system parameters, furthermore, uniformly ultimately bounded stability is guaranteed via a Lyapunov-based stability analysis. Song et al. [27] proposed a value iteration (VI) algorithm based on ADP to solve the fixed-point tracking control problem, gave the convergence proof of VI algorithm, and proved that the iterative cost function can converge to the optimal value accurately. Liang et al. [28] constructed a partial-policy iterative adaptive dynamic programming (ADP) algorithm to solve the optimal control problem of nonlinear systems with discounted total rewards. Compared with the traditional strategy iterative ADP algorithm, the calculation amount in the iterative process is reduced, and the stability is improved. Fan et al. [29] proposed a novel control strategy based on robust adaptive dynamic programming (RADP) for optimal control of a class of output-constrained continuous-time unknown nonlinear systems. Yang et al. [30] proposed a self-learning robust optimal control scheme based on adaptive dynamic programming (ADP), using indicator functions and concurrent learning techniques to solve mismatched perturbed input affine continuous-time nonlinear systems.

However, most ADP algorithms are either implemented offline by iterative methods or require prior knowledge of system dynamics. These ADP algorithms are intractable for real-time control applications since exact knowledge of nonlinear dynamic systems is often not available. Many scholars use reinforcement learning methods to solve the above problems. Liu et al. [31] proposed a robust adaptive control algorithm based on Reinforcement Learning (RL) to solve the control problem of continuous-time uncertain nonlinear systems with input constraints. The algorithm uses a
single evaluation network to obtain approximate optimal control, which ensures a certain stability of the uncertain nonlinear continuous-time system. Liu et al. [32] constructed two kinds of neural networks to achieve approximate optimal control for continuous-time nonlinear systems with unknown structure and control constraints. Among them, the cyclic neural network (RNN) is used to identify the system model of the system, and two feedforward neural networks (Feedforward NN) are used as the execution network and the evaluation network, respectively, for the approximation of the optimal control strategy and the optimal performance index function. Zhao et al. [33] proposed a RL-based cyclic fixed finite-time algorithm to solve the HJB equation concerning the optimal control of continuous nonlinear finite-time systems with uncertain system structure. Zhao et al. [34] proposed a new reinforcement learning strategy consisting of two parts: an online learning optimal control of a nominal system and a feedforward neural network (NN) compensation that handles uncertain input constraints. This strategy solves the optimal stability problem of unknown nonlinear systems constrained by uncertain inputs. Wang et al. [35] studied the approximate optimal control of continuous-time non-affine nonlinear systems using reinforcement learning, and used effective precompensation techniques for proper system transitions. Combined with the overall strategy iteration to alleviate the needs of system dynamics. J. W. Kim et al. [36] proposed a model-based RL approach that uses deep neural networks (DNNs) to iteratively learn the solutions of HJB and its associated equations, which can significantly improve the performance of learning policies in uncertain initial states and in the presence of state noise.

The algorithm based on dynamic programming and iterative strategy starts with the performance index function in the state space of the control system, explores the control effect of the control sequence, and obtains the optimal control law [37–40]. The above literature has achieved great results in the design of network structure and the convergence proof of policy algorithm. In the study of optimal control of nonlinear systems, more attention is paid to the control details of dynamic programming algorithms. Its purpose is to expect that the changes in the state space during the whole control process can meet the detailed requirements of the control system, and finally achieve the control goal. This requires that the utility function in the performance indicator function must be able to express the specific needs of users. Most of the above literatures use quadratic forms when defining utility functions, and they do not have a good description of the relationship between utility functions and system states. In addition, there are great limitations on the setting of parameters in utility functions. As for how to design a utility function that is closely related to the actual control objective in nonlinear systems, there are few literature, and this is also the research direction of this paper.

This paper proposes detailed regulation of DRM based on the control process. By designing the evaluation function of the control target, multiple evaluation functions are combined into a reward function to replace the utility function in the performance index function, and then the reward function is introduced into the deep reinforcement learning algorithms. We use three algorithms to verify the effectiveness of DRM, which are based on Deep Q-Networks, policy gradient and actor-critic frameworks respectively.

The remainder of this paper is organized as follows. Section 2 describes nonlinear system properties and introduces the limitations of utility functions in iterative algorithms. In Section 3, an alternative approach to the utility function is proposed combining Lyapunov stability and Q-learning. Taking the inverted pendulum system as the experiment object, Section 4 establishes the dynamic environment, constructs the reward function mechanism of the inverted pendulum system, analyzes
the deep reinforcement learning algorithm model and designs experiments to verify the effectiveness of the algorithm. Finally, Section 5 concludes this work.

2. Problem statement

Consider a continuous-time nonlinear system given by:

\[
\dot{x}(t) = f[x(t), u(t), t],
\]

where \(x(t) \in \mathbb{R}^n\) is the system state vector, \(u(t) \in \Omega \subset \mathbb{R}^m\) is the control input vector, and \(f(\cdot)\) is a continuously differentiable vector function. The boundary conditions are that the initial condition \(x(t_0) = x_0\) is fixed and the end condition \(x(t_f)\) is free. The performance index function is defined as:

\[
J(x(t), t) = \varphi(x(t_f), t_f) + \int_{t}^{t_f} L(x(\tau), u(\tau), \tau) d\tau,
\]

where the control vector \(u(t)\) is unconstrained and continuous. In the interval \([t, t_f]\), the scalar functions \(\varphi(\cdot)\) and \(L(\cdot)\) are continuous and twice differentiable. Function \(T(x(t), t)\) is continuous and has continuous first and second order partial derivatives with respect to \(x(t)\) and \(t\). In the admissible control domain \(\Omega\), \([t, t_f] \in \Omega\), so the optimal performance index function is defined as:

\[
J^*(x(t), t) = \min_{u[t, t_f] \in \Omega} \left\{ \varphi(x(t_f), t_f) + \int_{t}^{t_f} L(x(\tau), u(\tau), \tau) d\tau \right\}.
\]

Then the continuous time HJB equation can be:

\[
\frac{\partial J^*(x(t), t)}{\partial t} = -\min_{u(t) \in \Omega} \left\{ L(x(t), u(t), t) + \left(\frac{\partial J^*(x(t), t)}{\partial x}\right)^T f[x(t), u(t), t] \right\}.
\]

For optimal control law \(u^*(t)\), Eq (4) can be written as:

\[
\frac{\partial J^*(x(t), t)}{\partial t} = -L(x(t), u^*(t), t) - \left(\frac{\partial J^*(x(t), t)}{\partial x}\right)^T f[x(t), u^*(t), t].
\]

According to Euler’s discretization [41], the discrete NCS function of the control system can be as follows:

\[
x_{k+1} = F(x_k, u_k).
\]

The nonlinear system is expressed by the function \(F(x_k, u_k)\), where \(x_k \in \Omega_x \subset \mathbb{R}^n\) is the system state vector, and \(u_k \in \Omega_u \subset \mathbb{R}^m\) is the control input vector. \(\Omega_x\) and \(\Omega\) are defined as:

\[
\begin{cases}
\Omega_x = \{x_k \mid x_k \in \mathbb{R}^n \text{ and } ||x_k|| < \infty\} \\
\Omega_u = \{u_k \mid u_k \in \mathbb{R}^m \text{ and } ||u_k|| < \infty\}
\end{cases}
\]

where \(||\cdot||\) denotes the Euclidean norm. Let \(u_k = (u_k, u_{k+1}, \ldots)\) denote the control sequence from \(k\) to \(\infty\). Let \(U(x_k, u_k)\) be the utility function. The performance index function is defined as:

\[
J(x_k, u_k) = \sum_{i=k}^{\infty} U(x_i, u_i).
\]

For a control sequence \(u_k\), the optimal performance index function can be defined as:
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\begin{align}
J'(x_k) &\equiv \min_{u_k} \{J(x_k, u_k)\}. \\
\text{So we have:} \\
J'(x_k) &= \min_{u_k} \{U(x_k, u_k) + J'(x_{k+1})\}. \\
\text{Then according to Bellman’s principle of optimality [42], the discrete time HJB equation can be:} \\
J'(x_k) &= U(x_k, u^*(x_k)) + J'(F(x_k, u^*(x_k))). \\
\text{The optimal single control law} \quad u^*(x_k) \quad \text{can be expressed as:} \\
 u^*(x_k) &= \arg \min_{u_k} \{U(x_k, u(x_k)) + J'(F(x_k, u(x_k)))\}. \\
\end{align}

The above is the basic principle of using dynamic programming to solve the optimal control of the two systems. The optimal control vector function and the optimal state trajectory can be solved through the HJB equation, but the process is often very complicated or difficult to achieve. In addition, when the discrete system is high-order, it is easy to cause the “curse of dimensionality” problem. A common alternative method is ADP. The definition of the performance index function in ADP is usually in the form of a quadratic performance index, similar to the following expression as follows:

\begin{align}
J(x(t), u(t), t) &= \frac{1}{2} \int_t^\infty [x^T(t)Q(t)x(t) + u^T(t)R(t)u(t)] dt, \\
\text{where} \quad Q \quad \text{is a} \quad l \times l \quad \text{-dimensional nonnegative definite matrix, and} \quad R \quad \text{is a} \quad m \times m \quad \text{-dimensional positive definite matrix. The values of} \quad l \quad \text{and} \quad m \quad \text{depend on the dimensions of} \quad x(t) \quad \text{and} \quad u(t) \quad \text{respectively. The utility function is generally expressed in the following form:} \\
U(x_k, u_k) &= (x_k^TQx_k + u_k^TRu_k). \\
\end{align}

In most cases, \( Q \) and \( R \) are set as identity matrix with suitable dimensions, but this is often not very consistent with the real control system and control objectives. For example, in a specific control system, the high-frequency control law may damage electronic components, and high-frequency control should be avoided. The mechanical characteristics of some systems require that the control law conforms to a functional flexible control as much as possible. Moreover, due to the specific operation environment, the state space under the output of the control law is required to satisfy the specific requirements. This requires that the utility function has a more flexible nonlinear form. As far as we know, there is very little literature about how to assign appropriate values to \( Q \) and \( R \) in order that the utility function satisfies the real control system requirements. In fact, it is difficult or even impossible to accurately determine the two matrices to match the real control system.

3. Construction of detail-reward mechanism

In order to solve the above problems, we try to modify the utility function so that it can not only satisfy the mathematical requirements of the best performance indicator, but also satisfy our
requirements for the control process. Firstly, define a new function \( R(x_k, u_k) \) and use it as the mapping object of the utility function \( U(x_k, u_k) \). Then, for a known NCS \( f[x(t), u(t), t] \), the discrete method is used to establish the function \( F(x_k, u_k) \), so as to establish the dynamic environment. Using the dynamic environment, the output vector \( x_{k+1} \) under the input vectors \( x_k \) and \( u_k \) can be solved, and the \( R(x_k, u_k) \) matching with \( U(x_k, u_k) \) can be output.

Thus, how to design the dynamic environment and how to design the output function \( R(x_k, u_k) \) corresponding to \( U(x_k, u_k) \) has become one of the key problems to solve in the nonlinear control systems. For mathematical convenience, we make the following conventions and constraints on \( R(x_k, u_k) \):

1) The discrete nonlinear control sequence can be defined as a finite Markov decision process (MDP) \( M = (S, A, R) \), where: \( S = \{x_0, x_1, ..., x_N\}, x_i \in \Omega_x, N > 1 \) is a finite set of states; \( A = \{u_0, u_1, ..., u_N\}, u_i \in \Omega_u \) is a set of control actions; \( R \) is the reward distributions, and it can be written as \( R: S \times A \times S \mapsto \mathbb{R} \), with \( R(x_k, u_k, x_{k+1}) \in [0, r_{\text{max}}] \) being the reward received upon taking \( u_k \) in state \( x_k \) transitioning to state \( x_{k+1} \). The boundedness of the reward function of \( R(x_k, u_k, x_{k+1}) \) is to ensure that the performance index function composed of it is bounded. The intuitive explanation of the reward function is: the higher the compliance of the control effect, the closer the value is to \( r_{\text{max}} \), and the lower the compliance of the control effect, the closer the value is to 0.

2) For a specific state space \( \kappa \in \mathbb{R}^m \), it is the subspace of state space \( x \), i.e., \( \kappa \subset x \), and it is composed of specific components of state space \( x \). In this state, there may be specific control requirements or the designer's objective evaluation of the state. We regard \( \kappa \) as an observation perspective of state space. Therefore, we define the evaluation function \( e_k(x_k, u_k) \in [0, 1] \) under the perspective of \( \kappa \). In this perspective, specific control can be done and the control effect \((x_k, u_k)\) can be evaluated. As a component of the reward function, the evaluation function under a specific observation perspective is often helpful to guide the follow-up control to better approach the control goal. As shown in Figure 1, in a gradually stable MDP control trajectory, the control vector in state \( x_k \) is \( u_k \), the reward value is \( r_k \), and \( x_k \) transitions to the next state \( x_{k+1} \). If there is a better control vector \( u'_{k} \) under the observation perspective \( \kappa_k \) at this time step, the state is directly transitioned to \( x_{k+i} \), bypassing the middle \( i - 1 \) control processes, and the MDP trajectory becomes \((x_k, u'_{k}, r'_{k})\). Therefore, such a control law is suitable for increasing the reward value. According to the different observation perspectives, the evaluation function \( e(x_k, u_k) \) related to the state-control pair \((x_k, u_k)\) is formulated to evaluate the control validity. When \( i > 0 \), \( e_i(\cdot) \) has a value range of \([0, 1]\) and is continuously differentiable.

![Figure 1. MDP control trajectory.](image-url)
3) $R(\cdot)$ can be defined as:

$$R(x_k, u_k) = \prod_{i=0}^{n-1} e_i(x_k, u_k), \ n > 1$$

(15)

and

\[
\begin{cases}
  e_0(x_k, u_k) = r_{\text{max}}, & x_k \in \Omega_x \ \text{and} \ u_x \in \Omega_u. \\
  e_0(x_k, u_k) = 0, & \text{otherwise}
\end{cases}
\]

(16)

Here $r_{\text{max}} \geq 1$ means that the maximum value of the reward function is 1. When $i > 0$, $e_i(\cdot)$ should be continuous and twice differentiable in order to ensure that $R(\cdot)$ is also continuous and twice differentiable if $R(\cdot) > 0$. The evaluation function sequence is $(e_0(x_k, u_k), \ldots, e_{n-1}(x_k, u_k))$. Where $n$ is the number of evaluation functions, i.e., the effectiveness of control is divided into $n$ different observation perspectives for evaluation.

A dynamic environment is constructed by the above formula, as shown in Figure 2. The input parameters are state-control pair $(x_k, u_k)$, and the output parameters are the next state $x_{k+1}$ and $R(x_k, u_k)$ of the system. If $R(\cdot)$ is regarded as the reward value of the dynamic environment, the transformation from the utility function of the NCS to the reward is completed, i.e., the utility function is substituted by the reward value. The description effect may be that the smaller the value of the utility function, the greater the reward value, but the value range of the reward is the interval from 0 to $r_{\text{max}}$.

Figure 2. Dynamic environment.

In order to satisfy the Eqs (8)–(11), we can express the relationship between $U(x_k, u_k)$ and $R(x_k, u_k)$ with the following equation:

$$U(x_k, u_k) = e_0(x_k, u_k) - R(x_k, u_k).$$

(17)

It is worth mentioning that the $n$ evaluation functions and their respective observation perspectives should be designed consistent with the control objectives. The design of observation perspectives can mainly focus on two points: the first is to monitor the effect of the control law in a specific state during the control process, the second is that this design is conducive to the system to achieve an optimal control effect. The observation perspective of the evaluation function should not
be repeated, and there should be no conflict in control methods between the evaluation functions, which means that the high score of the control law under one observation perspective is easier to guide the control law to obtain high scores under other observation perspectives. However, the high score of the control law under a certain observation perspective may not immediately lead to high scores under other observation perspectives, but this will cause the control law in the current state to get high scores with great probability under more observation perspectives in the next time steps.

According to the definition of expected discounted return in reinforcement learning theory, let $R_k = R(x_k, u_k)$ and bring it into the following equation:

$$ G_t = \sum_{k=t+1}^{T} \gamma^{k-t-1} R_k, $$

where $\gamma$ is the discount rate, $0 \leq \gamma \leq 1$, $R_k$ is the reward of step $k$, $R_k \in \mathcal{R} \subset \mathbb{R}$, $\mathcal{R}$ is reward sets, and $T$ is a final time step.

The advantages of using reward function $R(x_k, u_k)$ instead of utility function $U(x_k, u_k)$ are as follows:

1) The reward function reflects the feasible control objectives from various observation perspectives. It may be a nonlinear function instead of the linear expression of the utility function, which can better satisfy the detailed control objectives.

2) The reward function $R(x_k, u_k)$ is composed of several evaluation functions from their respective observation perspectives. Each evaluation function $e(x_k, u_k)$ is specific, simple and easy to calculate, which avoids the problem that it is difficult to specify the weight matrix $Q$ and $R$ in the utility function of $U(x_k, u_k)$.

3) For a specific real control platform, the reward function is easier to realize. According to the requirements of control objectives and control details, it is easier to adjust each evaluation function, and the adjustment of one evaluation function will not affect other evaluation functions.

4) After adding the reward function in the dynamic environment, we can try to use more skillful reinforcement learning algorithms to solve the nonlinear control problem.

In Eq (15), the reward function takes the form of successive multiplications instead of successive additions or others. The advantages of doing this are as following:

1) If the reward function takes the continuous addition form of the evaluation functions, when changing one of the evaluation functions, the weight of each evaluation function must also be considered, which will make the problem very complex, and its rationality needs to be carefully verified in the experiment. In the form of continuous multiplication, if one of the evaluation functions is changed, it only changes the calculation method and the possible gain of the function, and there is no need to change the weights of other evaluation functions. In fact, the output value of each function can be understood as its own weight.

2) Any evaluation function can play the role of “one vote veto” by using continuous multiplication. For example, in the experiment of controlling the robot to walk, no matter how high the score given by the evaluation function that responsible for evaluating the robot's posture, as long as it touches the boundary, it should be given a zero score. According to Eq (15), when the evaluation function responsible for boundary detection gives a zero score, the score of the reward function is zero. But the continuous addition form of the evaluation functions will not bring such an effect.

In order to comply with Eqs (3)–(5) and (11), we try to modify Eq (8) as:
\[ J(x_k, y_k) = \sum_{i=k}^{\infty} U(x_i, u_i) \]
\[ = \sum_{i=k}^{\infty} (e_0(x_i, u_i) - R(x_i, u_i)) \]
\[ = \sum_{i=k}^{\infty} (r_{\max} - R(x_i, u_i)). \]  
(19)

Let
\[ \Psi(x_k, y_k) = \sum_{i=k}^{\infty} R(x_i, u_i), \]
and we have:
\[ J(x_k, y_k) = \sum_{i=k}^{\infty} r_{\max} - \Psi(x_k, y_k). \]  
(21)

Therefore, as long as \( y_k \) conforms to the system under (6), it satisfies the optimality equation:
\[ \Psi^*(x_k) = \max_{y_k} \{ \Psi(x_k, y_k) \}. \]  
(22)

Hence \( \Psi^*(x_k) \) can be obtained as:
\[ \Psi^*(x_k) = \max_{y_k} [R(x_k, y_k) + \Psi^*(x_{k+1})]. \]  
(23)

So the optimal performance index function has another form:
\[ J^*(x_k) = \min_{y_k} \{ J(x_k, y_k) \} \]
\[ = \sum_{i=k}^{\infty} r_{\max} - \Psi^*(x_k). \]  
(24)

Recalling Eq (10), we get:
\[ J^*(x_k) = \min_{y_k} \{ U(x_k, u_k) + J^*(x_{k+1}) \} \]
\[ = r_{\max} - R(x_k, u^*(x_k)) + J^*(F(x_k, u^*(x_k))), \]  
(25)

and the optimal single control law is:
\[ u^*(x_k) = \arg \max_{y_k} \Psi^*(x_k). \]  
(26)

Comparing Eqs (26) and (14), the problem of solving the optimal performance index function is transformed into the problem of maximizing the return function. Further, combined with Eq (18), we can try to use a wider range of reinforcement learning algorithms to solve the optimization problem of nonlinear systems.

For the convenience of analysis, the stability proof is made on the basis of the following assumptions 1 and 2.

**Assumption 1:** The discrete NCS represented by Eq (6) is controllable, and the system state \( x_k = 0 \) is an equilibrium state of the discrete NCS under the condition of \( u_k = 0 \), i.e., \( F(0,0) = 0 \).

**Assumption 2:** The feedback control \( u_k = u(x_k) \) satisfies \( u_k = u(x_k) = 0 \) for \( x_k = 0 \), \( \forall x_i \in \Omega_i \subset \mathbb{R}^n \), \( u(x_k) \) is continuous and \( u(x_k) \) stabilizes the discrete NCS on \( \Omega_i \), \( J(x_i) \) is finite.

Assumption 1 ensures that the object we use the deep reinforcement learning method to solve is
a controllable NCS, and determines that the equilibrium point of the system is \( x_k = 0 \), and the output of the system function \( F(\cdot) \) is 0. Assumption 2 ensures that the control law is admissible and the output is 0 at the equilibrium point, so as to meet the requirements of a controllable NCS. In the process of control sequence, the performance index function \( J(x_i) \) is a bounded function. In this way, we have made restrictive assumptions about the system object and control law.

According to the definition of \( e(x_k, u_k) \), \( e(x_k, u_k) \geq 0 \), then \( R(x_k, u_k) \) is a positive definite function for any \( x_k \) and \( u_k \). Let \( a_0(x_k) \) be an arbitrary admissible control law. According to Q-learning \[43\], for \( i = 0 \), let \( Q_0(x_k, u_k) \) be the initial iterative \( Q \) function constructed by \( a_0(x_k) \), i.e.,

\[
Q_0(x_k, a_0(x_k)) = \sum_{j=0}^{\infty} R(x_{k+j}, a_0(x_{k+j})).
\] (27)

Thus, initial iterative \( Q \) function satisfies the following optimality equation:

\[
Q_0(x_k, u_k) = R(x_k, u_k) + Q_0(x_{k+1}, a_0(x_{k+1})).
\] (28)

Then, we get the iterative control law as follows:

\[
a_1(x_k) = \arg \max_{u_k} Q_0(x_k, u_k).
\] (29)

Let \( Q_i(x_k, u_k) \) be the iterative \( Q \) function constructed by \( a_i(x_k) \) for \( i = 1,2,\ldots \), then we can get the following generalized optimality equation:

\[
Q_i(x_k, u_k) = R(x_k, u_k) + Q_i(x_{k+1}, a_i(x_{k+1})).
\] (30)

Therefore, the iterative control law is updated by:

\[
a_{i+1}(x_k) = \arg \max_{u_k} Q_i(x_k, u_k).
\] (31)

Because the reward function \( R(x_k, u_k) \) is a positive definite function of \( x_k \) and \( u_k \), and under Assumption 1 and 2, the iterative function \( Q_i(x_k, u_k), i = 0,1,\ldots \), is positive definite for \( x_k \) and \( u_k \). According to Eq (30), substitute \( a_i(x_k) \) for \( u_k \), and let \( V_i(x_k) = Q_i(x_k, a_i(x_k)) \) for \( i = 0,1,\ldots \), we can get:

\[
V_i(x_{k+1}) - V_i(x_k) = Q_i(x_{k+1}, a_i(x_{k+1})) - Q_i(x_k, a_i(x_k))
\]
\[
= -R(x_k, a_i(x_k)) < 0.
\] (32)

For \( i = 0,1,\ldots \), the function \( V_i(x_k) \) is positive definite for \( x_k \), so \( V_i(x_k) \) is a Lyapunov function. Thus, \( a_i(x_k) \) is a stable control law.

In the above, it is difficult to give a specific expression form for the control objective of the utility function under the actual control system. We can try to reconstruct the reward function \( R(x_k, u_k) \) to replace the utility function with the help of DRM. Therefore, the key step of solving nonlinear optimization problem is transformed into the problem of how to construct a reinforcement learning dynamic environment and optimize the reward function \( R(x_k, u_k) \). According to Eqs (15) and (16), the determination of evaluation function is one of the important tasks of DRM. Ng et al. \[44\] proposed the reward shaping theory, if a potential energy-based function is added to the reward function, the optimal strategy remains unchanged, realizing the optimal strategy of modifying the reward without affecting the Markov Decision Process. The reward shaping method is used in
multi-agent reinforcement learning, and it is effective in robots collaborative-competitive operations and multi-objective tasks [45–49]. This approach gives us some inspiration, especially in the construction of the potential energy function and how to avoid reward conflicts.

4. Experimental schemes based on reinforcement learning

Using the mathematical models above, the problem of obtaining a control method for a nonlinear system can be transformed into a problem of training one or more agents’ control strategies, establishing a value function and obtaining the maximum reward. In this section, by choosing the inverted pendulum system as the experiment object, we will analyze its characteristics and establish the dynamic environment, design the reward function through different control objectives, then use three deep reinforcement learning algorithm models to conduct experiments. The experiments result is discussed finally.

4.1. Description of the inverted pendulum system model

Figure 3 is a schematic diagram of the structure of the inverted pendulum system. Our ultimate goal is to control the force exerted to the cart and make it move left or right to maintain the balance of the single pole mounted on the cart. The typical parameters of inverted pendulum-cart system setup are selected as: mass of the cart \( m_c \): 1.34 kg, mass of the pendulum \( m_p \): 0.09 kg, length of the swing pole \( l \): 0.40 m, length of the cart rail \( l_r \): 0.40 m, friction coefficient of the cart & pole rotation is assumed negligible. The acceleration due to gravity \( g = 9.81 \text{ m/s}^2 \).

\[
\theta = \frac{g m \sin \theta - \cos \theta (F + m_p l \dot{\theta}^2 \sin \theta)}{lm(4m/3 - m_p \cos^2 \theta)}, \tag{33}
\]

\[
\dot{\theta} = \frac{F + m_p l (\dot{\theta}^2 \sin \theta - \dot{\theta} \cos \theta)}{m}, \tag{34}
\]

Figure 3. Schematic diagram of the structure of the inverted pendulum system.

In [50], the deep reinforcement learning algorithm model is used to realize the balance of the cart-pole in the inverted pendulum system, but the relevant control theory in the NCS is not involved, and the design of the reward function is not introduced in detail. The system function of the inverted pendulum system model in this paper is expressed as follows [51,52]:
where \( m = m_c + m_p, \) \( \dot{x} \) is the moving speed of the cart on the rail, \( \dot{\theta} \) is the swing angular speed of the swing pole. The nonlinear system equations (33) and (34) of inverted pendulum dynamic system represent the control input affine system. These two nonlinear equations are represented in the following standard state space form:

\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t).
\]  

(35)

### 4.2. Reward function design

For Eq (35), Let \( x(t) = (\chi, \dot{\chi}, \theta, \dot{\theta})^T \), and set \( \theta_{\text{max}} \) as the maximum limit of the swing pole deviation from the balance angle, Let \( \chi_{\text{max}} \) be the maximum value that the cart deviates from the origin of the guide rail, \( \dot{\chi}_{\text{max}} \) the maximum speed of the cart, and \( \dot{\theta}_{\text{max}} \) the maximum rotation speed of the swing pole. The definition rules of the system state space and evaluation function are as following:

\[
\Omega_x = \begin{bmatrix}
-\frac{\pi}{2} \leq \chi \leq \frac{\pi}{2} \\
-\dot{\chi}_{\text{max}} \leq \dot{\chi} \leq \dot{\chi}_{\text{max}} \\
-\theta_{\text{max}} \leq \theta \leq \theta_{\text{max}} \\
-\dot{\theta}_{\text{max}} \leq \dot{\theta} \leq \dot{\theta}_{\text{max}}
\end{bmatrix}.
\]  

(36)

\[
e_0(x, u) = \begin{cases}
1, & x \in \Omega_x \\
0, & x \notin \Omega_x
\end{cases}.
\]  

(37)

The range of the output value of the evaluation function \( e_0 \) is \([0,1]\). In order to describe the expected position of the cart on the rail and guide the cart to run at the equilibrium position of the rail with greater probability, we make an evaluation function as following:

\[
e_1(x, u) = 1 - \text{sgn}(\chi) \frac{2\chi}{l_r}.
\]  

(38)

From the perspective of control, the cart “has to” drive the swing pole into a better state space at some positions of the rail. In this way, we can establish an evaluation function to better guide the system into the equilibrium state. If it is said that the desired balance angle is zero in the equilibrium state, then at different positions of the rail, we assign position-related dynamic balance angles to guide the movement of the cart. The position-related balance angle is given by:

\[
\theta_0 = -\frac{2\chi \theta_{\text{max}}}{l_r}.
\]  

(39)

Then the evaluation function is established as:

\[
e_2(x, u) = \begin{cases}
1 - \frac{|\theta - \theta_0|}{\theta_{\text{max}}}, & |\theta - \theta_0| \leq \theta_{\text{max}} \\
0, & |\theta - \theta_0| > \theta_{\text{max}} \text{ or } \theta > \theta_{\text{max}} \text{ or } -\theta_{\text{max}} > \theta.
\end{cases}
\]  

(40)

Notice that the output range of \( e_2(\cdot) \) is \([0,1]\), and \( \theta_{\text{max}} \) is the maximum allowable deflection angle of the swing pole.

In the balancing process of inverted pendulum system, not only the system is required to reach the equilibrium state in a limited time, but also the energy consumed should be considered. It is
expected that the energy consumed will reach the minimum in the process of state transition under two adjacent time steps. Therefore, we make an evaluation function as follows:

\[ e_2(x, u) = \eta(x, u) \varphi(x), \]  

(41)

where, \( \eta(x, u) \) is the power consumption function of the system under the action of control output \( u \) in \( x \) state; \( \varphi(x) \) is the coefficient function in \( x \) state. Without considering the external disturbance of the system such as air resistance, the force power consumption function can be expressed by the following formula:

\[ \eta(x_k, u_k) = W(x_{k+1}^{u=F}) + \zeta(x_{k+1}^{u=F}) - W(x_{k+1}^{u=0}) - \zeta(x_{k+1}^{u=0}). \]  

(42)

Here, \( W(x_{k+1}^{u=0}) \) is defined as the energy loss after the system transitions to the next state when there is no action output control in state \( x_k \); in the same case of no action output, \( \zeta(x_{k+1}^{u=0}) \) is the energy loss caused by system friction. \( W(x_{k+1}^{u=F}) \) is defined as the energy loss after the system transitions to the next state under the action of output control \( u = F \) in state \( x_k \), and \( \zeta(x_{k+1}^{u=F}) \) is the energy loss caused by system friction after the system transitions to the next state under the action of output control \( u = F \) in state \( x_k \).

In the system represented by Eqs (33) and (34), friction is not considered, so \( \zeta(x_{k+1}^{u=0}) = \zeta(x_{k+1}^{u=F}) = 0 \). Therefore, in state \( x_k \), the system energy is:

\[ W(x_k) = T_c(x_k) + T_p(x_k) + V_p(x_k), \]  

(43)

where \( T_c(x_k) \) is the kinetic energy of the cart, \( T_p(x_k) \) is the kinetic energy of the swing pole, and \( V_p(x_k) \) is the potential energy of the swing pole. According to the inverted pendulum model, we can get:

\[ T_c(x_k) = \frac{1}{2} m_c \dot{x}_k^2, \]

(44)

\[ T_p(x_k) = \frac{1}{2} m_p \left( \left( \frac{d(\theta_{x_k} + \dot{\theta}_{x_k}/2)}{dt} \right)^2 + \left( \frac{d(\theta_{x_k})}{dt} \right)^2 \right) + \frac{1}{2} m_p l^2 \dot{\theta}_{x_k}^2 \]

\[ \quad = \frac{1}{2} m_p \dot{x}_k^2 + \frac{1}{2} m_p l \dot{\theta}_{x_k} \dot{x}_k \cos \theta_{x_k}^2 + \frac{1}{2} m_p l^2 \dot{\theta}_{x_k}^2, \]  

(45)

\[ V_p(x_k) = \frac{1}{2} m_p gl \cos \theta_{x_k}, \]  

(46)

where \( \theta_{x_k} \) is the swing pole angle in state \( x_k \). According to the above formulas, calculate \( W(x_{k+1}^{u=0}) \) and \( W(x_{k+1}^{u=F}) \) respectively, and then calculate \( \eta(x_k, u_k) \). Note the coefficient function \( \varphi(x_k) \), which reflects the user's specific allocation method of energy in combination with the current state. For example, it is required to minimize the single-step energy, or establish the minimum theoretical value of energy according to the current state, and then require the single-step energy to approach the value as much as possible, and ensure that the final evaluation function is between 0 and 1.

Note that in the control process of the system, \( e_0(x, u) \) gives the maximum value of evaluation 1, \( e_1(x, u) \) is the evaluation function of cart displacement \( \chi \) in the state vector,
\( e_2(x,u) \) is the evaluation function of \( \chi \) and \( \theta \) in the state vector, and \( e_3(x,u) \) is the evaluation function of \( \theta, \dot{\chi} \), and \( \dot{\theta} \) in the state vector. The final evaluation effect is expressed as:

\[
R(x_k,u_k) = \prod_{i=0}^{3} e_i(x_k,u_k).
\] (47)

\( R(x_k,u_k) \) is a nonlinear description that acts as a utility function, which is different from the description method of Eq (8). In other words, \( R(x_k,u_k) \) reflects the user's specific control needs in a more subtle way. It is commendable that users can add, modify the details of specific control requirements via the evaluation function, and the modification of a certain evaluation function will not affect the roles of other evaluation functions. In the dynamic environment, the relationship between the evaluation functions and the reward function is that the reward function is like composed of multiple “referees”, and these “referees” are the evaluation functions. Each referee gives a score ranging from 0 to 1, and then the reward function summarizes the scores of each referee by means of continuous multiplication. The scoring standard for each referee is based on their different viewing angles, and the viewing angles of each referee cannot be the same. In fact, the viewing angles are their observation perspectives as shown in Figure 2. As mentioned above, no evaluation function can violate the control law of the system, which means that the referee is required to guide and encourage the effect of “performer”, in other words, the performer (i.e., the control law) follows the performance guidance effect of a referee's high score, which is easier to achieve the final effect of control. This final effect is the best one close to \( r_{\text{max}} \) recognized by each referee.

4.3. Deep reinforcement learning model analysis

In this paper, \( R(\cdot) \) is regarded as the reward value of the dynamic environment, and the deep reinforcement learning algorithm is designed to interact with the dynamic environment from three perspectives of state-value, policy and “Actor-Critic”. During the interaction process, the agent's execution strategy is optimized through the reinforcement learning algorithm to achieve the maximum reward value. Among them, the deep reinforcement learning algorithm based on state-value mainly takes Deep Q-Learning (DQN) as an example, the policy-based algorithm mainly takes the policy-gradient reinforcement algorithm as an example, and the “Actor-Critic” framework mainly takes Deep Deterministic Policy Gradient as an example. Three deep reinforcement learning models are analyzed and described below.

4.3.1. Deep Q-learning

DQN is a value-based iteration reinforcement learning algorithm [53]. When the state and action space generated during the interaction between the agent and the environment is discrete and the dimension is not high, the Q-Learning method can be used to establish the state-action value Q table. Update the Q-values in the table according to the Bellman optimality equation. In the inverted pendulum system, the states of the cart and the swing pole are high-dimensional continuous. Using the Q-Learning method to build a table is very difficult, and it often causes the “curse of dimensionality”. When the states and actions are high-dimensional and continuous, the construction table can be transformed into a function fitting problem, and the Q value is generated by fitting the function instead of the table, so that similar states can obtain similar output actions. In the function
fitting of high-dimensional input, the advantage of deep neural network for complex feature extraction can be used to map the input to the output through neural network. Therefore, the essence of the DQN method is to combine the deep neural network and Q-Learning, map the state action value \( Q \) through the network structure, and update the agent action strategy according to the Bellman optimal equation. Algorithm 1 shows the DQN algorithm flow.

Algorithm 1: Deep Q-Learning

Initialize replay memory \( D \) to capacity \( N \)
Initialize action-value function \( Q \) with random weights \( w \)
Initialize target action-value function \( \hat{Q} \) with weights \( w^- = w \)
1. For episode = 1, M do
2. Initialize sequence \( s_t = \{s_t\} \) and preprocessed sequence \( \varnothing_t = \varnothing(s_t) \)
3. For \( t = 1, T \) do
4. With probability \( \varepsilon \) select a random action \( a_t \)
5. Otherwise select \( a_t = \arg \max_a Q(\varnothing(s_t), a; w) \)
6. After the agent performs action \( a_t \), it gets immediate reward \( r_t \) and next state \( s_{t+1}, \theta_{t+1}, \dot{\theta}_{t+1} \)
7. Set \( \varnothing_t = \varnothing(s_t), \varnothing_{t+1} = \varnothing(s_{t+1}) \), and store transition \( (\varnothing_t, \varnothing_{t+1}, a_t, r_t) \) in \( D \)
8. Sample random minibatch of transitions \( (\varnothing_j, \varnothing_{j+1}, a_j, r_{j+1}) \) from \( D \)
9. Set \( y_j = \begin{cases} r_{j+1} & \text{if episode terminates at step } j + 1 \\ r_{j+1} + \gamma \max_{a'} \hat{Q}(\varnothing_{j+1}, a'; w^-) & \text{otherwise} \end{cases} \)
10. Perform a gradient descent step on \( (y_j - Q(\varnothing_j, a_j; w))^2 \) with respect to the network parameters \( w \)
11. After each step \( C \) is executed, the parameter \( w \) of the current action-value network \( Q \) is assigned to the parameter \( w^- \) of the action-value target network \( \hat{Q} \). \( Q^- = Q \)
12. end for
13. end for

In algorithm 1, \( s_t, \theta_t, \dot{\theta}_t \) is the state space of the inverted pendulum system at time \( t \). Among them, \( x_t \) is the displacement of the cart, \( \theta_t \) is the angle of the swing pole, \( \dot{x}_t \) is the speed of the cart, and \( \dot{\theta}_t \) is the angular speed of the swing pole. \( r_t \) is the reward value obtained during the interaction with the dynamic environment at time \( t \).

DQN records the tuple \( \{s_t, a_t, r_{t+1}, s_{t+1}\} \) generated by the agent in each state and stores it in the experience replay. The deep neural network randomly selects the tuple in the experience replay as the training label to update the network parameters. Randomly selecting previous experience in the experience replay will make the network more efficient, solving the problem of correlation and non-static distribution to a certain extent [54].

DQN adopts two network structures with the same structure but different parameters, namely
action-value network (Q-network) and target action-value network (target Q-network). When the action-value network is used to approximate the Q value, the update of the Q value is prone to oscillation, resulting in unstable learning behavior of the agent. The target action-value network reduces the correlation between the predicted Q value and the estimated Q value to a certain extent to improve the stability of the algorithm. In the network parameter update process, the parameters used by the Q-network are the latest parameters of each update, and the Q-network parameters are copied to the target Q-network after multiple iterations.

The agent maps the estimated Q value through Q-network at $s_t$, uses the epsilon-greedy [55] strategy to select the Q value under the corresponding action, takes the action $a_t$ corresponding to the Q value to interact with the environment, and records the generated tuple $\langle s_t, a_t, r_{t+1}, s_{t+1} \rangle$ and stores it in the experience replay. The target Q-network maps $s_{t+1}$ as input to the predicted Q value, selects the sum of the maximum predicted Q value and the immediate reward $r_{t+1}$ as the TD target[56], uses the mean square error between the TD target and the Q value as a loss function for updating network parameters. The loss function between target action-value function and action-value function in DQN is as follows:

$$Target_Q = r_{t+1} + \gamma \max_{a'} Q_w(s_{t+1}, a'),$$  \hspace{1cm} (48)

$$L(\theta) = E_{(s_t, a_t, r_{t+1}, s_{t+1}) \in \mathcal{N}} \left[ (Target_Q - Q_w(s_t, a_t))^2 \right].$$ \hspace{1cm} (49)

4.3.2. Reinforce: Monte Carlo Policy Gradient

In the DQN series of reinforcement learning algorithms, we mainly approximate the value function, learn the action value function based on the value, and then adopt a similar greedy strategy to select the agent output action according to the estimated action value function. But the DQN series of reinforcement learning algorithms have the following problems: 1) Algorithms based on value functions can only process discrete actions, but cannot process continuous actions output by the agent. 2) The algorithm based on the value function cannot solve the stochastic policy problem. The optimal strategy corresponding to the DQN series of methods is a deterministic strategy, and the action corresponding to the maximum value is taken as the optimal strategy. Aiming at the shortcomings of value-based reinforcement learning algorithms, a policy-based reinforcement learning algorithm, policy gradient, is introduced [57].

The following is the state value function gradient formula in Monte Carlo sampling, where $Pr(s \rightarrow x, k, \pi)$ is the probability of transitioning from state $s$ to state $x$ in $k$ steps under policy $\pi$:

$$\nabla v_\pi(s) = \nabla [\Sigma_a \pi(a|s)q_\pi(s, a)]$$

$$= \Sigma_a [\nabla \pi(a|s)q_\pi(s, a) + \pi(a|s)\nabla q_\pi(s, a)]$$

$$= \Sigma_a [\nabla \pi(a|s)q_\pi(s, a) + \pi(a|s)\Sigma_{s', r} p(s', r|s, a) (r + v_\pi(s'))]$$

$$= \Sigma_a [\nabla \pi(a|s)q_\pi(s, a) + \pi(a|s)\Sigma_{s'} p(s'|s, a) \nabla v_\pi(s')]$$

$$= \Sigma_{x \in S} \Sigma_{k=0}^\infty Pr(s \rightarrow x, k, \pi) \Sigma_a \nabla \pi(a|x)q_\pi(x, a).$$ \hspace{1cm} (50)
\( \nabla v_\pi(s) \) in Eq (50) is converted as follows:

\[
\nabla J(w) = \nabla v_\pi(s_0) \\
= \sum_s \sum_{k=0}^\infty \Pr(s_0 \to s, k, \pi) \sum_a \nabla \pi(a|s)q_\pi(s, a) \\
= \sum_s \eta(s) \sum_a \nabla \pi(a|s)q_\pi(s, a) \\
= \sum_{s'} \eta(s') \sum_s \frac{\eta(s)}{\sum_{s'} \eta(s')} \sum_a \nabla \pi(a|s)q_\pi(s, a) \\
= \sum_{s'} \eta(s') \sum_s \mu(s) \sum_a \nabla \pi(a|s)q_\pi(s, a) \\
\propto \sum_s \mu(s) \sum_a \nabla \pi(a|s)q_\pi(s, a) \\
= E_\pi[\sum_a q_\pi(S_t, a)\nabla \pi(a|S_t, w)].
\]  

(51)

\( \nabla J(w) \) is the gradient of the policy parameters, \( \mu(s) \) is the policy distribution under the policy \( \pi \), and the learning goal of the policy parameters is to maximize the value of \( J(w) \), so the update of the policy parameters is similar to solving the gradient of \( J(w) \), which is:

\[
w_{t+1} = w_t + \alpha \nabla J(w_t) \\
= w_t + \alpha E_\pi[\sum_a q_\pi(S_t, a)\nabla \pi(a|S_t, w)] \\
= w_t + \alpha \sum_a \hat{q}(S_t, a, w) \nabla \pi(a|S_t, w). 
\]  

(52)

In the above equation, \( w \) and \( w' \) are the parameters in the action value network and the policy network, respectively. In the Monte Carlo Policy Gradient, the sampling \( A_t \) is used to replace \( a \) under the policy \( \pi \). Therefore, \( \nabla J(w) \) can be defined as:

\[
\nabla J(w) = E_\pi[\sum_a q_\pi(S_t, a)\nabla \pi(a|S_t, w)] \\
= E_\pi \left[ \sum_a \pi(a|S_t, w) q_\pi(S_t, a) \frac{\nabla \pi(a|S_t, w)}{\pi(a|S_t, w)} \right] \\
= E_\pi \left[ q_\pi(S_t, A_t) \frac{\nabla \pi(A_t|S_t, w)}{\pi(A_t|S_t, w)} \right] \\
= E_\pi \left[ G_t \frac{\nabla \pi(A_t|S_t, w)}{\pi(A_t|S_t, w)} \right].
\]  

(53)

\( G_t \) represents the reward obtained in the \( S_t \) state, \( G_t \frac{\nabla \pi(A_t|S_t, w)}{\pi(A_t|S_t, w)} \) can be calculated by sampling, the expected value is equal to the gradient. Introducing the above gradient into the formula \( w_{t+1} = w_t + \alpha \nabla J(w_t) \), we get:
Algorithm 2 shows the process of the Monte Carlo Policy Gradient reinforce algorithm. In algorithm 2, $s = \{x, \theta, \dot{x}, \dot{\theta}\}$ represents the state space in the inverted pendulum system, and $r$ represents the immediate reward obtained when the state is transferred, which is equivalent to $R(x_k, u_k)$.

### Algorithm 2: REINFORCE: Monte-Carlo Policy-Gradient Control

**Input:** a differentiable policy parameterization $\pi(a|s, w)$

Set the algorithm parameter $\alpha$, indicating the network update range: $\alpha > 0$

Initialize policy network with random weights $w$

1. Use $\pi_w$ to collect agents to generate trajectories

   $\tau = (s_0, a_0, r_1, s_1, a_1, r_2, \ldots, a_H, r_{H+1}, s_{H+1})$

2. Estimate the return generated by trajectory $\tau$: $R(\tau) = (G_0, G_1, \ldots, G_H)$

3. Where $G_k$ represents the expected return when $s_k$:

   $$G_k \leftarrow \sum_{t=k+1}^{H+1} \gamma^{t-k-1}R_k$$

4. Use trajectory $\tau$ to estimate gradient $\nabla_w J(w)$

   $$\nabla_w J(w) \leftarrow \sum_{t=0}^{H} \nabla_w \ln \pi_w(a_t|s_t)G_t$$

5. Update parameter $w$ according to gradient ascent algorithm

   $$w \leftarrow w + \alpha \nabla_w J(w)$$

6. Loop steps 1 to 5 to update network parameters

### 4.3.3. Deep deterministic policy gradient

According to the output action characteristics of the agent in reinforcement learning, strategies can be divided into deterministic strategies and random strategies. Deterministic policy means that the action of the agent output through the policy in a certain state is deterministic. The random strategy refers to the probability that the agent outputs multiple actions through the strategy in a certain state, and the agent chooses to execute the action according to the probability. In the DQN series of methods, the greedy strategy is used to select the action corresponding to the maximum Q value, which belongs to the greedy deterministic strategy. When the action set output by the agent is continuous-valued or discrete-valued with very high dimensionality, we use a stochastic strategy to study the probability of action output, which increases the amount of computation. The Deep Deterministic Policy Gradient (DDPG) algorithm is often used to solve the action selection problem in a high-dimensional continuous state space [58]. The algorithm is tuned on the basis of the Actor-Critic framework, making full use of DQN and policy gradients. The DDPG algorithm uses a training network and a target network in the design of the network structure. Through the target
network, the correlation between the predicted value and the estimated value can be reduced to a certain extent, and the stability of the algorithm can be improved. Training the network with samples from the experience replay minimizes the correlation between samples.

The DDPG algorithm mainly includes the following parts: ① The network includes two parts, Actor and Critic, in which Actor and Critic are composed of training network and target network respectively. ② Introduce the experience replay to store the data of the interaction between the agent and the environment, and use soft update to update the parameters of the target network to ensure the stability of the training network [59]. ③ Add random noise to the Actor network output to ensure that the agent has a certain exploration ability when selecting actions [60]. Algorithm 3 shows the process of the DDPG algorithm.

Algorithm 3: DDPG algorithm

Randomly initialize:
- critic \( Q(s,a|w^Q) \) and actor \( \mu(s,a|w^\mu) \) with weights \( w^Q \) and \( w^\mu \)

Initialize target network \( Q' \) and \( \mu' \) with weights \( w^Q' \leftarrow w^Q \), \( w^\mu' \leftarrow w^\mu \)

Initialize replay buffer \( D \)
1. For episode = 1, M do
2. Initialize a random process \( \mathcal{N} \) for action exploration
3. Receive initial observation state \( s[x, y, z, \theta] \)
4. For \( i = 1, T \) do
5. Select action \( a_t = \mu(s_t | w^\mu) + \mathcal{N} \) according to the current policy and exploration noise
6. Execute action \( a_t \) and observe reward \( r_{t+1} \) and observe new state \( s_{t+1} \)
7. Store transition \( (s_t, a_t, r_{t+1}, s_{t+1}, \delta_2) \) in \( D \)
8. Sample a random minibatch of \( N \) transitions \( (s_i, a_i, r_{i+1}, s_{i+1}) \) from \( D \)
9. Set \( y_i = r_{i+1} + \gamma Q'(s_{i+1}, \mu'(s_{i+1} | w^\mu') | w^Q') \)
10. Update critic by minibatch the loss: \( L = \frac{1}{N} \sum_i (y_i - Q(s_i, a_i | w^Q))^2 \)
11. Update the actor policy using the sampled gradient:
\[
\nabla_{w^\mu} J = \frac{1}{N} \sum_i \nabla_a Q(s_i, a_i | w^Q)_{a=a^\mu(s_i)} \nabla_{w^\mu} \mu(s_i | w^\mu) \\
\]
12. Update the target network:
\[
\mu'(s) \leftarrow \tau \mu + (1-\tau) \mu' \\
w'(s) \leftarrow \tau w + (1-\tau) w'
\]
13. end for
14. end for

In algorithm 3, \( \mathcal{N} \) is random noise, \( \mu(s|w^\mu) \) is the Actor network, \( Q(s,a|w^Q) \) is the Critic network, \( \mu'(s|w^\mu') \) is the target Actor network and \( Q'(s,a|w^Q') \) is the target critic network. The agent obtains the execution action \( a_t \) through the network \( \mu \) at \( s_t \), and interacts with the environment after adding noise to the action to generate an immediate reward \( r_{t+1} \), and the state is updated to \( s_{t+1} \). The agent stores the tuple \( \{s_t, a_t, r_{t+1}, s_{t+1}\} \) in the experience replay. When the experience replay data reaches a certain amount, it samples data from the experience replay to train.
the network $Q$. $Q$-Network needs to evaluate the actions made by $\mu$. Therefore, $Q$-Network uses the deterministic policy gradient method to optimize the network parameters of $\mu$, and the network parameter replication process adopts a soft update method. The agent keeps repeating the above process until the policy network converges.

The target action value function in the DDPG algorithm can be expressed as:

$$y_t = r_{t+1} + \gamma Q'(s_{t+1}, \mu'(s_{t+1} | w^{\mu'})) | w^{\mu'}.$$  \hfill (55)

The loss function of the Critic network is:

$$L(w) = \frac{1}{N} \sum_i (y_i - Q(s_i, a_i | w^Q))^2.$$ \hfill (56)

Using the deterministic sampling strategy gradient to update the policy network parameter can be expression as:

$$\nabla w J \approx \frac{1}{N} \sum_i \nabla_a Q(s, a | w^Q) \big|_{s=s_i, a=\mu(s_i)} \nabla w \mu(s | w^\mu) \big|_s.$$ \hfill (57)

4.4. Comparison and analysis of experimental results

This section describes and analyzes the experimental results. We use three reinforcement learning algorithms to train the inverted pendulum control model, and analyze the differences between the different algorithms based on their training data and test data (Section 4.4.1). Finally, we discuss the current research deficiencies and propose future research directions (Section 4.4.2).

4.4.1. Deep reinforcement learning algorithm validation and performance evaluation

This section compares the experimental results of three deep reinforcement learning algorithms (DQN, policy-gradient, DDPG) in the dynamic environment of the inverted pendulum system, including the impact of the DRM settings on the experimental accuracy, and the differences between different algorithms. The experiment is divided into two parts: i) The influence of the setting of the detail-reward function under three deep reinforcement learning algorithms on the experimental accuracy in the training and testing phase. ii) Differences between three deep reinforcement learning algorithms under the same detail-reward function. In the dynamic environment of the inverted pendulum system, the initial states of the inverted pendulum system in the training and testing phase are shown in Table 1.

1) Experimental comparison of reward functions with different details under the same algorithm

Tables 2 and 3 show the reinforcement learning parameters and network parameters of the DQN algorithm in the inverted pendulum system.

In Table 3, we set the number of outputs of the action-value Q network equal to 25. It can be seen from reference [61] that the richer the choice of control vector $u(k)$, the higher the controllability, but if it is too large, the convergence effect of the network model becomes worse in the training process. Therefore, reasonable selection of the number of action values output by Q network can improve the controllability of inverted pendulum system without affecting the effect of training.
Table 1. Initial state parameters of the inverted pendulum system.

<table>
<thead>
<tr>
<th>Experimental phases</th>
<th>Cart position (m)</th>
<th>Cart speed (m/s)</th>
<th>Swing pole angle (rad)</th>
<th>Swing pole speed (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training phase</td>
<td>−0.2, 0.2</td>
<td>−0.05, 0.05</td>
<td>−0.174, 0.174</td>
<td>−0.05, 0.05</td>
</tr>
<tr>
<td>Testing phase</td>
<td>−0.12</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

*Note: In the training phase of the inverted pendulum system, the initial state of the cart and swing pole is a random number within the corresponding parameter range. In the experiment, the position of the cart and the angle unit of the swing pole are the same as those in the table.

Table 2. Deep reinforcement learning parameters.

<table>
<thead>
<tr>
<th>Episodes</th>
<th>Steps</th>
<th>Discount factor</th>
<th>Epsilon (ε)</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>300</td>
<td>0.95</td>
<td>0.9</td>
<td>2000</td>
</tr>
</tbody>
</table>

Table 3. Neural network parameters.

<table>
<thead>
<tr>
<th>Network</th>
<th>Network structure</th>
<th>Learning rate</th>
<th>Loss function</th>
<th>Activation function</th>
<th>Batch size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action-value Q network</td>
<td>(4,128)</td>
<td>0.0002</td>
<td>MSE</td>
<td>RELU</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>(128,128)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(128,25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We first give an illustration of the agent training rules for the following experiments. Episode is a round of agent training, and in each episode, the maximum number of times the agent is allowed to learn is 300. The setting range of cart position is [−0.2, 0.2], and the setting range of the swing pole angle is [−0.174, 0.174]. During the training of the agent, as long as the cart and the swing pole are in the areas of the set values, the agent can continue to learn in this episode, and the step value is increased by 1 while the sum of the reward value is also added to the instant reward value, otherwise the learning round will be exited, and the sums of steps and rewards under each episode is recorded.

Figure 4 shows the training and testing process of an inverted pendulum system using the DQN algorithm in a dynamic environment. Figure 4(a) shows the number of admissible control actions output by the inverted pendulum system agent under each episode in the training process. Figure 4(b) shows the cumulative sum of the reward values obtained by the agent under each episode during the training process. Figure 4(c),(d) show the experimental results in the testing phase. Figure 4(c) shows the position of the cart at each step. Figure 4(d) shows the swing pole angle at each step. In the inverted pendulum system, the cart should be controlled to be near the midpoint of the rail (χ = 0) and the swing pole angle to be near the 0 degree (θ = 0).

As can be seen from Figure 4, the setting of the DRM affects the reinforcement learning effect of the inverted pendulum. In Figure 4(a),(b), a single-reward function (i.e., $R = e_0$) is used, when the episode value is less than 400, the number of times the rule is met is less than 50, and the reward value under each episode is less than 50. When the number of episodes is greater than 400, the reward value gradually increases, but the reward distribution curve fluctuates greatly, the generalization of the trained model is weak, and the agent cannot learn useful experience well. When detail-reward function (i.e., $R = \prod e_i$) is used, the number of times the rule is met is proportional to the number of the episodes. In Figure 4(b), when the episodes are greater than 200, the training process tends to converge, the reward value is close to 250, and the reward distribution curve is relatively flat.
In Figure 4(c),(d), when steps = 15 and a single-reward function is used, the position of the cart is 0.01 and the swing pole angle is 0.33, which means that the agent control fails. After 40 steps, by using detail-reward function, the position of the cart is close to zero, the swing pole angle is close to zero degrees, and the distribution of the position and angle curves is relatively gentle.

The above analysis of the distribution curves of steps, rewards, cart position, and swing pole angle in Figure 4 shows that when using the DQN algorithm to train an agent in a dynamic environment of inverted pendulum system, the experimental effect of detail-reward function is better than a single-reward function.

![Figure 4. The training and testing results of DQN.](image)

Tables 4 and 5 show the reinforcement learning parameters and network parameters of the policy gradient algorithm in the inverted pendulum system. Figure 5 shows the training and testing process of an inverted pendulum system using the policy gradient algorithm in a dynamic environment.

<table>
<thead>
<tr>
<th>Episodes</th>
<th>Steps</th>
<th>Discount factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>15000</td>
<td>300</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Table 4.** Deep reinforcement learning parameter.
Table 5. Neural network parameters.

<table>
<thead>
<tr>
<th>Network</th>
<th>Network structure</th>
<th>Learning rate</th>
<th>Loss function</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy network</td>
<td>(4,128)</td>
<td>$1 \times 10^{-3}$</td>
<td>Cross entropy</td>
<td>Adam</td>
</tr>
<tr>
<td></td>
<td>(128,128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(128,3)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As can be seen from Figure 5(a),(b), the training process converges faster when a single-reward function is used. When the episode is equal to 3000, the step and the reward reach the maximum value of 300 respectively; when using the detail-reward function, the training process converges slowly and the reward rises more gently. When the number of episodes is 14,000, the step and reward reach their maximum values of 300 and 250 respectively. According to Eq (37), a single-reward function means that only the evaluation function $e_0(\cdot)$ plays a role, and its values are only 0 and 1. The final value range of the detail-reward function is $[0, 1]$. Therefore, the maximum values of reward in these two cases are different.

![Figure 5](image)

(a) steps distribution  (b) reward distribution  (c) cart position  (d) swing pole angle

Figure 5. The training and testing results of policy gradient.

It area A2 of Figure 5(c), when the detail-reward function is used, the position curve distribution of the cart is relatively flat, the minimum position is $-0.05$, and the maximum position is 0.04. While using a single-reward function, the cart position distribution curve oscillates greatly, the minimum
position and maximum position are −0.077 and 0.05 respectively. It can be seen from area A1 of Figure 5(d) that when the detail-reward function is used, the variation range of the swing pole angle is [−0.05, 0.05]. When the single-reward function is used, the range of the swing pole angle is [−0.07, 0.06], and the data illustrate the swing angle range of the former is smaller than that of the latter.

By analyzing the distribution curves of step, reward, cart position and swing pole angle in Figure 5, we can get: When an agent is trained with the policy-gradient algorithm, the single-reward function makes the training rounds less than the detail-reward function, but in the test phase, the experimental effect of detail-reward function is better than that of single-reward function.

Tables 6 and 7 show the reinforcement learning parameters and network parameters of the DDPG algorithm in the inverted pendulum system. Figure 6 shows the training and testing process while using the DDPG algorithm in a dynamic environment.

| Table 6. Deep reinforcement learning parameters. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| Episodes          | Steps             | Discount factor   | Soft update coefficient | Memory          |
| 2000              | 300               | 0.99              | $1 \times 10^{-2}$      | 10,000           |

| Table 7. Neural network parameters. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| Network           | Network structure | Learning rate     | Loss function     | Activation function | Batch size |
| Actor network     | (4,128)           | $1 \times 10^{-3}$ | $-Q(s,a|\theta)$ | Adam              | 64         |
|                   | (128,128)         |                   |                   |                   |            |
|                   | (128,1)           |                   |                   |                   |            |
|                   | (5,128)           |                   |                   |                   |            |
| Critic network    | (128,128)         | $1 \times 10^{-2}$ | MSE               | Adam              | 64         |
|                   | (128,1)           |                   |                   |                   |            |

It can be seen from Figure 6(a),(b) that in the case of using single-reward function, when the episodes are less than 180, the number of times the rule is met is less than 100, and the reward value under each episode is less than 50. As the episodes gradually increase, the distribution of step and reward curves fluctuates greatly. In contrast, using detail-reward function, when the episodes are greater than 180, the distribution of the reward curve is relatively flat, and the reward distribution under each episode is around 210.

In Figures 6(c),(d), when steps = 15 and the single-reward function is used, the position of the cart is located at 0.05 in the positive direction, and the swing pole angle is 0.3, which means that the agent control fails. After 200 steps, by using detail-reward function, both the cart position and the swing pole angle are close to zero, while the distribution of the position and angle curves is relatively gentle.

From the above analysis it can be concluded that in the process of using the DDPG algorithm to train an agent, the reward obtained by using the single-reward function is greater than that obtained by using the detail-reward function in most cases. However, the distribution of the reward curve under the single-reward function fluctuates greatly and the model stability is poor. In addition, the model trained with single-reward function will lead to its out of control in the process of testing. The experimental effect of using the detail-reward function is better than that of using the single-reward function.
2) Comparison of experimental effects of different algorithms under the same detail-reward function

Through the analysis and comparison of the above experimental results, the following conclusions can be drawn: i) The method of using DRM in the inverted pendulum system under deep reinforcement learning is effective and innovative. ii) A good design of evaluation functions is crucial for the training and testing process. Under different algorithms, the detail-reward function produces better experimental results than a single-reward function.

Figures 7 and 8 show the experimental comparison of the models generated by different deep reinforcement learning algorithms during training under the same detail-reward function in the testing phase. Figure 7 shows the distribution curves of cart positions in each step of the inverted pendulum system when DRM is applied in the experiment. After 50 steps, the model generated by DQN algorithm converges to a point close to 0 in the test phase, while the model generated by policy-gradient algorithm fluctuates in the range of $[-0.06, 0.05]$, and the model generated by DDPG algorithm shows that the moving position of the cart gradually converges to the vicinity of zero with the increase of the number of steps. The right part of Figure 7 is an enlarged schematic diagram of area B. It can be seen from the figure that the model generated by the policy-gradient algorithm fluctuates greatly, i.e., the moving position of the cart fluctuated wildly in the range of $[-0.15, 0.15]$. 

**Figure 6.** The training and testing results of DDPG.
more than 0.06. The data of area B also shows that the models generated by DQN and DDPG algorithms has a small fluctuation range, both mean that the cart fluctuates reasonably near the equilibrium point.

Figure 8 is the distribution curves of swing pole angle at each step under the models generated by three algorithms under the application of DRM in the experiment. After 50 steps, the model generated by DQN algorithm converges to near zero during the test process, the model generated by the policy-gradient algorithm fluctuates in the range of $[-0.05, 0.05]$, and the model generated by the DDPG algorithm gradually converges to zero with the increase of steps. The right part of Figure 8 is the enlarged schematic diagram of area A. After 200 steps, the models generated by DDPG and DQN will guide the swing pole angle to vibrate around 0. The fluctuation range of the swing pole angle under the model generated by policy-gradient is $[-0.06, 0.06]$, which is larger than that of the above two models.

**Figure 7.** Comparison of test accuracy under different algorithms (cart position).

**Figure 8.** Comparison of test accuracy under different algorithms (swing pole angle).

By analyzing the distribution curves in Figures 7 and 8, the following conclusions can be drawn: i) The system stability of the policy-gradient algorithm is weaker than that of DQN and DDPG during the test process, and the car position and the swing pole angle are difficult to converged to zero. ii) During the test process of the DQN algorithm, the cart position and the swing pole angle distribution are both close to the zero. However, the output of the DQN algorithm is a discrete action.
In a continuous control system, the frequent output of discrete actions will affect the stability of the system, and on a physical platform, the large-scale pulsed current output can greatly reduce the lifetime of electronic devices. iii) DDPG algorithm is continuous action output. Compared to the DQN algorithm, the convergence rate is slower. During the test, as the number of steps increased, the cart position and the swing pole angle distribution gradually converged to zero. In an inverted pendulum system, the output of the DDPG model can ensure the stability of the system. Compared with the above three deep reinforcement learning algorithms, as a continuous action output algorithm, DDPG can be applied to the inverted pendulum control system and achieve good experimental results by introducing DRM into the algorithm.

4.4.2. Insufficient research and future work

According to the characteristics of the inverted pendulum NCS, deep reinforcement learning with DRM can solve the optimal control problem of the system. Through the above experiments, the control accuracy of the inverted pendulum system under different reward functions is compared. At present, this paper has the following deficiencies in experimental details: 1) This paper just introduce DRM to the inverted pendulum system without using more complex nonlinear systems. 2) In this paper, a novel DRM method is given, and the evaluation functions and reward function are established by taking the inverted pendulum system as an example, but the unified rules for the establishment of evaluation function are not given, i.e., it depends on the designer's personalized design. 3) The parameters of the inverted pendulum system used have limitations. For example, we only set the angle of the swing pole in the range of \([-0.174, 0.174]\), and did not study the control problem of a broader state space. 4) When designing the dynamic environment of the inverted pendulum system in this paper, the unstable disturbance of the real inverted pendulum experimental platform is not considered, which has certain limitations for deploying agent models to real physical platforms.

Future work will improve in the following aspects: 1) We will use the method of DRM in more nonlinear systems and summarize the applicability of the method in a wider experimental setting. 2) The construction of the evaluation function is a reward realization for a specific observation perspective. In the course of experiments in more nonlinear environments, the validity of the evaluation function and the design method will be summarized. 3) We will increase the control range of the swing pole angle in the inverted pendulum system, and use the deep reinforcement learning algorithms to solve the global optimal control problems. 4) We will design the target policy and action policy separately according to the importance sampling off policy learning theory in deep reinforcement learning. The action strategy is a strategy optimized for training in a dynamic environment, and the target strategy is a real experimental platform. The control strategy uses the action strategy to sample the data in the dynamic environment, which is used to predict the target strategy under the real experimental platform, so as to realize the optimal control of the real system.

5. Conclusions

In this paper, a reward mechanism based on control details is proposed for the first time. According to the specific requirements of control objectives, the state space is divided into different observation perspectives, and then the evaluation function is designed. Finally, the final reward
function is composed in the form of continuous multiplication of the evaluation functions, which replaces the utility function in HJB equation. Based on Lyapunov stability theory and Q-learning, the stability of the control law is proved. Then taking the nonlinear inverted pendulum system as the experiment object, the detail-reward mechanism is introduced into the deep reinforcement learning algorithms. After designing the reward function according to the detail-reward mechanism, the effects of different reward functions on the experimental accuracy are compared under three algorithms: DQN, policy-gradient and DDPG. The effectiveness of this method is proved by experiments, and the optimal reward function and deep reinforcement learning algorithm model of inverted pendulum system are determined. We will do the following work in the future: 1) Apply the detail reward mechanism to other deep reinforcement learning algorithms for verification, such as A3C, TD3 and PPO. 2) Apply the detail reward mechanism to more nonlinear control systems, such as multi-agent, robot motion control systems, etc. 3) Optimize the model generated by the deep reinforcement learning algorithm to improve the control effect.
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