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Abstract: This paper investigates the finite-time relative position coordinated control problem of
distributed spacecraft formation without velocity information over limited communication bandwidth.
In this design, a dynamic event triggered transmission scheme among spacecraft is designed to reduce
communication burden, and a finite-time extended state observer is proposed to estimate the velocity
information and the effects of non-linearity and disturbance of each spacecraft. A fast terminal sliding
mode control law is developed to achieve finite-time coordination of the overall spacecraft formation.
Finally, a numerical simulation is presented to demonstrate the effectiveness of the proposed control
strategy.
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1. Introduction

In advanced space technologies, spacecraft formation flying (SFF) technology has attracted con-
siderable attention due to its evident advantages over traditional single spacecraft technology, such as
low cost, high reliability, and greater flexibility. The applications of SFF technology have covered a
wide range of space missions, including Earth observation, deep space exploration, on-orbit servicing
and gravitational-wave detection [1–3]. For the SFF system, one of the main characteristics is that the
spacecraft in the system should coordinate with each other to perform the specified mission, and thus it
is crucial to design an efficient coordinated control strategy [4, 5]. In general, the existing coordinated
control strategies can be classified into centralized control strategies and decentralized control strate-
gies, in which decentralized strategies have high reliability and strong robustness [6–9]. Therefore,
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for SFF system, the development of decentralized coordinated control strategies with distinguished
potential in practical applications have received a great deal of research attention [10–14].

In traditional decentralized coordinated control methods, each spacecraft is required to continuously
broadcast its own real-time state and receive the real-time global state through the wireless commu-
nication network, which consumes significant communication resources and contains a large amount
of redundant communication. However, restricted by current launch capability and wireless commu-
nication technology, the on-board communication modules are generally small in size and narrow in
bandwidth, and a flood of unnecessary communication may cause congestion and packet loss. It is
therefore essential to investigate coordinated control strategies with less communication bandwidth
occupancy. In light of this, some recent investigations on SFF systems adopt an intermittent commu-
nication transmission strategy, called event triggered strategy (ETS), to schedule inter-spacecraft data
transmission [15–19]. In ETS, the communication is only carried out when a pre-defined triggering
condition is met, which significantly avoids the unnecessary communication waste caused by contin-
uous communication transmission or periodic communication transmission [20, 21]. More recently, a
dynamic event triggered transmission strategy (DETS) that can further reduce the communication fre-
quency has gained growing research interest [22]. By introducing an auxiliary dynamic variable, the
average inter-event interval of DETS can be larger than that of the traditional static ETS, thereby reduc-
ing the communication consumption. However, there has been little work on DETS-based distributed
coordinated control strategies for SFF systems.

It should be pointed out that, a majority of the existing studies on SFF systems have been concerned
with the asymptotical stability of the coordinated control strategy. However, the corresponding inves-
tigations on finite-time control strategy have attracted little research attention, not to mention the case
where unmeasured velocity and event triggered transmission are taken into account. In fact, finite-
time convergence performance is a very concerned indicator in engineering [23,24]. When performing
real-time and emergency space missions, it is more desirable to achieve finite-time coordination of the
SFF systems. It is, therefore, of essential practical significance to design an event-based velocity-free
coordinated control strategy that can provide finite-time relative position coordination for SFF, which
motivates this current study.

In this paper, a finite-time velocity-free relative position coordinated control strategy based on
DETS is proposed for SFF systems under an undirected communication graph. The entire design
process of this control strategy is divided into the following four steps: First, considering the situation
where the velocities of the spacecraft cannot be accurately measured, a finite-time extended state ob-
server (ESO) is constructed to estimate the velocity information and the effects of non-linearity and
disturbance of each spacecraft. Second, a DETS among spacecraft is designed to reduce communi-
cation burden. Further, on the basis of the proposed observer and ETS, a fast terminal sliding mode
(FTSM) coordinated control law is developed to achieve finite-time coordination of the overall space-
craft formation. Finally, a numerical simulation is performed to demonstrate the effectiveness of the
control law.

The main contributions of this paper lie in the following folds:

1) In this paper, a finite-time ESO is constructed to estimate the velocity information and the effects
of non-linearity and disturbance of each spacecraft, which lays the foundation for the subsequent
design of the finite-time controller.

2) Different from the traditional static ETS employed in coordinated control for SFF, in this design,
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a DETS is introduced into the SFF system, which can reduce the communication burden among
spacecraft more effectively than the static ETS.

3) In this paper, we have make the first attempt to investigate the coordinated control law design
problem for SFF systems where finite-time coordination, unmeasured velocity and the limited
communication bandwidth among spacecraft are considered simultaneously.

The arrangement of this paper is as follows. Preliminaries along with the problem formulation are
exhibited in Section 2. The main results of the ESO based FTSM coordinated control law under DETS
are presented in Section 3. The numerical simulation result is given in Section 4, to demonstrate the
performance of the proposed control strategies. Conclusions are provided in Section 5.

2. Preliminaries

2.1. Some definitions of graph theory

In fact, an SFF system is a typical kind of distributed network system in the aerospace area, and it
realizes coordinated flight on the basis of information exchange between spacecraft. On the other hand,
graph theory is a useful tool both in the description of information topology and in coordinated control
design [25]. Therefore, similar to most existing spacecraft formation coordinated control strategies
[15–19], in this paper, we employ the graph tool to describe the information transmission among
spacecraft and to cope with the problem of coordinated control law design. In this subsection, we will
introduce some basic definitions of graph.

A graph Λ = (υ, ς,G) consists of a node set (limited and non-empty) υ = {υ1, · · · , υn} , an edge set
(composed by ordered pairs of nodes) ς ⊆ υ × υ and a weight adjacency matrix G =

[
gi j

]
∈ Rn×n. If

all edges in a graph have no direction, the graph is classified as an undirected graph; otherwise, the
graph is classified as a directed graph. For the weight adjacency matrix, the default value of gii is 0. If
node υ j can transmit information to node υi, namely (υi, υ j) ∈ ς, the corresponding weighted adjacency
coefficient gi j > 0. Obviously, when it comes to undirected graphs, there is gi j = g ji > 0, once υi and
υ j are connected.

2.2. The relative dynamic model

The nonlinear dynamic model of SFF based on the relative position vector and relative velocity
vector is established in this paper. The schematic diagram of the relative motion of SFF is shown in
Figure 1, where S 0 denotes the leading spacecraft while S i (i = 1, 2, . . . n) denotes the ith follower. Two
coordinate frames are introduced to describe the absolute motion and relative motion: the geocentric
inertial coordinate frame C −OXYZ and the orbit coordinate frame of the leading spacecraft C − oxyz.
It should be noted that S 0 does not have to be a real spacecraft, and it could be a virtual leader for a
distributed SFF system, flying on an ideal Kepler orbit with its motion state known to all followers.
Since we are not going to discuss issues related to spacecraft attitude, to simplify the analysis below,
a spacecraft is considered as a particle. Then, the nonlinear relative position dynamic model of the ith
spacecraft represented in the orbital coordinate frame of the virtual leader can be written as follows [1]:
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Figure 1. Schematic representation of the SFF system.

ρ̇i(t) = vi(t)
v̇i(t) = Ci(θ̇(t))vi(t) + Di(θ̇(t), θ̈(t), ri(t))ρi(t) + Ni(ri(t), r0) +

fdi(t)
mi

+
fai(t)
mi

(1)

Ci(θ̇(t)) = 2θ̇(t)


0 1 0
−1 0 0
0 0 0


Di(θ̇(t), θ̈(t), ri(t)) = −

µ

r3
i (t)

I3 +


θ̇2(t) θ̈(t) 0
−θ̈(t) θ̇2(t) 0

0 0 0


Ni(ri(t), r0) = µ

[
−

r0
ri(t)

+ 1
r2

0
0 0

]T

where ri(t) (i = 0, 1, 2, . . . n) denotes the position vector in the geocentric inertial coordinate frame,
ρi(t) = ri(t) − r0 (i = 1, 2, . . . n) denotes the relative position vector in the orbit coordinate frame, µ
represents the gravitational coefficient of the earth, the angular velocity of the virtual leading spacecraft
is denoted by θ(t), fdi(t) represents the external disturbance force, the control force of the ith spacecraft
is denoted by fai(t), and the mass of each spacecraft is denoted by mi.

For an SFF mission, there will be a predesigned configuration, which provides the expected position
ρd

i (t) and the expected velocity vd
i (t) = ρ̇d

i (t) of each spacecraft. Subtracting the expected value from
the real value, we obtain the position tracking error eρi(t) = ρi(t) − ρd

i (t) and velocity tracking error
evi(t) = vi(t)−vd

i (t) of the ith spacecraft. Furthermore, the relative error dynamic model can be derived.

ėρi(t) = evi(t)
ėvi(t) = Ci(θ̇(t))vi(t) + Di(θ̇(t), θ̈(t), ri(t))ρi(t) + Ni(riv, r0) − v̇d

i (t) +
fdi(t)
mi

+
fai(t)
mi

(2)

Considering the relative position keeping problem for distributed SFF without velocity information
over limited communication bandwidth, this paper attempts to propose a finite-time coordinated control
law based on a state observer and ETS. That means that by applying the control law we would like to
make sure

∣∣∣eρi(t) − eρ j(t)
∣∣∣ ≤ ∆ρ,

∣∣∣evi(t) − ev j(t)
∣∣∣ ≤ ∆v, and eρi(t) → 0p, evi(t) → 0p in finite time, where

∆ρ and ∆v are small constants.
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2.3. Assumptions and Lemmas

Assumption 1. In the following derivation, we assumed that the communication topology among
spacecraft is undirected and connected.

Assumption 2. The external disturbance considered in this paper is assumed to be bounded, mean-
ing that ‖ fdi(t)‖ ≤ di holds, and the constant di ≥ 0.

Lemma 1 [26] : For positive constants xi(i = 1, 2, . . . , n) and q ∈ (0, 1), there are the following
relations

n∑
i=1

|xi|
1+q
≥

 n∑
i=1

|xi|
2


1+q

2

(|x1| + · · · |xn|)q
≤ |x1|

q + · · · |xn|
q.

Lemma 2 [26] : Suppose the dynamic model of the system is ṡ = f (s), s ∈ U ⊆ Rp, where U is an
open neighbor of the origin. If the Lyapunov function V(s) = 1

2 sT s satisfies the inequality

V̇ (s) ≤ −v1V (s) − v2Vγ (s) ,

s will converge to s = 0p in finite time, where constants v1, v2 > 0, 0 < γ < 1. The settling time can be
given by

T ≤
1

v1(1 − γ)
ln

v1V1−γ(s0) + v2

v2
.

Lemma 3 [26] : For a system with dynamic ṡ = f (s), s ∈ U ⊆ Rp, where U is an open neighbor of
the origin, if the Lyapunov function V(s) = 1

2 sT s satisfies the inequality

V̇ (s) ≤ −v1Vγ (s) ,

s will converge to s = 0p in finite time, where v1 > 0, 0 < γ < 1. The settling time can be given by

T ≤
V1−γ (s0)
v1(1 − γ)

.

3. Main results

In this section, the ESO-based finite-time relative position coordinated control law for distributed
SFF system under DETS will be investigated. A finite-time ESO method is developed first to obtain
the estimates of system states, based on which an FTSM control approach is proposed based on the
DETS to achieve the coordinated control objective.

3.1. Finite-time ESO

In practical engineering, due to cost and technology limitations, the velocity of a spacecraft may
be unavailable for precise measurement. An ESO has been recognized as an effective approach to
simultaneously compensate the system states and disturbances/uncertainty. Therefore, in this paper,
a modified ESO is proposed to generate finite-time observations of both the velocity information and
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the effects of non-linearity and disturbance of each spacecraft. Transform the dynamic (1) into the
following form:

ρ̇i(t)=vi(t)
v̇i(t)= f (ρi(t),vi(t))+uai(t)+Gi(t)

(3)

where, f (ρi(t),vi(t))=Civi(t) + Diρi(t), Gi(t)= (udi(t)+Ni(t)), uai(t) =
fai
mi

and udi(t) =
fdi
mi

. Let the ob-
served position and the observed velocity be ρ̂i(t), v̂i(t). Then, define position observation error and
velocity observation error as ρ̃i(t) = ρ̂i(t) − ρi(t) and ṽi(t) = v̂i(t) − vi(t), respectively.

Then, the finite-time ESO is designed as follows:

˙̂ρi(t)=v̂i(t) − Li1ρ̃i(t) − zi1(t)
˙̂vi(t)=Ĝi(t) + f (ρ̂i(t),v̂i(t))+uai(t)−zi2(t)

˙̂Gi(t) = −zi3(t)
(4)

where zi1(t) = α1sgn(ρ̃i(t)), zi2(t) = α2sgn(zi1(t)) + α3 zi1
q(t) + α4 zi1(t), zi3(t) = α5sgn(zi2(t)) + α6 zi2(t),

α1, α2, α3, α4, α5, α6 are parameters to be designed, and matrix Li1 = diag
{
li j

}
, li j ( j = 1, 2, 3) is a

constant, and q is a fraction that satisfies q<1 where the numerator and denominator are odd numbers.
By subtracting Eq (3) from Eq (4), the following error system is constructed:

˙̃ρi(t)=ṽi(t) − Li1ρ̃i(t) − zi1(t)
˙̃vi(t)=G̃i(t) + f (ρ̃i(t),ṽi(t))−zi2(t)

˙̃Gi(t)=−zi3(t) − Gi(t).
(5)

The convergence of the observer will be stated in Theorem 1.
Before giving Theorem 1, we make some assumptions from a practical point of view. The position,

velocity, non-linearity term and disturbance of a spacecraft cannot be infinite in actual systems; thus,
it is reasonable to assume that there exists an upper bound for the observation state. In other words,
we can always find positive constants M0 and G0 that make ‖ṽi(t)‖ ≤ M0 and

∥∥∥G̃i(t)
∥∥∥ ≤ G0 hold. Also,

there exists a positive constant C0, such that ‖Ci(t)‖ ≤ C0 holds. Moreover, external disturbances are
also bounded according to Assumption 2. It follows that there exists a positive constant G1 > 0 such
that ‖Gi(t)‖ ≤ G1 holds.

Theorem 1. For system (3), if the observer (4) is applied, and the design parameters satisfy:

α1>M0, α2>G0, α3>0, α4>C0, α5>G1, α6>0,

then ρi(t), vi(t) and Gi(t) can be accurately estimated by the designed observer in a finite time.

Proof. First, we analyze the convergence of ρ̃i(t). Propose such a Lyapunov candidate:

V0(t) =
1
2
ρ̃T

i (t)ρ̃i(t).

Taking the derivative of V0(t), we have

V̇0(t) =ρ̃T
i (t) ˙̃ρi(t)
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=ρ̃T
i (t)(ṽi(t) − Li1ρ̃i(t) + zi1(t))

=ρ̃T
i (t)ṽi(t) − Li1 ‖ρ̃i(t)‖2 − α1 ‖ρ̃i(t)‖

≤ − (α1 − M0) ‖ρ̃i(t)‖

≤ −
√

2(α1 − M0)V
1
2

0 (t). (6)

Note that α1>M0, and the finite-time convergence of ‖ρ̃i(t)‖ can be proved according to Lemma 3,
where

T0 ≤
V0

1
2 (0)

1
√

2
(α1 − M0)

.

Next, we perform the convergence analysis on ṽi(t). Suppose that ‖ρ̃i(t)‖ = 0, t ≥ T0 also represents∥∥∥ ˙̃ρi(t)
∥∥∥ = ṽi(t) − zi1(t) = 0, t ≥ T0. In other words, there is ṽi(t) = zi1(t), and t ≥ T0. Propose a new

Lyapunov candidate

V1(t) =
1
2

ṽT
i (t)ṽi(t).

Taking the time derivative of V1(t) yields

V̇1(t) =ṽT
i (t) ˙̃vi(t)

=ṽT
i (t)(G̃i(t) + f (ρ̃i(t),ṽi(t))−zi2(t))

=ṽT
i (t)(G̃i(t) + f (ρ̃i(t),ṽi(t))−α2sgn(vi(t)) − α3vi

q(t) − α4vi(t))

=ṽT
i (t)G̃i(t) + ṽT

i (t)Ciṽi(t) − α2 ‖ṽi(t)‖ − α3 ‖ṽi(t)‖1+q
− α4 ‖ṽi(t)‖2

≤ − (α2 −G0) ‖ṽi(t)‖ − α3 ‖ṽi(t)‖1+q
− (α4 −C0) ‖ṽi(t)‖2

≤ −
√

2(α2 −G0)V
1
2

1 (t) −
√

2α3V
(1+q)

2
1 (t) − (α4 −C0)V1(t). (7)

Note that α2>G0, α3>0, and α4>C0, and thus the finite-time convergence of ‖ṽi(t)‖ is proved ac-
cording to Lemma 2. That means there exists a time instant T1>T0, such that ‖ρ̃i(t)‖ = 0 and
‖ṽi(t)‖ = G̃i(t) − zi2(t) = 0 hold, when t>T1, where

T1 ≤
1

(α4 −C0)
ln

2(α4 −C0)V
1
2

1 (T0) +
√

2(α2 −G0)
√

2(α2 −G0)
+ T0.

Finally, the finite-time convergence analysis of
∥∥∥G̃i(t)

∥∥∥ is given as follows. Another new Lyapunov
candidate is proposed:

V2(t) =
1
2

G̃T
i (t)G̃i(t).

Taking the derivative of V2(t) yields

V̇2(t) =G̃T
i (t) ˙̃Gi(t)

=G̃T
i (t)(−α5sgn(zi2(t)) − α6 zi2(t) − Gi(t))

=G̃T
i (t)(−α5sgn(G̃i(t)) − α6G̃i(t) − Gi(t))
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= − G̃T
i (t)Gi(t) − α5

∥∥∥G̃i(t)
∥∥∥ − α6

∥∥∥G̃i(t)
∥∥∥2

≤ − (α5 −G1)
∥∥∥G̃i(t)

∥∥∥
≤ −
√

2(α5 −G1)V
1
2

2 (t). (8)

Similarly, by substituting α5>G1, α6>0,
∥∥∥G̃i(t)

∥∥∥ will converge to the origin in a finite time according
to Lemma 3. That means that there exists a time instant T2>T1, such that

∥∥∥G̃i(t)
∥∥∥ = 0 holds, when t>T2,

where

T2 ≤
V2

1
2 (T1)

1
√

2
(α5 −G1)

+ T1.

We thus complete the proof.

3.2. Finite-time relative position coordinated control strategy

In this subsection, based on the estimates v̂i(t) and Ĝi(t), we will propose an event-based FTSM
control law for SFF systems (1). First, a fast terminal sliding surface is given as follows:

ŝ(t) = γeρi(t) + ev̂i(t) + κsigβ(γeρi(t)) (9)

where sigβ(x) = diag(|xi|
β) sgn(x) =

[
|x1|

β sgn(x1) |x2|
β sgn(x2) · · · |xn|

β sgn(xn)
]T

, ev̂i(t)=v̂i(t)−vd
i (t) =

v̂i(t) − vi(t) + vi(t) − vd
i (t) = ṽi(t) + evi(t), and γ, κ ∈ R+are parameters to be designed.

For the convenience of later derivation, we define

êis(t) = ŝi(ti
ki

) − ŝi(t), η̂i(t) = ŝi(t) −

n∑
i=1

ŝi(t)

n
.

In order to reduce communication frequency, an improved DETS is introduced in this paper. To
better understand DETS, we first define a traditional static triggering condition as follows

L‖êis(t)‖ − ζ
n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥ ≥ 0 (10)

where ζ,L ∈ R+are parameters to be designed. Next, a dynamic variable Hi(t) is introduced:

Ḣi(t) = −λHi(t) + ζ
n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β+1
− L ‖êis(t)‖

n∑
j=1

gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β

Hi(0)>0
(11)

where constant β ∈ (0, 1) and λ ∈ R+ . It will be proved later that the dynamic variable Hi(t) remains
positive throughout the process. Then, the dynamic triggering condition can be defined as

hi(t) = θ(L‖êis(t)‖
n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β − ζ n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β+1

) − Hi(t) ≥ 0 (12)

where θ ∈ R+. From the triggering condition, during each interval
[
ti
ki
, ti

ki+1

)
, we have

(ζ
n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β+1
− L ‖êis(t)‖

n∑
j=1

gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β)> − 1

θ
Hi(t). (13)
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Substituting (13) into (11) yields

Ḣi(t) ≥ −λHi(t) − 1
θ
Hi(t). (14)

By applying the differential equation theorem and the comparison lemma, it follows that

Hi(t)>0. (15)

This completes the construction of the DETS. From the above DETS, the trigger state will only be
updated and broadcasted when the trigger condition (12) is met.

Further, a DETS based finite-time coordinate control law is proposed as

ui(t) =u1i(t)+u2i(t) (16)

u1i(t) = − w
n∑

j=1

gi jsigβ(ŝi(ti
ki

) − ŝ j(t
j
k j

)) − (Civ̂i(t) + Diρi(t)

+Ĝi(t) − v̇d
i (t) + γêvi(t) + κp

∣∣∣γeρi(t)
∣∣∣p−1

(γêvi(t)))
u2i(t) = − ki ŝi(t) − ςsgn(ŝi(t))

where ζ,w, ς, ki ∈ R+ are control parameters to be designed. The performance of the proposed control
law (16) is stated in Theorem 2.

Theorem 2. For distributed SFF systems (1) with the DETS based control law (16), suppose Assump-
tions 1 and 2 hold, and the following inequalities hold

ζw ≤
1
2
,L ≥ w, ς ≥ ∆̃max, ki > 0

where ∆̃max will be defined later in Eq (33). Then, the relative position coordination problem that states
in Section 2 can be achieved in a finite time.

Proof. The proof of Theorem 2 is divided into the following two parts.
(i) First, we should prove that spacecraft in a formation system can achieve consensus in a finite

time. Since it has been proved that the observation velocity can converge to a real velocity in finite
time T2, we set the initial moment when we start to exert control actions to t0 ≥ T2. Then, it is available
to use real velocity to replace the observed one in the following proof. By substituting the control law
(16) into the error dynamic model (2), we have

ėvi(t) = −γevi(t) − κp
∣∣∣γeρi(t)

∣∣∣p−1
(γėρi(t)) − w

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)) − kisi(t) − ςsgn(si(t)).

It follows from (9) that

ṡi(t) =γėρi(t) + ėvi(t) + κp
∣∣∣γeρi(t)

∣∣∣p−1
(γėρi(t))

= − kisi(t) − ςsgn(si(t)) − w
n∑

j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)). (17)
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Since the communication topology is undirected and connected, we have gi j = g ji, and obviously

n∑
i=1

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)) = 0 (18)

can be obtained. It follows that
n∑

i=1
ṡi(t)

n
= −

1
n

n∑
i=1

kisi(t) −
1
n

n∑
i=1

ςsgnsi(t) −
w
n

n∑
i=1

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

))

= −
1
n

n∑
i=1

kisi(t) −
1
n

n∑
i=1

ςsgnsi(t). (19)

Considering the following Lyapunov candidate:

V3(t) = V31(t) + V32(t)

where V31(t) = 1
2η

T (t)η(t), and V32(t) =
n∑

i=1
Hi(t). Taking the time derivative of V31(t), it is shown that

V̇31(t) =

n∑
i=1

ηi
T (t)η̇i(t)

=

n∑
i=1

ηi
T (t)(ṡi(t) −

1
n

n∑
j=1

ṡ j(t))

=

n∑
i=1

ηi
T (t)(−kisi(t) − ςsgn(si(t)) − w

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)))

+
1
n

n∑
i=1

ηi
T (t)(

n∑
j=1

k js j(t) +

n∑
j=1

ςsgns j(t))

=

n∑
i=1

ηi
T (t)(−w

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)))︸                                               ︷︷                                               ︸
term 1

−
1
n

n∑
i=1

ηi
T (t)

n∑
j=1

(kisi(t) − k js j(t))︸                                   ︷︷                                   ︸
term 2

+
1
n

n∑
i=1

ηi
T (t)(

n∑
j=1

ςsgns j(t) − ςsgn(si(t)))︸                                              ︷︷                                              ︸
term 3

. (20)

For the first term in V̇31(t), we have

n∑
i=1

ηi
T (t)(−w

n∑
j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

)))

= −
1
2

n∑
i=1

n∑
j=1

wgi j(ηi
T (t)(sigβ(si(ti

ki
) − s j(t

j
k j

))) − η j
T (t)(sigβ(si(ti

ki
) − s j(t

j
k j

))))
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= −
1
2

n∑
i=1

n∑
j=1

wgi j(ηi(t) − η j(t))(sigβ(si(ti
ki

) − s j(t
j
k j

)))

= −
1
2

n∑
i=1

n∑
j=1

wgi j(si(t) − s j(t))(sigβ(si(ti
ki

) − s j(t
j
k j

)))

= −
1
2

n∑
i=1

n∑
j=1

wgi j(si(ti
ki

) − s j(t
j
k j

) − eis(t) + e js(t))(sigβ(si(ti
ki

) − s j(t
j
k j

)))

= −
1
2

n∑
i=1

n∑
j=1

wgi j(si(ti
ki

) − s j(t
j
k j

))(sigβ(si(ti
ki

) − s j(t
j
k j

)))

+

n∑
i=1

n∑
j=1

eis(t)wgi j(sigβ(si(ti
ki

) − s j(t
j
k j

))).

For the second term in V̇31(t), it is derived that

−
1
n

n∑
i=1

ηi
T (t)

n∑
j=1

(kisi(t) − k js j(t))

≤ − kmin

n∑
i=1

ηi
T (t)

n∑
j=1

1
n

(si(t) − s j(t))

= − kmin

n∑
i=1

ηi
T (t)ηi(t). (21)

When it comes to the last term in V̇31(t), we can obtain

n∑
i=1

ηi
T (t)(

n∑
j=1
ςsgns j(t)

n
− ςsgnsi(t))

= −
ς

n

n∑
i=1

n∑
j=1

(si(t) − s(t))(sgnsi(t) − sgns j(t))

= −
ς

n

n∑
i=1

n∑
j=1

si(t)(sgnsi(t) − sgns j(t))

−
ς

n

n∑
i=1

n∑
j=1

s(t)sgnsi(t) +
ς

n

n∑
i=1

n∑
j=1

s(t)sgns j(t)

≤ −
ς

n

n∑
i=1

n∑
j=1

‖si(t)‖ (1 − |sgns j(t)|)

−
ς

n

n∑
i=1

n∑
j=1

s(t)sgnsi(t) +
ς

n

n∑
i=1

n∑
j=1

s(t)sgnsi(t) = 0. (22)
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By using the Cauchy-Schwarz inequality and Lemma 1, from V̇31(t) it can be further derived that

V̇31(t) ≤ −
1
2

n∑
i=1

n∑
j=1

wgi j

∥∥∥∥(si(ti
ki

) − s j(t
j
k j

)
)∥∥∥∥β+1

+

n∑
i=1

(w2eis
2(t))

1
2 (

n∑
j=1

gi j
2sig2β(si(ti

ki
) − s j(t

j
k j

)))
1
2

≤ −
1
2

n∑
i=1

n∑
j=1

wgi j

∥∥∥∥(si(ti
ki

) − s j(t
j
k j

)
)∥∥∥∥β+1

+

n∑
i=1

‖eis(t)‖w
n∑

j=1

∥∥∥gi j

∥∥∥ ∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β. (23)

According to the dynamic function (11), during each interval
[
ti
ki
, ti

ki+1

)
, we rewrite the second term

of V̇3(t) into the following version:

V̇32(t) =

n∑
i=1

Ḣi(t) (24)

= − λ

n∑
i=1

Hi(t) + ζ

n∑
i=1

n∑
j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β+1
− L

n∑
i=1

‖eis(t)‖
n∑

j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β . (25)

Since ζ ≤ 1
2w and L ≥ w, it follows that

V̇3(t) ≤ − λ
n∑

i=1

Hi(t) − (
1
2

w − ζ)
n∑

i=1

n∑
j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β+1

. (26)

Obviously, based on Lyapunov stability analysis theory, the asymptotical consensus of system (2) can
be achieved under the control law (16). Next, the finite-time consensus will be further proved.

For the dynamic variable Hi(t), it can be easily calculated that
n∑

i=1
Hi(t) ≥

n∑
i=1

H
1+β

2
i (t) − n. One can

thus obtain

V̇3(t) ≤ − λ
n∑

i=1

H
1+β

2
i (t) + ∆0 − (

1
2
− ζw)

n∑
i=1

n∑
j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β+1

(27)

where ∆0 = λn. On the one hand, it can be obtained that

V
1+β

2
(31,i)(t) =

∥∥∥∥∥∥∥
n∑

j=1

η j
T (t)η j(t)

∥∥∥∥∥∥∥
1+β

2

=

∥∥∥∥∥∥∥∥ 1
n2

 n∑
j=1

(
si(t) − s j(t)

)
T  n∑

j=1

(
si(t) − s j(t)

)
∥∥∥∥∥∥∥∥

1+β
2

=
1

n1+β

∥∥∥∥∥∥∥
n∑

j=1

(
si(t) − s j(t)

)∥∥∥∥∥∥∥
1+β

. (28)
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On the other hand, it can be deduced that

n∑
j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β+1
≥

∥∥∥∥∥∥∥
n∑

j=1

gi j(si(ti
ki

) − s j(t
j
k j

))

∥∥∥∥∥∥∥
β+1

. (29)

Furthermore, in view of practical engineering and ETS, the following inequality holds during each
trigger interval

[
ti
ki
, ti

ki+1

)
:∥∥∥∥∥∥∥
n∑

j=1

gi j(si(ti
ki

) − s j(t
j
k j

))

∥∥∥∥∥∥∥
β+1

≥ κi

∥∥∥∥∥∥∥
n∑

j=1

(si(t) − s j(t))

∥∥∥∥∥∥∥
β+1

− ∆i

where κi and ∆i are positive constants. That leads to

−(
1
2
− ζw)

n∑
i=1

n∑
j=1

gi j

∥∥∥∥si(ti
ki

) − s j(t
j
k j

)
∥∥∥∥β+1

≤ − φ1

n∑
i=1

∥∥∥∥∥∥∥
n∑

j=1

si(t) − s j(t)

∥∥∥∥∥∥∥
β+1

+ ∆

≤ − φ1n1+βV
1+β

2
31 (t) + ∆ (30)

where φi = κmin( 1
2 − ζw) and ∆ =

n∑
i=1

∆i. Moreover, we have

−λ

n∑
i=1

H
1+β

2
i (t) ≤ −λ(

n∑
i=1

Hi(t))
1+β

2 = −λV32
1+β

2 (t). (31)

In combination of Eqs (26), (30) and (31), it can be concluded that

V̇3(t) ≤ − φ1n1+βV31
1+β

2 (t)−λV32
1+β

2 (t) + ∆̃

≤ − φ2V3
1+β

2 (t) + ∆̃ (32)

where ∆̃ = ∆ + ∆0, φ2 = min{φ1n1+β, λ}. According to Lemma 3 and bounded theory, it can be proved
that the consensus error will converge to a small bound in a finite time T3, where

T3 ≤
V3

1−β
2 (T2)

φ2(1−β
2 )

+ T2.

(ii) Second, we should prove that the states of each spacecraft can converge to the expected values
in a finite time. Another Lyapunov candidate is proposed as

V4(t) =
1
2

sT (t)s(t).
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Taking the derivative of V4(t), one can obtain that

V̇4(t) =

n∑
i=1

si
T (t)ṡi(t)

=

n∑
i=1

si
T (t)(−kisi(t) − ςsgn(si)(t)−

n∑
j=1

wigi jsigβ(si(ti
ki

) − s j(t
j
k j

)))

= −

n∑
i=1

si
T (t)kisi(t) −

n∑
i=1

si
T (t)ςsgn(si(t))−

n∑
i=1

n∑
j=1

wigi jsi
T (t)sigβ(si(ti

ki
) − s j(t

j
k j

))

≤ −

n∑
i=1

si
T (t)kisi(t) −

n∑
i=1

(ς−∆̃i) ‖si(t)‖

≤ − 2
n∑

i=1

(
1
2

kisi
T (t)si(t)) −

√
2

n∑
i=1

(ς−∆̃i)
∥∥∥∥∥1

2
si

T (t)si(t)
∥∥∥∥∥ 1

2

≤ − φ3V4(t) − φ4V4
1
2 (t) (33)

where φ3 = 2κmin, φ4 =
√

2(ς−∆̃max), ∆̃i = ∆i + ∆0, and ∆̃max = max {∆̃i, i = 1, 2, ..., n}. According
to Lemma 2, the finite-time convergence of each spacecraft is proved, and the convergence time T4

satisfies

T4 ≤
2
φ3

ln
φ3V

1
2 (T3) + φ4

φ4
+ T3.

Hence, the proof of Theorem 2 is finished.

3.3. Zeno behavior analysis

For an event triggered control system, not only the stability of the controller should be analyzed,
but also the Zeno behavior in the system should be further analyzed. In this subsection, we would like
to exclude the Zeno behavior by proving that the trigger interval cannot be infinitely small.

Theorem 3. For an SFF system (1) under the proposed control law (16) and the triggering function
(12), there exists a lower bound for the time interval between any two triggers. In other words, there
will be no Zeno behaviour during the whole process.

Proof. During each trigger interval
[
ti
ki
, ti

ki+1

)
, it is easy to obtain that

lim
t→tiki+1

‖eis(t)‖ =

∥∥∥∥∥∥∥
∫ tiki+1

tiki

ėis(z)dz + eis(ti
ki

)

∥∥∥∥∥∥∥
≤

∫ tiki+1

tiki

‖ėis(z)‖dz

=

∫ tiki+1

tiki

‖ṡi(z)‖dz. (34)
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By substituting Eq (17) into (34), we have∫ tiki+1

tiki

‖ṡi(z)‖dz =

∫ tiki+1

tiki

∥∥∥∥∥∥∥−kisi(z) − ςsgn(si(z))−
n∑

j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

))

∥∥∥∥∥∥∥dz

≤

∫ tiki+1

tiki

‖kisi(z)‖ +
∥∥∥ςsgn(si(z))

∥∥∥ +

∥∥∥∥∥∥∥
n∑

j=1

gi jsigβ(si(ti
ki

) − s j(t
j
k j

))

∥∥∥∥∥∥∥dz. (35)

Since ||si(t)|| and
∥∥∥∥sigβ(si(ti

ki
) − s j(t

j
k j

))
∥∥∥∥ are bounded, it can be obtained that

lim
t→tiki+1

‖eis(t)‖ ≤
∫ tiki+1

tiki

Msi + ςi +

n∑
j=1

gi jMhi

 dz

≤
(
ti
ki+1 − ti

ki

) Msi + ςi +

n∑
j=1

gi jMhi

 (36)

where Msi, Mhi represent the upper bounds of ||si|| and
∥∥∥∥sigβ(si(ti

ki
) − s j(t

j
k j

))
∥∥∥∥ respectively. Recalling

the trigger condition (12), and thus we have

lim
t→tiki+1

‖eis(t)‖ =
1
L

ζ
n∑

j=1

gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥ +

1
θ
H

1+β
2

i (t)
n∑

j=1
gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥β

 . (37)

It follows from Eqs (36) and (37) that(
ti
ki+1 − ti

ki

)
≥ lim

t→tiki+1

‖eis(t)‖(
Msi + ς +

n∑
j=1

gi jMhi

)

≥

1
L

(
ζ

n∑
j=1

gi j

∥∥∥∥ŝi(ti
ki

) − ŝ j(t
j
k j

)
∥∥∥∥ + 1

θMhi
H

1+β
2

i (t)
)

(
Msi + ς +

n∑
j=1

gi jMhi

)

≥

1
LθMhi

H
1+β

2
i (t)(

Msi + ς +
n∑

j=1
gi jMhi

) . (38)

Notice that it has been proved that Hi(t)>0; in each interval
[
ti
ki
, ti

ki+1

)
, there must exist a lower bound

H(i,k)>0 for Hi(t). It follows that

(
ti
ki+1 − ti

ki

)
≥

1
LθMhi
H

1+β
2

(i,k)(
Msi + ςi + ‖Di‖ +

n∑
j=1

gi jMhi

)>0. (39)

Based on the above deduction, we proved that the interval between two triggers of spacecraft is
strictly greater than a positive constant, which means that Zeno behavior is avoided in the DETS. This
completes the proof for Theorem 3.
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4. Simulation results

This section takes the three-spacecraft distributed formation system as an example to verify the ef-
fectiveness of ESO (4), DETS (12) and the FTSM control law (16) through simulation. The simulation
scenario and parameter settings are as follows.

Assuming that the spacecraft in the formation are of equal mass, and mi = 100 Kg (i = 1, 2, 3).
The external disturbance in the simulation is taken as fdi(t) = 0.0001 × [ sin(3t), cos(4t), sin(5t)]T N.
Assume that the three spacecraft are slightly deviated from the pre-designed relative orbit at the initial
time. The initial relative position errors and the initial velocity errors are set as eρ1(0) = [14, 11,−5]T

m, eρ2(0) = [17, 12, 18]T m, eρ3(0) = [−8, 13, 6]T m, evi(0) = [0, 0, 0]T m/s, (i = 1, 2, 3). For the
communication topology, the weighted adjacency is set as

G =


0 1 1
1 0 1
1 1 0

.
The parameters of the ESO are chosen as li j = 5, (i, j = 1, 2, 3), α1 = 1, α2 = 0.1, α3 = 4, α4 = 5,
α5 = 0.01, α6 = 0.01 and q = 1

5 . We select the parameters of the FTSM control law as w = 1,
k1 = k2 = k3 = 3, γ = 0.1, ς = 0.2, κ = 0.1, p = 1

7 . In addition, since the control force in practical
engineering cannot be infinite, we limit the control force to 1N in the simulation. Simulation results
under the above parameter settings are provided in Figures 2–12.
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Figure 2. Coordination schematics.

Figure 2 shows the 3D trajectory of the formation, from which we can see that the spacecraft
converged to the expected orbit. The trajectories of the estimation error vectors are shown in Figures 3–
5. Obviously, the position observation error, the velocity observation error and the merging observation
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Figure 3. Position observation error.
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Figure 4. Velocity observation error.
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Figure 5. Nonlinearity and disturbance observation error.
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Figure 7. Relative position error.
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Figure 8. Relative velocity error.
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error of non-linearity and disturbance quickly converge to the origin. Figure 6 shows the trajectory of
the coordination vector. Figures 7–9 show, respectively, the trajectory of the relative position error
vector, the trajectory of the relative velocity error vector and the trajectory of the sliding surface vector
of the simulation system. The trajectory of the control force vector is shown in Figure 10. It can be
seen that states of three spacecraft converge at around 150 s in a coordinated manner under control law
(16). The coordination accuracy is within 1×10−5 m, the relative position accuracy is within 5×10−5 m,
and the relative velocity accuracy is within 2 × 10−7 m. Finally, the trigger instants for each spacecraft
are exhibited in Figure 11 (according to the dynamic trigger condition (12), once hi ≥ 0, an event
is triggered). It can be noticed that under the DETS, the communication frequency is significantly
reduced, and the Zeno behaviour is successfully avoided. In order to further illustrate the effectiveness
of DETS (12), we added a comparative simulation by replacing DETS (12) with traditional static ETS
(10), and the trigger instants under static ETS are exhibited in Figure 12. From the simulation figures,
it can be seen that under the same working conditions, the amount of trigger instants for DETS is less
than that of the static ETS, which shows the superiority of the method proposed in this paper.

Through the above simulation results, we know that the finite-time relative position coordination
can be achieved under the proposed FTSM control law in the presence of lacking velocity information
and limited communication. The finite-time ESO can accurately and rapidly generate observations of
position, velocity and the merging of non-linearity and disturbance. Also, the DETS can effectively
reduce the communication frequency while ensuring the accuracy of the coordination.

5. Conclusions

In this paper, we made the first attempt to investigate the coordinated control law for SFF systems
that simultaneously considers finite-time coordination, unmeasured velocity and limited communica-
tion bandwidth. An ESO based FTSM control law under DETS was proposed. Lyapunov based theo-
retical stability analysis and numerical simulation have been carried out to verify the effectiveness of
the control law. The result shows that finite-time relative position coordination of a distributed space-
craft formation without velocity information over limited communication bandwidth can be achieved
by applying the proposed control law. Future work will focus on the optimization of the controller
parameters using artificial intelligence technology.
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