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Abstract: There are two main factors involved in documents classification, document representation 
method and classification algorithm. In this study, we focus on document representation method and 
demonstrate that the choice of representation methods has impacts on quality of classification results. 
We propose a document representation strategy for supervised text classification named document 
representation based on global policy (DRGP), which can obtain an appropriate document 
representation according to the distribution of terms. The main idea of DRGP is to construct the 
optimization function through the importance of terms to different categories. In the experiments, we 
investigate the effects of DRGP on the 20 Newsgroups, Reuters21578 datasets, and using the SVM as 
classifier. The results show that the DRGP outperforms other text representation strategy schemes, 
such as Document Max, Document Two Max and global policy. 
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1. Introduction  

Text categorization (TC) is a task of automatically classifying unlabeled natural language 
documents into a predefined set of semantic categories. As the first and a vital step, text representation 
converts the content of a textual document into a compact format so that the document can be 
recognized and classified by classifiers [1]. The vector space model (VSM) is the most widely used 
text representation model in text categorization. In VSM, a document is represented as a vector in term 
spaces, such as d = {t1, t2, …, tn}, where n is the number of features in a corpus. The value of ti 
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represents how much the term ti contributes to the semantics of document d. The terms in VSM are 
extracted from training set. They can be words, phrases, or n-grams, etc [2]. 

Each document in datasets is represented as a corresponding vector in vector space. The elements 
in each vector are weighted by term weighting methods. Most studies of term weighting methods for 
TC has showed that supervised term weighting methods are superior to unsupervised term weighting 
methods [3]. The traditional term weighting methods for TC are usually borrowed from IR and belong 
to the unsupervised term weighting methods. The simplest one is binary representation. The most 
popular one is tf*idf. Note that the tf here also has various variants such as raw term frequency, log (tf), 
log (tf + 1), or log (tf) + 1. Besides, the idf factor (usually computed as log(N/ni)) also has a number of 
variants such as log (N/ni + 1)), log (N/ni) + 1), and log (N/ni) -1), etc [3]. TC is a supervised learning 
task because the category labels of training documents are available in advance. Generally, this known 
information has been used in supervised term weighting methods in the following ways. One approach 
is to weight terms by adopting feature selection metrics such as chi-square, information gain, gain ratio, 
etc. The purpose of feature selection is to select the feature with the most discriminative ability for the 
current classification problem, reduce the feature dimension of the data set, and improve the 
classification efficiency and accuracy. Another approach is to weight terms in the interaction with a 
text classifier. For example, in [4], terms are weighted using an iterative approach involving the k-
Nearest Neighbor at each step. For each iteration, the weight is adjusted according to the classification 
results on the evaluation set. However, this method is usually time-consuming, especially when dealing 
with large-scale data problems. 

The difference between unsupervised term weighting methods and supervised term weighting 
methods is that supervised term weighting methods use class information in training set. However, 
most of the existing methods did not discuss the representation of test documents for supervised term 
weighting methods [5]. Since test documents do not have any class information and supervised term 
weighting methods require it. A test document can be first represented as |C| different vectors by using 
estimated distribution of each class, cj, and then it has to be represented as one vector that well 
describes the document in vector space. |C| is the number of classes. 

There are two major strategies, local policy and global policy [6–8]. In local policy, each test 
document in the independent binary classification task will be represented as a single vector. This 
means that the vector representation of each document is not an independent vector but a corresponding 
vector collection which combines with specific binary classification tasks. Global policy has been 
widely used. Each document will have a global independent representation. In most classification tasks, 
each document is generally assigned to one category and labeled with the most similar class label. For 
example, when using k-Nearest Neighbor classifier, the category of an unknown document will obtain 
the nearest k documents by calculating the Euclidean distance (or Mahalanobis distance or Manhattan 
distance) from other documents, and then determine the category of the unknown document according 
to the category of these documents. Thus, most of the classification tasks are regarded as single label 
task and use global policy [9]. In addition, there are some models based on neural networks [10–12]. 
This study focuses on models based on global policy, Younghoong Ko proposed Word Max (W-Max), 
Document Max (D-Max) and Document Two Max (D-TMax) to optimize text representation method 
and improve the classification performance [9], the idea behind W-Max is same as traditional global 
policy method. In these three methods, any method cannot always obtain optimal values for different 
data sets. These methods are discussed in Section 2.  

Due to the above aspects, is there a relatively general strategy for supervised term weighting 
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schemes, and, if yes, which one can achieve better performance? This is the first question we wish to 
address in this study.  

In this study, we investigate several well-known document representation strategies, including 
“global policy”, W-Max, D-Max, and D-TMax for supervised term weighting schemes. Since we have 
not discovered similar work presently, this investigation is significant and valuable in document 
representation strategy for supervised term weighting schemes in automatic text categorization. At the 
same time, a new document representation strategy for supervised term weighting schemes is proposed. 
These five document representation strategies are tested on two famous document collections, i.e., 
Reuters-21578 (skewed category distribution) and 20 Newsgroups (uniform category distribution). We 
discuss the experimental results in detail and draw conclusions from different aspects. 

The remainder of this paper is organized as follows. We briefly review several document 
representation strategies in Section 2. Section 3 introduces our proposed document representation 
strategy, as well as a short discussion of the method. We show experimental results in Section 4, and 
finally, we draw conclusions and discuss future work in Section 5. 

2. A brief review of document representation strategies 

In the scenario of text categorization, an indexing procedure which converts the raw document 
into a vector representation is usually necessary since text documents cannot be directly interpreted by 
a classifier. Document representation is thereby one of the essential components for the construction 
of a classifier. There are some different types of document representation methods: VSM, Latent 
Semantic Indexing (LSI) [13] and Latent Dirichlet Allocation (LDA) [14] and the representation 
method based on word vector model, such as Word2Vec [15]. 

LSI approximates the source space with fewer dimensions which uses matrix algebra technique. 
Probabilistic Latent Semantic Indexing (PLSI) has a more solid statistical foundation compared with 
LSI, since it’s based on the likelihood principle and defines a proper generative model of the data [16]. 
Blei, et al. proposed a more widely used topic model, LDA after PLSI. It can recognize the latent topics 
of documents and use topic probability distribution for representations. Word2vec model and 
application by Mikolov et al. have attracted a great amount of attention. Its core idea is to get the 
vectorial representation of words through the context of words. There are two methods: CBOW and 
Skip-gram. The vector representations of words learned by word2vec models have been shown to carry 
semantic meanings. In this representation method, words with similar semantics will have similar 
vector representation. In this section, we briefly review several document representation strategies 
based on VSM, the most classical method. 

2.1. Global policy 

In local policy, each test document in the independent binary classification task will be 
represented as a single vector. 

Global policy is defined as follows. 

𝑇𝑊ሺ𝑡ሻ ൌ
| |

1
max

C

i
𝑇𝑊ሺ𝑡, 𝑐௜ሻ                                         (1) 

where TW(t) is the final weight of a term t; TW(t,ci) is weight of term t in category ci obtained with 
supervised term weighting methods. In the process of initial representation, a test document can be 
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represented as |C| different vectors. After using appropriate selection policy, it can be represented as 
one vector which well describes the document. Global policy selects the maximum term value among 
all categories for each term. Although this method is effective in some cases, it can not ensure that it 
has the ability to select the most effective term weighting vector for current test samples. Since test 
documents do not have any class information and supervised term weighting schemes required. 
Besides local policy and global policy, Younghoong Ko proposed the following three solutions for this 
problem, i.e., W-Max, D-Max and D-TMax [9]. Now, they are described as follows. Based on the idea 

of global policy, there are also some methods, such as the sum 𝑓௦௨௠ሺ𝑡௞ሻ ൌ ∑ 𝑓ሺ𝑡௞, 𝑐௜ሻ|஼|
௜ୀଵ , or the 

weighted sum 𝑓௪௦௨௠ሺ𝑡௞ሻ ൌ ∑ 𝑃ሺ𝑐௜ሻ𝑓ሺ𝑡௞, 𝑐௜ሻ|஼|
௜ୀଵ , or the maximum 𝑓௠௔௫ሺ𝑡௞ሻ ൌ 𝑚𝑎𝑥௜ୀଵ

|஼| ሺ𝑡௞, 𝑐௜ሻ.These 

functions try to capture the intuition that the best terms for one category are the ones distributed most 
differently in the sets of positive and negative examples of the category [17]. Now, we described 
Younghoong Ko ’s methods as follows. 

2.2. W-Max 

Each term’s value of term weighting vector will be replaced by the maximum value of the 
corresponding dimension’s term weight in all categories. After comparing with global policy, we may 
find that they have the same idea. 

2.3. D-Max 

The sum of all term weights in each term weighting vector is first calculated and then one term 
weighting vector with the maximum sum value is selected as the document representation vector. 

2.4. DT-Max 

The sum of all term weights in each term weighting vector is calculated and then two term 
weighting vectors with the two largest sum values are selected. Then the term weighting vector is 
constructed by choosing the higher term weighting value from the selected two term weighting vectors 
for each corresponding dimension’s term weight. 

To discuss the difference between the above strategies, we take some examples as follows. 
Assuming that there is a training set D = {d1, d2, …, dn} with m terms, where n is the number of 
documents and these documents belong to |C| categories. Corresponding to category set C = {c1, c2, …, 
c|C|}, there is a term weighting vector set V = {v1, v2, …, v|C|}. The matrix M (consist of v1 to v|C|) is 
defined as follows. 
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In Eq (2), tij is j-th element of the term weighting vector for category ci, it is calculated using a 
certain term weighting method (such as tf*tf, tf*or or other term weighting methods). Assuming that 
the term weighting vector of test set is vd = {w1, w2, …, wm}, wk is the k-th element of vd. 

When W-Max is used, wk can be defined as follows. 

    𝑤௞ ൌ
| |

1
max

C

i
ሺ𝑤௜௞ሻ; 𝑘 ∈ ሾ1, 𝑚ሿ                                    (3) 

In Eq (3), wik is the k-th element of the vector when category ci is used as a positive category. 
When D-Max is used, the sum of all term weights in each vector vi is first calculated. 

    𝑠𝑢𝑚௜ ൌ ∑ 𝑡௜௝
௠
௝ୀଵ                                                 (4) 

After sorting all sumi, D-Max selects the maximum value summaxi. The term weighting vector 
corresponding to summaxi will be selected as vd. 

When D-TMax is used, the sum of all term weights in each vector vi is first calculated using the 
above Eq (4). Then the two largest sum values are selected, which are labeled as sumx and sumy, 
respectively. The subscript x and y are indexs of different categories. The k-th element of vd is 
calculated as Eq (5). 

𝑤௞ ൌ 𝑚𝑎𝑥൫𝑡௫௞, 𝑡௬௞൯; 𝑥 ് 𝑦 ∈ ሾ1, 𝑐ሿ, 𝑘 ∈ ሾ1, 𝑚ሿ                          (5) 

When compared with W-Max (global policy) method, the other two methods achieved good 
performance in Youngjoong Ko’s experiments, i.e., D-TMax achieved good performance in 
Reuters21578 (skewed category distribution) while D-Max achieved good performance in 20 
Newsgroups (uniform category distribution) [8]. Through experiments on the two famous document 
collections, we can draw a conclusion that the same method may have different effects on different 
data set. 

3. Methodology 

Our review of document representation shows that different data sets require different methods to 
achieve good performance. How can we know the effect of document representation method before 
we choose it? In other words, when selecting a document representation strategy for an unknown data 
set, which method is a better choice? This is the second question we asked in this study. We will present 
the answer at the end of this paper. Table 1 records the numbers of documents which contain term tk 
and do not contain term tk under category ci and 𝑐𝑖ഥ. Usually, d >> a, b, c. 

Table 1. The Contingency Table for Category ci and Term tk. 

 tk 𝑡௞ഥ  
Positive Category: ci a b 
Positive Category: 𝑐పഥ  c d 

The improper selecting of document representation strategy would lead to the problem of 
inappropriate to assign the weight to terms. A test document can be first represented as |C| different 
vectors by using estimated distribution of each category. For some categories, the weight they assign 
to terms would has a negative impact on the role of terms in classification. To illustrate this, suppose 
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the training set is skewed with 19 documents, 5 terms and 5 categories. The relationship between term, 
document, and category is shown in Table 2. The number in Table 2 represents the times that a term 
occurs in a document.  

Table 2. The relationship between term, document, and category. 

category document t1 t2 t3 t4 t5 
C1 d1 0 0 2 19 3 
C1 d2 0 1 3 0 3 
C1 d3 0 0 5 16 2 
C1 d4 4 0 1 15 2 
C1 d5 0 0 2 18 3 
C2 d6 0 0 2 14 3 
C2 d7 0 1 3 0 3 
C2 d8 0 0 5 13 2 
C2 d9 4 0 1 11 2 
C2 d10 0 0 2 17 3 
C3 d11 0 0 3 0 3 
C3 d12 0 0 1 1 3 
C3 d13 0 1 1 0 2 
C4 d14 1 99 3 2 1 
C4 d15 2 99 1 1 1 
C4 d16 1 99 1 2 1 
C5 d17 4 0 3 0 3 
C5 d18 4 0 1 0 3 
C5 d19 4 1 1 0 2 

According to some supervised term weighting schemes, here we use tf*rf as an example [1]. 
Based on notations in table 1, it is defined as follows. 

   𝑡𝑓 ∗ 𝑟𝑓 ൌ 𝑡𝑓 ∗ 𝑙𝑜𝑔ሺ2 ൅
௔

௠௔௖ሺଵ,௖ሻ
ሻ                                     (6) 

The term weights of t1 to t5 for each category are shown in Table 3. 

Table 3. The term weights of t1 to t5 for each category. 

category t1 t2 t3 t4 t5 
C1 1.1155 1.1699 1.2538 1.3626 1.2538 
C2 1.1155 1.1699 1.2538 1.3626 1.2538 
C3 1.0000 1.1699 1.1375 1.0704 1.1375 
C4 1.2630 1.4510 1.0875 1.1520 1.0875 
C5 1.4594 1.0000 1.1375 1.0000 1.1375 

In Younghoong Ko’s methods, D-TMax selects the two largest sum values. For multi-class 
classification problems, in order to obtain better performance, can more categories be selected? Now 
we will select 1 to 5 categories to test this hypothesis. When choosing 1 or 2 categories, it is called “D-
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Max” (Document Max) or “D-TMax” (Document Two Max) [9]. Based on this rule, we named 3, 4 
and 5 categories as “D-3Max” (Document Three Max), “D-4Max” (Document Four Max) and “D-
5Max” (Document Five Max). For multiclass text categorization, we named it “D-NMax” (Document 
Number Max) in this study. The number of selected categories and corresponding results are shown in 
the Table 4. 

Table 4. The number of selected categories and corresponding results. 

method t1 t2 t3 t4 t5 
D-Max 1.1155 1.1699 1.2538 1.3626 1.2538 
D-TMax 1.1155 1.1699 1.2538 1.3626 1.2538 
D-3Max 1.2630 1.4510 1.2538 1.3626 1.2538 
D-4Max 1.4594 1.4510 1.2538 1.3626 1.2538 
D-5Max 1.4594 1.4510 1.2538 1.3626 1.2538 

According to table 2, the frequency of features in each category, t3 and t5 are evenly distributed 
in each category and do not have the ability to distinguish categories. According to the distribution of 
t1, t2 and t4, these three terms are relatively distinguishable, especially t2, which is very concentrated in 
C4, and its term weight should be the highest among these five terms. Although t1 appears centrally in 
C5, it also appears in individual documents of categories C1, C2 and C4. It has little ability to distinguish 
categories. For t4, its distinguishing ability is not specific to a single category. In other words, it can 
only distinguish C1 and C2 from other categories, but cannot distinguish whether the document belongs 
to C1 or C2. The result in bold in the Table 4 violates our intuition that the weight of t1, t2 and t4 should 
be large, and the weight of t1 should be relatively small compared to t2 and t4. Since t1 appear with a 
low frequency in documents compared to t2 and t4. Another unreasonable observation is that t1 in some 
documents (d4 and d9) in category 1 and category 2 also have same frequency when compared to t1 in 
the documents in category 5. After observation, we can find that the results of D-Max, D-TMax and D-
5Max (W-Max) cannot boost the performance of text categorization. The results from D-3Max are 
consistent with our intuition that the weight of t1, t2 and t4 should be large, and the weight of t1 should 
be relatively small. In order to overcome the shortcomings of Younghoong Ko’s methods, in this 
section we explain our proposed DRGP method, which will choose the traversal method to 
appropriately weigh the contribution of each term. The DRGP can select the appropriate “N” (in D-
NMax) to enhance the performance of text categorization. While our previous work in [18] 
provided experimental evidence for the effectiveness of DRGP under particular experimental 
circumstances, we formally address how and why this new method is proposed using analytical 
explanation and empirical observation. Results in Section 4 show that the proposed strategy 
outperforms other methods significantly. 

In the DRGP method, by traversing the term weighting vectors generated by each class, we 
compare their weighting effects on the training set. The term weighting vector which produces the best 
effect on training set will be selected as the term weighting vector of test set. The idea of the proposed 
method is mainly inspired by Younghoong Ko, Miao and Kamel [19]. They proposed a pairwise 
optimized Rocchio algorithm, which dynamically adjusts the prototype position between pairs of 
categories on training set, and record the best prototype position for test set. We summarize the main 
process of DRGP as Algorithm 1. 
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Algorithm 1: document representation strategy based on global policy (DRGP) 
Input: 

fea: feature matrix of training set 
gnd: a vector of labels for documents in training set 

Output:  
selectedC: the most appropriate N value (in D-NMax) for current dataset 

Local variables 
|C|: total number of categories; 
M: total number of features; 
termWeightingVec1: the set of |C| original term weighting vectors; 
termWeightingVec1i: i-th vector of the original term weighting vectors; 
termWeightingVec2i: i-th vector of the reconstructed term weighting vectors; 
sumVeci: sum value of all terms in i-th term weighting vector; 
sortSum: sorted list of each sum values; 
weightedFeai: the weighted fea by using termWeightingVec2i; 
MicroF1

i: result of 10-fold cross validation on weightedFeai; 
begin 
1:     apply supervised term weighting method to fea, and get termWeightingVec1; 
2:     for i = 1 to |C| 
3:         for j = 1 to M 
4:             compute sumVeci for termWeightingVec1i; 
5:         end for 
6:     end for 
7:     sort all sumVeci, and get sortSum; 
8:     for i = 1 to |C| 
9:         for j = 1 to M 
10:            for k=1 to i 
11:                tempC = sortSum[k] 
12:                construct termWeightingVec2i by the following ways. The j-th dimension of 

each vector in the selected k term weighting vectors is obtained, i.e.,
termWeightingVec1[tempC][j].  

13:                the maximum value of all termWeightingVec1[tempC][j] will be selected as the 
j-th value of the termWeightingVec2i; 

14:            end for 
15:        end for 
16:    end for 
17:    for i = 1 to |C| 
18:        compute weightedFeai; 
19:    end for 
20:    for i = 1 to |C| 
21:        compute MicroF1

i; 
22:    end for 
23:    record i corresponding to the maximum MicroF1

i, and assign it to selectedC; 
end 
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After the algorithm 1 is executed, we can get selectedC, that is, the N value in D-NMax. Then we 
can use the following Eq (7) to calculate the term weighting vector of test set. The sum of all term 
weights in each vector vi is first calculated using Eq (4). Then the N largest sum values are selected, 
which are labeled as sum1, sum2 ...sumi... and sumN, respectively. The subscript 1, 2 ...i... and N are 
index of different categories. The k-th element of vd is calculated as Eq (7). 

   𝑤௞ ൌ 𝑚𝑎𝑥ሺ 𝑡ଵ௞, 𝑡ଶ௞, … 𝑡௜௞ … , 𝑡ே௞ሻ; 𝑖𝜖ሾ1, 𝑁ሿ, 𝑘𝜖ሾ1, 𝑚ሿ                     (7) 

In algorithm 1, steps 1 to 6, first apply the term weighting method to the original data set to obtain 
|C| original term weighting vectors. Sum the original feature weight vectors separately to get sumVeci. 
Steps 8 to 16, sort all sumVeci to get sortSum, and reconstruct |C| term weighting vectors by the 
following way. Select the first 1 to |C| vectors of sortSum in turn, and construct one term weighting 
vector each time. The j-th dimension element of the term weighting vector is selected in the following 
method: the maximum value of the j-th dimension of the currently selected k term weighting vectors. 
Steps 17 to 19, through the newly constructed |C| term weighting vector termWeightingVec2, weight 
the fea matrix respectively, and each termWeightingVec2i will get the corresponding weightedFeai. 
Steps 20 to 22, verify each weightedFeai through ten-fold cross-validation, and record the 
corresponding result MicroF1

i. Step 23, record the maximum MicroF1 and the corresponding weight 
vector sequence number i as the result of selectedC. The MicroF1 is the popular performance measure 
in text categorization and the formula will present in Section 4. 

However, the algorithm has a shortcoming for its high time complexity. The most time-complex 
part is to calculate MicroF1

i (steps 19 to 21, in bold), which is calculated using ten-fold cross-validation. 
According to Lin’s 2006 “machine learning summer school”, “the time complexity of the support 
vector machine algorithm is O(N3)”. Therefore, the time complexity of this algorithm can be estimated 
as O(|C|*N3). Compared with some algorithms that use time in exchange for space, the DRGP 
algorithm uses time in exchange for precision. This algorithm is more suitable for classification 
systems that use a fixed training set, that is, after one training on the training set to find the optimal 
model, it can be applied to the classification system without changing the parameters for a long time. 

4. Experimental results  

4.1. Data corpora 

4.1.1. The 20 Newsgroups corpus 

The 20 Newsgroups corpus is a generally used benchmark dataset in the TC [20]. In the corpus, 
there are 20,000 newsgroup documents nearly uniformly distributed into 20 classes. In this study, we 
use the 20 Newsgroups sorted by the date. After removing duplicates and headers, the remaining 
18,846 documents are partitioned into 11,314 (about 60 percent) training documents and 7532 (about 
40 percent) testing documents. After preprocessing, there are 26,214 distinct words in this data set. 

4.1.2. The Reuters21578 corpus 

The Reuters21578 corpus is used in many experiments and it contains 21,578 documents in 135 
categories [21,22]. We use its ModApte version. There are 5946 training documents and 2347 testing 
documents in this version. In the study, we choose the top 10 largest categories which have 5228 
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training documents and 2057 testing documents. After preprocessing, the resulting vocabulary has 
18,221 distinct words. Compared with 20 Newsgroups, it is a skewed data set and 80 percent of the 
categories have less than 7.5 percent instances. 

The statistics of datasets are listed in Table 5. 

Table 5. Statistics of datasets. 

Datasets # of documents distinct words # of classes # of training  # of testing  
20 Newsgroups 18,846 26,214 20 11,314 7532 
Reuters21578 7285 18,221 10 5228 2057 

4.2. Combined document representation strategies 

Some different document representation strategies listed in Table 6 are selected in this study. 
Besides D-Max, D-TMax and W-Max, we also investigate the D-NMax in the experiment. In the 
experiment, we list the results of the selected categories from 1 to the maximum. We can see the 
corresponding results when the number of selected categories is changed. 

Table 6. Summary of document representation strategies. 

Denoted by Description 

D-Max 
The sum of all term weights in each term weighting vector is first calculated 
and then one term weighting vector with the maximum sum value is selected 
as the document representation vector. 

D-TMax 

The sum of all term weights in each term weighting vector is calculated and 
then two term weighting vectors with the two largest sum values are selected. 
Then the term weighting vector is constructed by choosing the higher term 
weighting value from the selected two term weighting vectors for each 
corresponding dimension’s term weight. 

D-NMax 

The sum of all term weights in each term weighting vector is calculated and 
then N term weighting vectors with the N largest sum values are selected. 
Then the term weighting vector is constructed by choosing the highest term 
weighting value from the selected N term weighting vectors for each 
corresponding dimension’s term weight. 

W-Max 
(global policy) 

Each term’s value of term weighting vector will be replaced by the maximum 
value of the corresponding dimension’s term weight in all categories. 

4.3. Learning algorithms 

To evaluate classification performance of the proposed method, we choose the promising Support 
Vector Machines (SVM) learning algorithm in this study [23,24]. Although other algorithms such as k 
Nearest Neighbor, Decision Tree and Naive Bayes are also widely used, they are not included because 
the real number format of term weights could not be used except for the binary representation (see an 
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exception in [25]). Finally, the SVM learning algorithm scale to large classification problems with 
thousands of features and examples. 

The SVM is a relatively efficient machine learning algorithm which shows a good performance. 
It is based on the structural risk minimization principle from computational learning theory [26]. It can 
handle the large-scale and high-dimensional data sets with high classification accuracy. According to 
different kernel functions, SVMs are divided into two categories: nonlinear (such as polynomial, 
sigmoid function, radial-based function) and linear methods. Leopold and Kindermann pointed out 
that term weighting schemes dominate the performance of SVM classifiers rather than the kernel 
functions [27]. Moreover, the literatures have proven that the linear SVM is superior to nonlinear SVM [28]. 
So, we select the linear kernel function in this study. The other parameters of SVM are set to their 
default values. The SVM software used is from LIBSVM-3.14 [29].  

4.4. Performance evaluation 

The standard measures to determine the performance of a classification task are precision and 
recall [30,31]. However, it is well known that we may receive low recall when we obtain high precision. 
It will be ineffective if precision and recall are separated [1]. The widely used measure is F1 measure 
which combines the precision and recall. For a given category i, Precision, Recall and F1 measure are 
defined as follows.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௜ ൌ 𝑇𝑃௜/ሺ𝑇𝑃௜ ൅ 𝐹𝑃௜ሻ                                    (8) 

𝑅𝑒𝑐𝑎𝑙𝑙௜ ൌ 𝑇𝑃௜/ሺ𝑇𝑃௜ ൅ 𝐹𝑁௜ሻ                                     (9) 

𝐹ଵ
௜ ൌ ሺ2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௜ ∗ 𝑅𝑒𝑐𝑎𝑙𝑙௜ሻ/ ሺ𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௜ ൅ 𝑅𝑒𝑐𝑎𝑙𝑙௜ሻ                    (10) 

where 𝑇𝑃௜ is the number of documents assigned correctly to class i, 𝐹𝑃௜ is the number of documents 
that do not belong to class i but are assigned to class i. 𝐹𝑁௜ is the number of documents that actually 
belong to class i but are not assigned to the class i. 

The F1 measure is estimated by MicroF1 and MacroF1 [32]. In this study, MicroF1 and 
MacroF1 are employed to measure the performance of the proposed method. They are computed 
as in Eqs (11) and (12). 

𝑀𝑖𝑐𝑟𝑜𝐹ଵ ൌ 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙                               (11) 

𝑀𝑎𝑐𝑟𝑜𝐹ଵ ൌ
ଵ

௠
∗ ∑ 𝐹ଵ

௜௠
௜ୀଵ                                          (12) 

In Eq (10), m is the number of categories. The MicroF1 assigns equal weight to each document 
and it is considered as an average over all the document/category pairs. The MacroF1 assigns equal 
weight to each category and is influenced by the results of rare categories.  

In order to verify the effectiveness of the proposed method in the experiment, besides tf*rf 
mentioned before, we also include the tf*or which is widely used in the previous study [33]. Its formula 
is expressed as 

𝑡𝑓 ∗ 𝑜𝑟 ൌ 𝑡𝑓 ∗ log ቀ௔∗ௗ

௕∗௖
ቁ                                           (13) 
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4.5. Experiments 

The main purpose of the experiments is to address the two questions, i.e., to explore the 
superiority of document representation strategy for supervised term weighting schemes and find a 
measure before choosing a document representation strategy. To accomplish this, we compare the 
methods on two popular benchmark data corpora, i.e., 20 Newsgroups and Reuters-21578, using SVM 
in terms of MicroF1 and MacroF1 measure. In addition to showing the corresponding results of DRGP 
in the experiment, the corresponding results of selecting other number of categories are also listed. The 
experimental results and discussion on these two corpora are in Sections 4.5.1–4.5.3. 

4.5.1. Results and discussion on the 20 newsgroups corpora 

The returned value of selectedC is 20 when DRGP is used on 20 Newsgroups which are weighted 
by tf*or term weighting method. Then we can use the formula (7) to calculate the term weighting 
vector of test set. Figure 1 shows the results of MicroF1 and MacroF1 when using supervised term 
weighting method tf*or and SVM classification algorithm with linear kernel functions on 20 
Newsgroups. The best MicroF1 (0.7884) and MacroF1 (0.7837) are achieved by using DRGP and W-
Max. The result obtained by D-Max is 0.5539 (MicroF1) and 0.5521 (MacroF1), and the result obtained 
by D-TMax is 0.6036 (MicroF1) and 0.6027 (MacroF1). It is more intuitive that the results and trends 
of MicroF1 and MacroF1 on the 20 newsgroups are basically the same. The main reason is that 20 
Newsgroups is a balanced dataset. 

 

Figure 1. A comparison on MicroF1 and MacroF1 using DRGP, tf*or and SVM. 

The returned value of selectedC is 20 when DRGP is used on 20 Newsgroups which are weighted 
by tf*rf term weighting method. Then we can use the formula (7) to calculate the term weighting vector 
of test set. Figure 2 shows the results of MicroF1 and MacroF1 when using supervised term weighting 
method tf*rf and SVM classification algorithm with linear kernel functions on 20 Newsgroups. The 
best MicroF1 (0.7958) and MacroF1 (0.7909) are achieved by using DRGP and W-Max. The result 
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obtained by D-Max is 0.7562 (MicroF1) and 0.7502 (MacroF1), and the result obtained by D-TMax is 
0.7592 (MicroF1) and 0.7529 (MacroF1). 

 

Figure 2. A comparison on MicroF1 and MacroF1 using DRGP, tf*rf and SVM. 

4.5.2. Results and discussion on reuters-21578 corpora 

 

Figure 3. A comparison on MicroF1 and MacroF1 using DRGP, tf*or and SVM. 

The returned value of selectedC is 6 when DRGP is used on Reuters-21578 which are weighted 
by tf*or term weighting method. Then we can use the Eq (7) to calculate the term weighting vector of 
test set. Figure 3 shows the results of MicroF1 and MacroF1 when using supervised term weighting 
method tf*or and SVM classification algorithm with linear kernel functions on Reuters-21578. In other 
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words, the most appropriate N value for current dataset is 6. The sum of all term weights in each term 
weighting vector is calculated and then six term weighting vectors corresponding to the first six largest 
sum values are selected. Then the term weighting vector is constructed by choosing the highest term 
weighting value from the selected six term weighting vectors for each corresponding dimension’s term 
weight. The best MicroF1 (0.9203) and MacroF1 (0.8919) are achieved by using DRGP. The result 
obtained by D-Max is 0.8769 (MicroF1) and 0.8284 (MacroF1), and the result obtained by D-TMax is 
0.8697 (MicroF1) and 0.825 (MacroF1), and the result obtained by W-Max is 0.8898 (MicroF1) and 
0.882 (MacroF1). 

The returned value of selectedC is 6 when DRGP is used on Reuters-21578 which are weighted 
by tf*rf term weighting method. Then we can use the Eq (7) to calculate the term weighting vector of 
test set. Figure 4 shows the results of MicroF1 and MacroF1 when using supervised term weighting 
method tf*rf and SVM classification algorithm with linear kernel functions on Reuters-21578. The best 
MicroF1 (0.9283) and MacroF1 (0.9086) are achieved by using DRGP. The result obtained by D-Max 
is 0.9258 (MicroF1) and 0.9077 (MacroF1), and the result obtained by D-TMax is 0.9258 (MicroF1) 
and 0.8966 (MacroF1), and the result obtained by W-Max is 0.9269 (MicroF1) and 0.9049 (MacroF1). 

 

Figure 4. A comparison on MicroF1 and MacroF1 using DRGP, tf*rf and SVM. 

4.5.3. Discussion on the effects of corpora on different algorithms 

The above results showed that DRGP and W-Max achieved the best performance on 20 
Newsgroups while DRGP achieved the best performance on Reuters-21578. In addition, the results 
and trends of MicroF1 and MacroF1 on 20 Newsgroups are basically consistent. We think it is very 
natural results. Because 20 Newsgroups is a balanced dataset and Reuters-21578 is a skewed dataset. 
Many documents in Reuters-21578 have two or more labels. For example, if a document with two 
labels is represented by using only one class distribution between two labels, classifiers could has some 
difficulty to classify it in the other class. 

In skewed data sets, it is not suitable to adopt the document representation strategy of D-Max, D-
TMax, and W-Max (global policy). Note that although our experiments use the same corpus and same 
evaluation measure as Youngjoong Ko’s [8], there are minor differences in data preparation such as 
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the stemming or stop words lists for text preprocessing and the different feature selection measures. 
On Reuters-21578, the experimental results show the same phenomenon, that the results obtained by 
D-TMax are greater than D-Max, and the results obtained by W-Max method are the worst. 

In the experimental results, we can observe that on the balanced data set (20 Newsgroups), 
MicroF1 and MacroF1 will increase with the increase of selection categories. However, the result of 
skewed data set (Reuters-21578) is that MicroF1 and MacroF1 first increase and then decrease with the 
increase of selection categories. Therefore, in order to obtain better results, it is necessary to select the 
appropriate method according to the characteristics of the data set. The proposed DRGP method has 
achieved best performance in both balanced and skewed data sets. Especially on skewed dataset, the 
results achieved are greatly improved compared to the results achieved by traditional methods. It 
should be noted that here we only use tf*or and tf*rf weighting methods and SVM classification method. 
Our method can be extended to other supervised term weighting methods, and other classifiers can be 
used for cross validation or classification. 

5. Conclusions 

Document representation is one of the most important parts for constructing a text classifier. For 
the supervised term weighting methods, in addition to the global policy, there is local policy, including 
D-Max, D-TMax and W-Max, etc. Faced with so many strategies, we are not sure how to choose to 
achieve the best results. That is, the N value in D-NMax cannot be determined.  

In this study, we studied and solved this problem. We found that representation methods should 
be chosen according to corpora characteristics to have better classification performance. Compared 
with other methods, such as D-Max, D-TMax and W-Max, the method proposed in this study is not 
only a weighting method, but also a selection strategy. The method can select the appropriate N (in D-
NMax) value according to distribution of each category in the dataset. By testing the proposed method 
on two representative supervised term weighting methods (tf*rf and tf*or) on two datasets (20 
Newsgroups and Reuters-21578), it can be obtained that the method is effective on both balanced and 
unbalanced datasets.  

Based on the original document representation method, the proposed method introduces the idea 
of traversal. Through cross validation, the proposed method first finds the optimal document 
representation model on the training set, and then applies the selected model to the test set. Due to the 
different working mechanism of different classifiers, different classifiers may have an impact on the 
final results, but the method proposed in this paper has no special requirements for classifiers. In this 
study, we use the SVM. This method can be extended to other supervised feature weighting methods, 
and other classifiers can be used for cross validation or classification. Compared with the original 
document representation methods, the proposed method increases the additional computational cost 
(cross validation on the test set). In the next research, we will continue to study and introduce new 
optimization methods to reduce the calculation cost. 

At the end of this study, we answer the questions we raised in the beginning of the paper as conclusions: 
1) Is there a relatively general strategy for supervised term weighting schemes, and, if yes, which 

one can achieve better performance? 
Through a series of evaluations in text categorization, including balanced dataset and skewed 

dataset, we find that the performances of W-Max, D-Max, D-TMax get different results on different 
types of datasets. The proposed DRGP and W-Max achieved the best performance on 20 Newsgroups. 
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Besides, the proposed DRGP achieved the best performance on Reuters-21578. 
2) How can we know the effect of document representation method before we choose it? In other 

words, when selecting a document representation strategy for an unknown data set, which method is 
the best choice? 

In this study, we propose the DRGP method, which can select appropriate representation strategy 
for an unknown dataset. No matter the data set is uniform or not, it will use traversal method on the 
constructed optimization function to find the document representation strategy on training set, then 
apply it on test set. The DRGP exhibit stable and consistent improvement over most of the previous 
document representations mentioned in the experiments. 
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