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Abstract: The rapid development of urban informatization is an important way for cities to achieve a 
higher pattern, but the accompanying information security problem become a major challenge 
restricting the efficiency of urban development. Therefore, effective identification and assessment of 
information security risks has become a key factor to improve the efficiency of urban development. In 
this paper, an information security risk assessment method based on fuzzy theory and neural network 
technology is proposed to help identify and solve the information security problem in the development 
of urban informatization. Combined with the theory of information ecology, this method establishes an 
improved fuzzy neural network model from four aspects by using fuzzy theory, neural network model 
and DEMATEL method, and then constructs the information security risk assessment system of smart 
city. According to this method, this paper analyzed 25 smart cities in China, and provided suggestions 
and guidance for information security control in the process of urban informatization construction. 
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1. Introduction 

The rapid development of information technology provides a new direction for urban 
development—smart city [1–5]. Smart cities achieve sustainable and healthy development through 
informatization, but also bring risks and hidden dangers (such as personal information leakage, spam 
and fraud) [6–8]. These risks and hidden dangers have seriously affected the further development of 
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the city. How to evaluate and deal with the information security problems of the city and improve 
the management and decision-making efficiency of the city manager has become a key link to the 
urban development [9–12]. 

As the primary purpose of information security risk assessment, the construction of an 
information security risk assessment indicator system has been widely studied [13–15]. However, with 
the acceleration of the informatisation process, more complex information security issues, indicators 
and ambiguous indicator boundaries have to be considered; all these factors subject the construction 
of a risk assessment indicator system to ambiguity and uncertainty [16–18]. To solve this problem, 
many methods have been proposed; these methods can be divided into three categories: soft 
computing-based, hybrid model-based and neural network-based methods. 

Soft computing-based methods solve the problem at the cost of tolerating uncertainty and 
inaccuracy in the calculation process; they primarily include the analytic hierarchy process (AHP) and 
fuzzy computing. AHP [19,20] is a multi-objective decision-making method that combines qualitative 
and quantitative analyses; it can decompose complex problems into multiple simple problems in a 
hierarchical structure for easy analysis. However, all the parameters in this method are provided by 
experts, resulting in few quantitative components and easily introduced subjective factors. Fuzzy 
computing is based on fuzzy theory; it improves indicator system construction by simulating the 
ambiguity and uncertainty of a risk indicator. In 2005, Chang et al. [21] pointed out the importance of 
ambiguity and uncertainty in information security risk assessment and proposed that they can be solved 
through fuzzy set theory. Moreover, they presented the fuzzy weighted average method and provided 
useful guidance for the construction of a risk assessment indicator system. In 2009, Gao et al. [22] 
proposed a grey system theory-based information security risk assessment method to eliminate 
parameter uncertainty in an indicator system. This method classified parameters into grey and vacant 
parameters and estimated them via three probability distributions. The preceding examples have 
achieved good results in dealing with the uncertainty of a risk assessment indicator system. However, 
with the increasing complexity of practical problems, simple fuzzy computing methods (i.e., type-1 
fuzzy logic system) have been unable to realise the processing of this uncertainty [23–25]. Therefore, 
higher-order fuzzy logic systems (FLSs) based on type-2 fuzzy sets (T2FSs), such as interval/general 
type-2 FLS, have been introduced into the construction of risk assessment indicator systems [26,27]. 
Through T2FSs, FLS can simultaneously consider inter-uncertainty between different objects and 
intra-uncertainty between different parts of an object during decision-making [28,29]. To understand 
the effect of information technology on cybercrime, Mansour et al. [30] produced a risk assessment 
result based on four risk factors (vulnerability, threat, likelihood and impact) in accordance with a 
high-order fuzzy inference model; they predicted some types of behaviour that may threaten 
information security. However, a major problem in FLS is the huge computational requirement, which 
can be alleviated by combining with the ZSlice method [31]. Zhao et al. [32] recently proposed the 
zSlice and general T2FSs-based method (zGT2FSs). They modelled and analysed the status quo of a 
smart city in China and identified five key factors that affect smart city information security: 1) data 
encryption and recovery, 2) failure rate of software and hardware, 3) practitioner intelligence level, 4) 
maturity of a smart city application system and 5) access control and identity authentication. They then 
emphasised that government departments should ensure the stability of smart city information security 
by strengthening the top-level design, establishing and improving the information security 
management mechanism, avoiding overlapping or missing functions of participating departments and 
optimising access control and identity authentication. 
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A hybrid model-based method constructs an information security risk assessment indicator 
system by integrating two or more simple models. Through the superposition of simple models, it can 
overcome the deficiency of soft computing-based methods, i.e., computational complexity increases 
with an increase in problem requirements. Classic simple models include AHP, analytic network 
process (ANP), decision-making trial and assessment laboratory (DEMATEL) and event tree analysis 
(ETA). Classic combinations include ‘AHP+fuzzy theory’, ‘ANP+fuzzy theory’, ‘DEMATEL+ANP’, 
‘failure mode and effect analysis+fuzzy theory’, ‘ETA+fuzzy theory’ and ‘‘information entropy+fuzzy 
theory’. To address the limitation of the current risk assessment indicator system of being unable to 
provide the numerical value of risk and avoid interference, Wang and Lin [33] proposed a quantitative 
model of a risk assessment indicator system based on a fuzzy algorithm and a hierarchical structure. 
In this method, factors such as network services, hosts, hacker threats and network vulnerabilities were 
considered in AHP for analysis. Then, the fuzzy algorithm was used to infer the risk value of each 
layer from global and local. However, AHP must assume independence between decisions and 
alternatives, and such process cannot be achieved due to the ambiguity and uncertainty of indicators. 
Many references have overcome the dependency problem by adopting ‘ANP+fuzzy theory’ [34]. 
However, the normalisation of weighted hypermatrices in ANP is a difficult task. To alleviate this 
problem, Ouyang et al. [35] proposed a risk assessment indicator system construction method by 
combining DEMATEL with ANP. This method was applied to estimate the risk of security breaches, 
occurrence probability and consequence of the risk. Experiments showed that the method could 
overcome the influence of fuzzy factors brought by expert assessment and the dependence between 
decision and scheme. However, this method could not provide the best scheme in accordance with 
decision’s risk level. In 2016, Ana et al. [36] proposed a fuzzy decision theory-based information 
security risk assessment method, which could select appropriate schemes for different risk levels 
through ETA and fuzzy decision theory. However, the suitable selection of a scheme requires an 
accurate assessment of the risk level. To address this issue, Cheng et al. [37] introduced information 
entropy into information security risk assessment in 2017 and proposed a quantitative risk analysis 
method based on fuzzy comprehensive analysis and information entropy. This method firstly defines 
the risk degree (i.e., the estimation of risk probability and impact) in accordance with information entropy. 
Then, it uses a fuzzy comprehensive assessment method to evaluate risk factors. Finally, the weight of 
risk is determined through the entropy weight coefficient, which can measure ambiguity and uncertainty. 

The neural network-based method constructs the risk assessment indicator system through 
powerful nonlinear processing and learning abilities [38–40]. The use of neural networks has become 
a persistent trend in the construction of information security risk assessment indicator systems [41,42]. 
In 2016, Song et al. [43] proposed a genetic algorithm and back-propagation (BP) neural network 
(BPNN)-based information security risk assessment model (GA-BP) to improve risk assessment. They 
classified risk factors into four categories: asset identification, threat identification, vulnerability 
identification and system identification. Then, they further divided the 4 categories into 14 factors in 
accordance with the national standards and the actual situation of industries. The simulation results 
showed that GA-BP provided less simulation errors and better fitting effect; it is an excellent 
information security risk assessment model. However, training speed is the greatest problem in neural 
networks. On the basis of particle swarm optimization (PSO) and BPNN, Guo et al. [44] proposed a 
PSO-BPNN model for information security risk assessment. In this method, PSO was used to find the 
best initial value before network iteration to address the slow convergence and accuracy problems of 
BPNN. In summary, although the aforementioned methods have achieved excellent results, the 
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widespread use of neural networks still poses a huge challenge because of the black box problem (i.e., 
unclear intermediate process). 

In conclusion, some shortcomings still exist in the construction of smart city information security 
risk assessment indicator systems. Soft computing-based methods can disregard ambiguity and 
uncertainty, but the expertise required from researchers increases dramatically with an increase in 
problem demands. Hybrid model-based methods reduce the requirement for expertise through the 
superposition of simple models; however, their accuracy should be further improved. Neural network-
based methods are the most convenient and accurate at present; nevertheless, they cannot provide 
additional guidance to the construction of indicator systems due to the black box problem. 

In this paper, on the basis of quantitative fuzzy comprehensive analysis, DEMATEL and radial 
basis function neural network (RBFNN), we proposed a new smart city information security risk 
assessment method (Fuzzy DRBFNN), which can identify risk factors, provide effective suggestions 
for decision makers and improve management efficiency. Firstly, expert assessment is pre-processed 
via fuzzy comprehensive analysis to preserve ambiguity and uncertainty. Secondly, the processed 
expert assessment is integrated with official statistical data and inputted into RBFNN to obtain the 
contribution of a risk indicator. Finally, the contribution of a risk indicator is processed via DEMATEL 
to construct a clear and precise information security risk assessment indicator system. The method is 
applied to the construction of China’s smart city information security risk assessment indicator system. 
The results show that urban cloud platform construction, data encryption technology and safety 
education and training are the key risk indicators that affecting the smart city information security. 

2. Methods 

Information security risk assessment is the process of evaluating the security attributes (e.g., 
confidentiality, integrity and availability) of an information system and the information it processes, 
transmits and stores. Constructing an information security risk assessment indicator system can predict 
possible risks and propose corresponding solutions. However, with the increase in the number of 
assessment indicators and the blurring of boundaries, the construction of a risk assessment indicator 
system is always affected by ambiguity and uncertainty. At present, the risk research methods that have 
been applied to information security include Random Forest, DEMATEL, Bayesian Network and so 
on. Although these methods effectively avoid the ambiguity and uncertainty, their accuracy is difficult 
to be improved due to the lack of feature expression ability. Fortunately, neural networks can. The 
commonly used neural network models are back propagation neural network (BPNN) and its variants. 
However, the greatest problem of BPNN is the huge computational burden caused by the fully 
connected mode between network layers. In addition, BPNN is strongly uninterpretable, which is not 
conducive to researchers to build a clear and accurate index system of information security risk 
assessment. The radial basis function neural network (RBFNN) is the most interpretable neural 
network model because it builds mappings between inputs and hidden layers through known 
mathematical functions. Therefore, on the basis of hidden layers, a clear risk assessment indicator 
system can be built to guide the information security construction of smart cities. 

In this study, we proposed an information security risk assessment method using improved 
RBFNN. There are three parts (Figure 1): 1) Quantitative fuzzy comprehensive analysis-based data 
pre-processing. 2) RBFNN-based information security risk training. 3) DEMATEL-based indicator 
system construction. 
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Figure 1. Flowchart of fuzzy DRBFNN. The diagram consists of four sections, with the 
top right corner describing the workflow of the method. The method consists of three steps, 
each of which is shown separately in the other three sections. In part 1, expert data and 
official data are used to obtain the experimental data through fuzzy comprehensive analysis. 
In part 2, an RBFNN network is trained to predict the risk of urban information security, 
and finally the parameters of the hidden layer of the network are passed into part 3 for 
DEMATEL to build the indicator system. 

2.1. Fuzzy comprehensive analysis 

Ambiguity and uncertainty, which are artificially introduced by expert assessment, are the most 
common unavoidable factors in the construction of an information security risk assessment indicator 
system. In general, experts’ scores for an indicator are frequently composed of several discrete ratings. 
However, the internal change of an indicator, i.e., the change of one indicator relative to another, tends 
to be a gradual rather than an abrupt process. Such discrepancy in the indicator value caused by the 
difference between the expert assessment result and the actual result is one of the reasons for ambiguity 
and uncertainty [45–47]. To eliminate the influence of uncertainties from the source, a quantitative 
fuzzy comprehensive analysis is used to pre-process the assessment results of experts. The major 
process is described as follows. 

1) Determine the assessment indicator universe 𝐴 𝐴 , 𝐴 , ⋯ , 𝐴 . 
2) Determine the indicator level universe 𝑉 𝑉 , 𝑉 , ⋯ , 𝑉 . 
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3) Get the fuzzy relation matrix 𝑆 between assessment indicators and indicator levels by experts vote. 

 𝑆
𝑆 ⋯ 𝑆

⋮ ⋱ ⋮
𝑆 ⋯ 𝑆

 (1)

4) Set the fuzzy weight vector 𝑄 𝑞 , 𝑞 , ⋯ , 𝑞  for the assessment level. 
5) Computing the fuzzy comprehensive assessment vector 𝑊 𝑄 ∗ 𝑆 of indicator. 

2.2. RBFNN 

The traditional information security risk assessment method experiences difficulty in achieving 
good generalisation and robustness. Moreover, it requires a huge amount of professional knowledge. 
Neural networks can break through this dilemma. The commonly used neural network models are 
BPNN and its variants. However, the greatest problem of BPNN is the huge computational burden. As 
a better strategy, RBFNN is selected as the primary model for information security risk assessment in 
our study because it requires fewer parameters and computation than BPNN [48–50]. In addition, 
RBFNN is the most interpretable neural network model which can alleviate the black box problem to 
a certain extent. By taking advantage of these characteristics, a more accurate information security risk 
assessment indicator system is constructed by the middle layer of RBFNN in this section. RBFNN 
generally consists of three layers: the input, hidden and output layers (Figure 2). 

 

Figure 2. Network structure of RBFNN. 

In general, RBFNN can be regarded in two parts: the feature extraction module and linear fitting 
module. The first two layers are responsible for feature extraction, whilst the last layer is responsible 
for fitting a linear model. 

Feature extraction module: The feature extraction module is primarily realised by a set of radial 
basis function (RBF). RBF is described as follows: 

 𝜙 ‖𝑥 𝑐 ‖ exp 𝛽 ‖𝑥 𝑐 ‖  (2)

where 𝛽  is a hyperparameter that requires no training, 𝑐  is a trainable parameter that is only 
required to randomly sample from 𝐷 . 
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As shown in the formula, RBF takes the distance (e.g., Euclidean distance) between the input and 
𝑐  as its independent variable. The closer the input is to 𝑐 , the higher its activation degree. Therefore, 
RBFNN exhibits the property of ‘local mapping’: for risk indicators related to 𝑐 , their role will be 
amplified, whilst be weakened. In accordance with this property, a clearly delimited and functional 
risk assessment indicator system can be obtained, which is impossible with BPNN. 

Linear fitting module: this module fits a linear model 𝑦 𝑤 𝜙 𝑤 𝜙 ⋯ 𝑤 𝜙  based 
on feature set 𝜙 , 𝜙 , ⋯ , 𝜙 . The linear model can be solved via the least square method instead of 
gradient descent, which is the reason for the high interpretability and fast training speed of RBFNN. 

2.3. DEMATEL 

The purpose of information security risk assessment is not only to accurately assess the risk level 
of a city, but also to construct an accurate and effective indicator system and provide guidance to the 
city’s information security construction. For this purpose, a clear and precise information security risk 
assessment indicator system is constructed via DEMATEL. By calculating the impact, affected, 
centrality and cause degrees, the position of an indicator in the entire indicator system can be 
determined [51–53], and the key indicator can be used to reorganise the new indicator system. The 
major process is described as follows. 

1) Obtain the direct influence matrix 𝐵 by standardising the influence relationship matrix 𝐼𝑅: 

 𝐵
𝐼𝑅

𝑚𝑎𝑥 𝑚𝑎𝑥 ∑ 𝐼𝑅 , 𝑚𝑎𝑥 ∑ 𝐼𝑅
 (3)

2) Construct the comprehensive influence matrix 𝑇 via matrix 𝐵: 

 𝑇 lim
→

𝐵 𝐵 𝐼 𝐵  (4)

3) Calculate the impact degree 𝑅, affected degree 𝐷, centrality degree 𝐶𝑒𝑛 and cause degree 
𝐶𝑎𝑢 for all the risk indicators: 

 𝑅 𝑇  (5)

 𝐷 𝑇  (6)

 𝐶𝑒𝑛 𝑅 𝐷  (7)

 𝐶𝑎𝑢 𝑅 𝐷  (8)

4) Construct the centrality-cause diagram with the centrality degree and cause degree as the 
horizontal and vertical axes, respectively, to find the key indicator. 

Here, matrix 𝑇 reflects the comprehensive influence amongst indicators. 𝐼 is the identity matrix 
with element 𝑇  representing the sum of the influence of indicator i on j. 𝑅, 𝐷, 𝐶𝑒𝑛 and 𝐶𝑎𝑢 
comprise an 𝑛 1 vector, which represents the comprehensive performance of all risk indicators. 
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3. Case study 

3.1. Problem description 

Smart city is a new mode of urban development that integrates emerging technologies such as big 
data, cloud computing and the Internet of things with urban construction to pursue sustainable 
economic, social and environmental development. Smart city is a typical information ecosystem, 
which includes many elements such as people, information, technology and institutions. It not only 
brings convenience to people, but also has a multi-angle impact on urban information security 
(Figure 3). How to identify the key influencing factors of information security risks in smart cities, 
formulate and improve relevant policies, and maintain information security and stability is a practical 
problem that must be solved for the sustainable development of smart cities. The Chinese government 
attaches great importance to the construction of smart cities in urban development and governance. 
Vigorously promoting the construction of new smart cities has become the strategic direction of 
urban development in China. In this paper, 25 smart cities in China are selected for information 
security risk assessment. 

 

Figure 3. Smart city information security ecosystem. The system divides the object that 
affects the city information security into four categories: user, information, platform and 
technology. According to the classification of these four subjects, 16 indicators are 
extended to describe all the factors that may affect urban information security. 

To avoid an excessive amount of missing data due to the low intelligence of a city, there are four 
levels are selected: 1) the first-tier cities (four cities); 2) the new first-tier cities (eleven cities); 3) the 
second-tier cities (nine cities), and the third-tier cities (only one). The list of cities and experimental 
data is provided in Supplementary material 1. According to Figure 3, risk indicators (A1–A16) and 
their description is given at Table 1. A17 is the comprehensive development level of a city. 
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Table 1. The description of indicator. 

A1 Communication network construction A9 Public safety consciousness 

A2 Network resource connection A10 Data encryption and recovery 

A3 Urban cloud platform construction A11 Data backup technology 

A4 Legitimacy of information content A12 Data opening service level 

A5 Authenticity of information content A13 R&d spending 

A6 Controllability of information content A14 Firewall reliability 

A7 Safety education and Training A15 Operating system security 

A8 Safety knowledge promotion A16 Vulnerability threat repair rate 

A17: Comprehensive development level of the city 

3.2. Information security risk assessment 

To evaluate the information security risk of smart city, four experts were selected for the interview 
research. They have more than 10 years of relevant experience in the field of smart city and have 
certain decision-making ability in the organization. 

Table 2. One of the expert decision results. 

Indicator 
Information security risk assessment indicator level 

Low Medium low Medium Medium high High 

A1 0 1 4 4 1 

A2 0 3 4 2 1 

A3 0 1 4 3 2 

A4 0 5 3 1 1 

A5 0 5 4 1 0 

A6 0 4 4 1 1 

A7 0 1 3 5 1 

A8 0 4 3 2 1 

A9 0 1 5 3 1 

A10 0 1 2 5 2 

A11 0 2 4 2 2 

A12 0 4 3 2 1 

A13 0 4 3 2 1 

A14 0 1 5 2 2 

A15 0 1 5 2 2 

A16 0 2 4 2 2 

Step1: According to the fuzzy comprehensive analysis, in the survey design, experts are asked to 
answer the impact degree of risk indicators on urban information security. There are five levels (Low, 
Medium Low, Medium, Medium high, High). The higher the level, the higher the impact on 
information security. Each indicator has 10 points, and experts can assign 10 points to different levels 
to indicate their approval of the indicator. In this paper, 4 experts were surveyed by three different 
repeated questionnaires with the same content, and a total of 12 questionnaires were obtained. Then, 
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based on reference [54], the fuzzy weight vector 𝑄 1/25,3/25,5/25,7/25,9/25    was set to 
calculate the ranking results of each index under 12 different surveys (Table 2). Finally select the 
means as the fuzzy comprehensive assessment vector  
𝑊 0.24,0.208,0.248,0.184,0.168,0.192,0.248,0.2,0.232,0.264,0.232,0.2,0.2,0.24,0.24,0.232 . 

However, this result is directly determined by the experts and is influenced by a large number of 
subjective factors and cannot be used directly. To add objective factors, statistical data is introduced as 
a supplement, and the supplementary methods are as follows: 1) denote statistical data as 𝑋 (25 smart 
cities and their values on 17 indicators), and use W to do hadamard product on the data of each city to 
obtain new data 𝑋 ; 2) Integrate 𝑋 and 𝑋  to get 𝐷. The integration formula is as follows: 

 𝐷
𝑋 𝑋′

2
 (9)

The data are harmonized data combining subjective and objective factors (Supplementary 
material 2). Then, data 𝐷 is transferred to Step 2. RBFNN is used for fitting to obtain the updated 
index weight, so as to obtain the mutual influence relationship of indicators. 

Step2: In Step 2, to model information security risk assessment, a nonlinear multivariate function 𝑦
𝑓 𝑐𝑖𝑡𝑦   is established (where the independent variable is the 𝑐𝑖𝑡𝑦 𝐴1, 𝐴2, ⋯ , 𝐴16  , and the 
dependent variable is A17) and then learned via RBFNN for an accurate prediction of smart city 
information security risk. Meanwhile, to evaluate the prediction performance of RBFNN in information 
security risk assessment, mean square error (MSE) and the coefficient of determination (𝑅 ) is selected: 

 𝑀𝑆𝐸
1
𝑛

𝑦 𝑦  (10)

 𝑅
∑ 𝑦 𝑦
∑ 𝑦 𝑦

 (11)

where  is the label (real value, i.e., A17) of city, 𝑦  is the predicted value and 𝑦 is the mean of 
label. MSE describes the difference between the predicted values and the real value. The closer the 
MSE is to 0, the better the prediction performance. The 𝑅   measures the interpretability of the 
independent variable to the dependent variable. The larger the 𝑅 , the higher the interpretability. 

As for the parameters of RBFNN in our study, the input layer includes 16 neurons (corresponding 
to A1–A16); the hidden layer includes k = 16, that is, 16 RBFs (by default); the output layer is the risk 
assessment result of a smart city (corresponding to indicator A17). The target error of the network is set 
as 0.0, and the radial basis diffusion velocity is set as 1. Finally, the data is divided into training and testing 
data, and leave-one-out cross-validation (LOOCV) is used to train and evaluate prediction performance. 

The experimental results show that the predicted curve nearly coincides with the original curve 
with 𝑀𝑆𝐸 0.0134 and 𝑅 0.9849; that is, a 98.49% certainty exists that RBFNN’s prediction 
of each city’s risk level can be considered accurate, with a total error of 0.0143. 

To prove that this result is not overfitting due to an excessively small amount of data, 5-fold cross-
validation (5-fold CV) is also be used to test model performance under less training data. As shown in 
Table 3, the performance of the model hardly changes when the training samples are reduced, proving 
that the model is hardly overfitting and the prediction result is reliable. 
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Finally, to further prove the superiority of RBFNN in information security risk assessment, BPNN, 
Support vector regression (SVR), logistic regression (LR), decision tree regression (DTR) and random 
forest regression (RFR) are used as references. Among them, BPNN is a neural network algorithm, 
which can be used to fit extremely complex nonlinear functions, but it is easy to fall into local optima 
and its convergence speed is slow. SVR and LR are classical regression algorithms. SVR has high 
robustness and generalization, but the performance drops sharply when the sample size is smaller than 
the sample dimension. LR has good anti-noise performance, but is prone to underfitting. DTR and 
RFR are tree-based algorithms, which have very good adaptability when dealing with a large number 
of features. Their common characteristics are that they can resist high noise and deal with high-
dimensional data sets without feature selection, but they are easy to overfit. The parameters of all 
methods are the default parameters in MATLAB R2019a (Supplementary material 4). All results are 
shown in Table 3 and Figure 4. 

Table 3. Comparison of performance. 

Model MSE 𝑅  

RBFNN 
LOOCV 0.0134 0.9849 

5-fold CV 0.0169 0.9795 

BPNN 
LOOCV 0.0229 0.9761 

5-fold CV 0.0387 0.9510 

SVR 
LOOCV 0.06358 0.91344 

5-fold CV 0.11543 0.83042 

LR 
LOOCV 0.064835 0.91078 

5-fold CV 0.11843 0.82617 

DTR 
LOOCV 0.053483 0.94508 

5-fold CV 0.21628 0.75722 

RFR 
LOOCV 0.091234 0.91431 

5-fold CV 0.67183 0.5997 

 

Figure 4. Comparison of performance. 
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The results show that RBFNN significantly outperforms the other algorithms. In addition, the 
results of RBFNN are not affected by the change of training data size, while the performance of other 
methods such as SVR, LR, DTR and RFR will be degraded and especially obvious, which may be 
caused by the overfitting of the model due to the decrease of data. This proves the excellent 
performance of RBFNN in the information security risk assessment of smart cities. In conclusion, by 
comparing with several classical methods, it can be seen that RBFNN has achieved outstanding 
performance in terms of noise resistance, nonlinear fitting, high-dimensional data processing, and 
small sample processing. 

Step3: With the powerful fitting ability of RBFNN, we get a function that can describe the 
influence relationship between indicators and urban risk, namely, the network model itself. Through 
the trained network structure, the influence relationship matrix 𝐼𝑅  between indicators 
(Supplementary material 3) can be obtained by following formula: 

 𝐼𝑅 𝑊⨀ 𝐼𝑊 ∗ 𝐼𝑊  (12)

where ∗ is the matrix multiplication, ⨀ represents the multiplication of the corresponding elements 
of the column. In this formula, 𝐼𝑊 describes the connection between 16 indicators and hidden layer, 
which represents the contribution of each indicator to the final result. However, there are no way of 
knowing the relationship between the indicators. With the help of the principle of neural network back 
propagation, we believe that the influence of each indicator will eventually be fed back to other 
indicators in the process of back propagation, so we use IW ‘to represent this relationship. Finally, we 
approximated the interaction between the indicators by 𝐼𝑊 ∗ 𝐼𝑊  . However, 𝐼𝑊 ∗ 𝐼𝑊′   is a 
symmetric matrix, which cannot get the correct result when it is used for DEMATEL. Considering that 
each indicator has been qualitatively ranked in the fuzzy comprehensive evaluation stage, we introduce 
the fuzzy comprehensive assessment vector as prior information to achieve the effect of 𝐼𝑊 ∗ 𝐼𝑊′ 
asymmetry and provide input for DEMATEL. 

Table 4. The impact and ranking of indicators. 

Indicator Impact/Ranking Affected/Ranking Centrality/Ranking Cause/Ranking 

A1 2.2505/(4) 2.0671/(10) 4.3177/(4) 0.1834/(4) 

A2 1.6586/(15) 1.7629/(14) 3.4215/(15) -0.1042/(10) 

A3 3.0021/(1) 2.6638/(1) 5.6660/(1) 0.3383/(2) 

A4 1.6810/(13) 2.0241/(11) 3.7051/(13) -0.3431/(15) 

A5 1.6104/(16) 2.1274/(5) 3.7377/(12) -0.5170/(16) 

A6 1.8044/(12) 2.0807/(7) 3.8851/(11) -0.2764/(14) 

A7 2.3584/(3) 2.0943/(6) 4.4527/(3) 0.2641/(3) 

A8 1.9394/(8) 2.1457/(3) 4.0850/(8) -0.2063/(13) 

A9 2.1840/(6) 2.0764/(8) 4.2603/(5) 0.1076/(7) 

A10 2.6175/(2) 2.1798/(2) 4.7973/(2) 0.4377/(1) 

A11 2.1262/(7) 2.0217/(12) 4.1479/(7) 0.1044/(8) 

A12 1.9312/(9) 2.1366/(4) 4.067/(9) -0.2054/(12) 

A13 1.8750/(11) 2.0743/(9) 3.9493/(10) -0.1993/(11) 

A14 2.1994/(5) 2.0204/(13) 4.2198/(6) 0.1791/(5) 

A15 1.9172/(10) 1.7616/(15) 3.6788/(14) 0.1555/(6) 

A16 1.6808/(14) 1.5991/(16) 3.2799/(16) 0.0817/(9) 
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On the basis of 𝐼𝑅, a clear and precise information security risk assessment indicator system is 
constructed via DEMATEL. Firstly, DEMATEL is used to obtain the comprehensive performance (i.e., 
impact, affected, centrality and cause degrees) and ranking of indicators (Table 4). 

To display the result visually, the centrality-cause diagram of the 4 dimensions and 16 risk 
indicators of the smart city information security is drawn with 𝐶𝑎𝑢𝑠𝑒 0 and 𝐶𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑡𝑦 4.4 as 
the horizontal and vertical axes, respectively (Figure 5). 

 

Figure 5. Centrality-cause diagram. 

Furthermore, on the basis of Figure 5, the influence relationship (Table 5) of the 16 risk indicators 
to smart city information security is extracted for the construction of an information security risk 
assessment indicator system. 

Table 5. Four quadrant indicator relationship. 

Quadrant Designation Indicator Characteristic 

1 Driving factor A3, A7, A10 Cause ˃ 0, Centrality ˃ 4.4 

2 Voluntariness factor A1, A9, A11, A14, A15, A16 Cause ˃ 0, Centrality ˂ 4.4 

3 Independent factor A2, A4, A5, A6, A8, A12, A13 Cause ˂ 0, Centrality ˂ 4.4 

4 Core problem factor Cause ˂ 0, Centrality ˃ 4.4 

As indicated in the table, A3, A7 and A10 are the driving factors that exert the greatest influence 
on smart city information security. The risk indicators (A1, A9, A11, A14–A16) play an auxiliary role 
in the occurrence of smart city information security risk. The risk indicators (A2, A4–A6, A8, A12 and 
A13) located in the third quadrant are independent factors that are direct influence factors of smart city 
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information security. However, no risk indicator is located in the fourth quadrant, which is a peculiar 
phenomenon. The reason is as follows. During the modelling and analysis of risk assessment, A1–A16 
are the independent variables whilst A17 is the dependent variable. Therefore, A17 should be the only 
core problem factor. However, A17 does not participate in the construction of the indicator system, 
resulting in an empty fourth quadrant. 

Finally, the centrality degree is normalized to obtain the weight of the risk indicator to city information 
security and construct a new information security risk assessment indicator system (Table 6). 

Table 6. The new information security risk assessment indicator system. 

Ranking Weight Indicator 
1 0.0863 A3 
2 0.0730 A10 
3 0.0678 A7 
4 0.0657 A1 
5 0.0649 A9 
6 0.0643 A14 
7 0.0632 A11 
8 0.0622 A8 
9 0.0619 A12 
10 0.0601 A13 
11 0.0592 A6 
12 0.0569 A5 
13 0.0564 A4 
14 0.0560 A15 
15 0.0521 A2 
16 0.0499 A16 

4. Discussion 

According to the analysis results, the top three key factors of smart city information security risk 
are: urban cloud platform construction (0.0863), data encryption and recovery (0.0730), safety 
education and training (0.0678). From the results of the above survey, we can see that the three most 
important factors occupy the platform, technology and user respectively in the information ecosystem. 
In addition, according to centrality-cause diagram, they are the driving factors or key factors of their 
respective parts, and the rest indicators are the basic factors influenced by them. There are 9 influencing 
factors of smart city information security index system, among which the most critical three factors 
are urban cloud platform construction (A3), safety education and training (A7) and data encryption 
and recovery technology (A10). A total of 7 factors were affected, and were greatly affected by other 
factors. Among them, the legitimacy of information content (A4), authenticity of information content 
(A5) and controllability of information content (A6) are affected to the highest degree, indicating that 
information content is most susceptible to other factors in the whole system except affecting 
information security risks. Therefore, it is necessary to strengthen the construction of smart city 
information security from the three dimensions of platform construction, education and training, and 
data technology to ensure the security of data content in the information world. 
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As the operation results show the laws and characteristics of the field of smart city information 
security, the policy orientation in the real world is also consistent with it, which proves that the method 
proposed in this paper can analyze the smart city information security in the scientific decision-making 
process of the government by giving the importance ranking reference to stakeholders. They can be 
used for relevant investment or decision-making processes. 

In general, China’s smart city information security technology development has made certain 
achievements, but still faces many challenges: 

1) Lack of proper infrastructure for smart cities: Smart cities need to be supported by physical 
and IT infrastructure. Smart technologies and infrastructure need to be used as widely as possible in 
everything from public transport to energy to power generation. Otherwise, these technologies will not 
be able to fully transform cities into “smart” cities. 

2) Transparency and data privacy issues: Smart cities rely on the collection and analysis of data 
from a variety of sources. Unless adequate measures are taken, much of the data may lead to privacy 
concerns. For example, recording and storing personal information and medical history for healthcare. 
Fear of hackers, data breaches, scrutiny of data collection by governments and private entities, as well 
as insufficient transparency and public trust, can seriously hamper smart city initiatives and projects. 

3) Residents lack safety knowledge and skills: The next obstacle facing smart city planners is the 
safety quality of smart city residents. Do they have enough knowledge and skills to operate effectively 
or reap the benefits of these initiatives? 

Based on the above analysis, we propose the following strategies: 
1) Strengthen the top-level design of smart city information security, and accelerate the 

construction of a cross-level, cross-regional, cross-system, cross-department and cross-business urban 
information security overall guarantee system that integrates cloud computing, big data, artificial 
intelligence and the Internet of things. 

2) Improve the technical and urban information security framework system. Relevant national 
institutions should organize the formulation and revision of smart city related standards and norms, 
actively guide the construction of smart cities, improve the content of information security standards, 
and ensure systematicness, stability and operability. In smart city data applications, the government 
should strengthen the security of the operating system and data confidentiality, and implement access 
control and hardware security through identity authentication technology and cloud storage security 
technology to ensure system security. 

3) Improve residents’ safety awareness and increase safety investment. Some smart city 
construction units do not establish information security awareness from the height of national security, 
security and information construction is not synchronized, some institutions and citizens do not 
understand the importance of network security, basic protection skills are insufficient, resulting in 
endless security incidents. 

5. Conclusions 

This paper takes the improving of urban informatization efficiency as the theme, discusses the 
risk factors affecting urban information security, and puts forward an improved fuzzy neural network 
method, which provides a method for speeding up the construction of urban informatization from the 
perspective of solving the fuzzy and inaccurate boundary of multidimensional indicator system. The 
results show that the construction of urban cloud platform, data encryption and recovery, and residents’ 
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security education are the most critical factors affecting smart city information security. Under the 
background of rapid development of urban informatization, it is a comprehensive and comprehensive 
way to control urban information security construction from three dimensions: platform construction, 
technology management and user management. Actual operating results show that the intelligent city 
rules and characteristics in the field of information security policy orientation is also consistent with 
the real world, we believe that the fuzzy method of RBFNN influence in the search for wisdom in the 
urban development the key sources of information security tasks is very useful, it can minimize any 
assumptions or loss of information, support for multiple sources from different angles. It can help 
decision makers design more effective governance solutions from the source. 

Supplementary 

The MATLAB code of DRBFNN: https://github.com/Dam-1517/DRBFNN. 
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