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Abstract: A ligand when bound to a macromolecule (protein, DNA, RNA) will influence the 
biochemical function of that macromolecule. This observation is empirical and attributable to the 
association of the ligand with the amino acids/nucleotides that comprise the macromolecule. The 
binding affinity is a measure of the strength-of-association of a macromolecule for its ligand and is 
numerically characterized by the association/dissociation constant. However, despite being widely 
used, a mathematically rigorous explanation by which the association/dissociation constant can 
influence the biochemistry and molecular biology of the resulting complex is not available. Here, the 
ligand-macromolecular complex is modeled as a homo- or hetero-dimer with a finite and equal 
number of atoms/residues per monomer. The pairwise interactions are numeric, empirically 
motivated and are randomly chosen from a standard uniform distribution. The transition-state 
dissociation constants are the strictly positive real part of all complex eigenvalues of this interaction 
matrix, belong to the open interval 0,1 , and form a sequence whose terms are finite, monotonic, 
non-increasing and convergent. The theoretical results are rigorous, presented as theorems, lemmas 
and corollaries and are complemented by numerical studies. An inferential analysis of the clinical 
outcomes of amino acid substitutions of selected enzyme homodimers is also presented. These 
findings are extendible to higher-order complexes such as those likely to occur in vivo. The study 
also presents a schema by which a ligand can be annotated and partitioned into high- and low-affinity 
variants. The influence of the transition-state dissociation constants on the biochemistry and 
molecular biology of non-haem iron (II)- and 2-oxoglutarate-dependent dioxygenases (catalysis) and 
major histocompatibility complex (I) mediated export of high-affinity peptides (non-enzymatic 
association/dissociation) are examined as special cases. 
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1. Introduction  

Ligands, are biochemical modifiers of macromolecular structure and can impact biological 
function. These can be co-factors (iron, cobalt, copper, zinc), co-enzymes such as Nicotinamide- and 
Flavin- Adenine Dinucleotides (NAD, FAD) and full-length molecules with short binding sites [1,2]. 
Ligands, unlike substrates/co-substrates are either reversibly altered or not at all. The biochemical 
role of ligands, in vivo, is complex and can influence both, enzyme-mediated substrate catalysis and 
non-enzymatic association and dissociation interactions. Whilst, the interaction with competitive 
inhibitors, co-factors or co-enzymes involves definitive and direct modifications to the active site 
residues, the effect of a ligand can be allosteric and indirect [3–5]. The latter involves both 
long-distance conformational changes and non-covalent interactions (hydrogen, Van der Waals, 
hydrophobic, electrostatic) [6–11]. Empirical data suggests that the binding affinity or the 
strength-of-association of a macromolecule for its ligand is a critical determinant of function [7–11]. 
For example, 2,3-Bisphophoglycerate is a potent modifier of Hemoglobin function and does so by 
shifting the oxygen-dissociation curve to the right. In its absence Hemoglobin retains high affinity 
for molecular oxygen (left-shift of the oxygen dissociation curve), an undesirable effect on its role as 
a transporter [10,11]. Similarly, Ascorbic acid maintains iron in its reduced state in the 
gastrointestinal tract and as part of the active site of non-haem iron (II)- and 
2-oxoglutarate-dependent dioxygenases [12,13]. Deficiency of Ascorbic acid is implicated in tardy 
iron absorption in the ileum as well as a range of collagen disorders such as scurvy (Prolyl- and 
Lysyl-hydroxylases) [14,15]. Conversely, proteins which are modified such as those that may 
originate from missense or amino acid substitutions and are secondary to genomic variants such as 
single nucleotide polymorphisms (SNPs) and insertions-deletions (indels), will also result in several 
clinical outcomes [16,17]. Here, too, enzyme catalysis is directly affected if these are present at the active 
site or is impacted indirectly (folding, stability, complex formation) when present elsewhere [16–18].  

There is a large volume of literature which describes macromolecules in terms of either residues 
(amino acids, nucleotides) interacting or an all atom-based interaction matrix. The proponent of 
the 2D approach is the Gaussian network model (GNM), while the Anisotropic network model 
(ANM) is representative of the 3D approach [19–22]. The fundamental premise of both these 
approaches is the elastic network model (ENM) [19]. Here, an atom or residue is modeled as an 
elastic mass and the interaction between a pair of atoms/residues is dependent on the selection of a 
pre-determined cut-off distance [22]. The force constant, although, not a parameter by definition, has 
also been studied and shows good correlation with B-factor data [23]. A major application of these 
studies is normal mode analysis (NMA), which has been used to glean valuable insights into the 
structural dynamics of the investigated macromolecule and into B-factor distribution [23,24]. Despite 
this success, there are significant limitations of this approach, including inadequate descriptors for 
the type of interactions computed by the Hessian matrix and data points that are dependent on a 
preselected cut-off distance (5–10 Ang, GNM; 10–15 Ang, ANM) [20,22,25]. Parameter-free 
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versions of the ENM (pfENM), GNM (pfGNM) and ANM (pfANM), to resolve the latter, have been 
described and compared to establish B-factor distribution (isotropic, anisotropic) [25]. Additionally, 
many of these studies have focused on inferring biophysical characteristics such as 
cross-correlational fluctuations and mean square displacements. From a functional standpoint, 
however, it is not clear whether these data can be utilized to derive/study parameters such as the 
Michaelis-Menten constant (Km) or the association/dissociation (Ka/Kd). Since, these depend on the 
presence of an organic or inorganic modifier, i.e., ligand/substrate/co-factor/co-substrate, in addition 
to the modeled macromolecule, its exclusion is another major lacuna of these studies.  

Despite the availability of clinical, empirical, analytical and computational data, a mathematically 
rigorous explanation for the heterogeneity in biochemical function, for a ligand-macromolecular 
complex, is missing. The work presented models a ligand and macromolecule as a homo- or 
hetero-dimer and subsumes a finite and equal number of atoms/residues per monomer. The pairwise 
interactions of the resulting square matrix will be chosen randomly from a standard uniform 
distribution. The resulting eigenvalues will be analyzed and modeled in accordance with known 
literature on biochemical reactions to generate biologically viable and usable dissociation constants. 
The theoretical results will be complemented by numerical studies where applicable. Additionally, and 
through various theorems, lemmas and corollaries, a schema to partition ligands into high- and 
low-affinity variants will also be discussed. The suitability of the transition-state dissociation constants 
as a model for ligand-macromolecular interactions will be inferentially assessed by analyzing the 
clinical outcomes of amino acid substitutions of selected enzyme homodimers. The relevance of the 
model to biochemical function will be discussed by examining the ligand-macromolecular complex for 
known ligands of non-haem iron (II)- and 2-oxoglutarate-dependent dioxygenases (Fe2OG) and the 
major histocompatibility complex (I) (MHC1). 

The general outline of the manuscript includes an initial section where the system to be modeled, 
rationale for this study, and formal definitions are introduced (Section 2). The model is analyzed, 
formulated and presented as theorems, lemmas and corollaries (Section 3). This section also includes 
a numerical study to demonstrate and validate the theoretical assertions made. The biological 
relevance of these findings are discussed with an analysis of clinical outcomes of enzyme sequence 
variants and case studies of enzyme- and non-enzymatic complex formation (Section 4). A brief 
conclusion that summarizes the presented study, limitations and future directions is included at the 
end of the manuscript (Section 5). Details of all proofs are included after the conclusions (Section 6). 

2. Model description and definitions 

Consider the generic interaction between macromolecule 𝑐  and ligand 𝜇 , 

𝑐𝜇
→
← 𝑐 𝜇 𝑅𝑋𝑁 1  

We can represent this interaction/reaction, at a steady state, with the rate equations [26], 

𝑅 𝑐𝜇 𝑟 . 𝑐𝜇          (1) 

𝑅 𝑐𝜇 𝑟 . 𝑐 𝜇         (2) 

At steady state, 
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𝑅 𝑐𝜇 𝑅 𝑐𝜇             (3) 

⇒
.

          (4) 

𝐾𝑑 𝑐𝜇            (5) 

Here, 
𝑐 ∶ 𝑀𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 

𝜇 ∶ 𝐿𝑖𝑔𝑎𝑛𝑑 

. ∶ 𝑀𝑜𝑙𝑎𝑟 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑖𝑛 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑓𝑜𝑟𝑚 𝑀  

𝑅 𝑐𝜇 ∶ 𝑅𝑎𝑡𝑒 𝑜𝑓 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑀 𝑠  

𝑅 𝑐𝜇 ∶ 𝑅𝑎𝑡𝑒 𝑜𝑓 𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑀 𝑠  

𝑟 ∶ 𝑅𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑜𝑓 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑠  

𝑟 ∶ 𝑅𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑜𝑓 𝑟𝑒𝑣𝑒𝑟𝑠𝑒 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑀  𝑠  

𝐿 ∶ 𝑆𝑡𝑜𝑖𝑐ℎ𝑖𝑜𝑚𝑒𝑡𝑟𝑦 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑠  

𝐾𝑑 𝑐𝜇 ∶ 𝐷𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟 𝑙𝑖𝑔𝑎𝑛𝑑 𝑚𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑀  

It is clear that a ligand-macromolecular complex may exist in one of three distinct states. These 
include: a) perfect association, b) perfect dissociation and c) an intermediate- or transition-state; and 
can be represented in terms of the dissociation constant, 

Case (1)         𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛           Def. (1) 

→ ∞; 𝑟 → 0           (6,7) 

⇒ 𝐾𝑑 𝑐𝜇 0          (8) 

Case (2)         𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑑𝑖𝑠𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛          Def. (2) 

𝑟 ⋙ 𝑟            (9) 

⇒ 𝐾𝑑 𝑐𝜇 1           (10) 

Case (3)      𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 𝑠𝑡𝑎𝑡𝑒 𝑑𝑖𝑠𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡            Def. (3) 

𝑟 ≶ 𝑟              (11) 

⇒ 𝐾𝑑 𝑐𝜇 ∈ ℝ ∩ 0,1          (12) 

Consider an atom/residue-based representation (amino acids/nucleotides) of a generic set of 
monomeric macromolecules, 𝓒 𝑝𝑟𝑜𝑡𝑒𝑖𝑛, 𝐷𝑁𝐴, 𝑅𝑁𝐴 , with 𝑧 1,2, … . , 𝑍  components each 
with 𝑖-indexed (𝑖 1,2, … . , 𝐼) c-atoms/residues, 

𝐜 ≡ 𝒞 ∈ 𝓒|𝐜 𝑐  𝑐 … . 𝑐 , 𝐼 ∈ ℕ          (13) 

The analogous model of a monomer ligand, 𝓛 𝑠𝑚𝑎𝑙𝑙 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒, 𝑝𝑒𝑝𝑡𝑖𝑑𝑒, 𝑜𝑙𝑖𝑔𝑜𝑛𝑢𝑐𝑙𝑒𝑜𝑡𝑖𝑑𝑒 , 
with 𝑗-indexed 𝑗 1,2, … , 𝐽  𝜇-atoms/residues is, 

 𝝁 ∈ 𝓛|𝛍 𝜇  𝜇 … . 𝜇 , 𝐽 ∈ ℕ        (14) 
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It is also assumed that the ligand-macromolecular complex is a homo- or hetero-dimer with an 
equal number of atoms/residues 𝐼 𝐽  per monomer. The interaction matrix is, 

〈𝒄|𝝁〉 𝑐  𝑐 . . 𝑐 𝜇  𝜇 . . 𝜇 𝓒𝒛𝝁 𝑐 𝜇 ⊂ ℝ       (15) 

The numerical values of this matrix are chosen randomly from the standard uniform distribution, 

𝓒 𝑐 𝜇 ∈ 𝒰 ,            (16) 

The rationale for this choice is that each pairwise interaction is subsumed to be a function of an 
arbitrary number of non-bonded interactions (long- and short-range) and is therefore, unique. Clearly, 
this implies the existence of 𝐼, 𝐽 -linear independent vectors, 

𝑟𝑎𝑛𝑘 𝓒 𝐼, 𝐽           (17) 

Since 𝓒𝒛𝝁 is diagonalizable there exists a diagonal matrix, 𝓚𝓒 , 

𝓚𝓒 𝑿 𝟏𝓒 𝑿          (18) 

𝑧 𝑧 ∈ 𝑑𝑖𝑎𝑔 𝓚𝓒 ⊂ ℂ         (19) 

𝓒𝒛𝝁, is non-symmetric the computed eigenvalues of the modeled ligand-macromolecular interaction 
matrix can have positive and negative real parts, 

𝛼 𝑅𝑒 𝑧 ∈ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ|𝑖 𝑗, 𝑧 ∈ ℂ        (20) 

𝛼 𝑅𝑒 𝑧 ∈ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ|𝑖 𝑗, 𝑧 ∈ ℂ       (20.1) 

A further subdivision can be made in accordance with established literature, 

𝛼𝑖𝑗 𝑅𝑒 𝑧 ∈ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ|𝑖 𝑗, 𝑧 ∈ ℂ  𝜔 𝐾𝑑 𝑐𝜇 1    (21) 

𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 ≡ 𝑅𝑒𝑣𝑒𝑟𝑠𝑒 𝜔 𝐾𝑑 𝑐𝜇 0      (22) 

This selection generates the set, 

𝜔 𝛼 ∈ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ ∩ 0,1          (23) 

𝜔 ∈ 𝑲𝒅 𝒄𝝁           Def. (4) 

#𝑲𝒅 𝒄𝝁 𝐴         (23.1) 

We can combine these to get a preliminary definition of the transition-state disassociation 
constants. These are the strictly positive real part of all complex eigenvalues that characterize a 
ligand-macromolecular complex with an equal number of atoms/residues per monomer and belong to 
the open interval (0,1), 

𝜔 ℛe z ∈ 𝑲𝒅 𝒄𝝁 ⊂ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ ∩ 0,1 |𝑧 ∈ ℂ       Def. (5a) 
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3. Results 

3.1. Mathematical analysis of transition-state dissociation constants of the modeled 
ligand-macromolecular complex  

Whilst, the states of perfect association and dissociation are key determinants of whether a 
reaction will occur or not, the transition-state dissociation constants may offer insights into the 
origins of threshold values, feedback mechanisms and other regulatory checkpoints. However, in 
order to ascribe biological relevance to these findings we must establish various bounds which can 
then be utilized to assess and thence assay the function of a ligand-macromolecular complex. 
Theorem 1 (T1): The linear map between the transition-state dissociation constants and the 
eigenvalues that characterize the interactions of the homo- or hetero-dimer form of the modeled 
ligand-macromolecular complex is the injection, 

𝑔: 𝜔 ∈ 𝑲𝒅 𝒄𝝁 ↦ 𝑲𝒅 𝓒𝒛𝝁           (24) 

Theorem 2 (T2): The transition-state dissociation constants that characterize the interactions of the 
homo- or hetero-dimer form of the modeled ligand-macromolecular complex is a monotonic and 
non-increasing sequence, 

𝜔𝑎 𝑎 𝑎 1| 𝜔 ∈ 𝑲𝒅 𝒄𝝁            (25) 

Theorem 3 (T3): The transition-state dissociation constants that characterize the interactions of the 
homo- or hetero-dimer form of the modeled ligand-macromolecule complex are monotonic, bounded 
and therefore, convergent, 

lim
→

𝜔𝑎 0,1 | 𝜔 ∈ 𝑲𝒅 𝒄𝝁         (26) 

Corollary 1 (C1): The transition-state dissociation constants that characterize the interactions of the 
homo- or hetero-dimer form of the modeled ligand-macromolecule complex is a sequence with 
defined greatest-lower and least-upper -bounds, 

𝑖𝑛𝑓 𝜔𝑎  𝜔𝑎 𝑠𝑢𝑝 𝜔𝑎       (27) 

Corollary 2 (C2; without proof): The cardinality of the set of transition-state dissociation constants 
that characterize the interactions of the homo- or hetero-dimer form of the modeled 
ligand-macromolecule complex is finite, 

#𝑲𝒅 𝒄𝝁 𝐴 #𝑲𝒅 𝓒𝒛𝝁 𝐼, 𝐽        (28) 

Using T1–T3 and C1, C2 we can refine our definition of the transition-state dissociation constants 
for the modeled ligand-macromolecular complex, 

𝜔𝑎 𝑎 𝑎 1| 𝜔 ∈ 𝑲𝒅 𝒄𝝁 ; 𝑎 1,2 … 𝐴       Def. (5b) 

where, 

𝜔 ℛe z ∈ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ ∩ 0,1 |𝑧 ∈ ℂ 
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3.2. Annotation of a ligand on the basis of the transition-state dissociation constants of the modeled 
ligand-macromolecular complex  

It is clear from the above results that the eigenvalue-based transition-state dissociation constants 
are continuous and can potentially model the multiplicity of intermediate- or transient-states that a 
ligand-macromolecular complex may adopt. It should therefore, be possible to partition the 
transition-state dissociation constants into functionally distinct subsets and will be characteristic for a 
specific ligand-macromolecular complex. 
Theorem 4 (T4): The transition-state dissociation constants that characterize the interactions of the 
homo- or hetero-dimer form of the modeled ligand-macromolecule complex is a proper subset of the 
complete set of the real part of all complex eigenvalues that comprise the interaction matrix,  

𝑲𝒅 𝒄𝝁 ⊂ 𝑲𝒅 𝓒𝒛𝝁           (29) 

Corollary 3 (C3): The distribution of the transition-state dissociation constants that characterize the 

interactions of the homo- or hetero-dimer form of the modeled ligand-macromolecule complex will result 

in a schema by which we can annotate the ligand as a high 𝜇 - or low 𝜇 -affinity variant, 

𝜇 𝜇 , 𝜇            (30) 

3.3. Modeling the transition-state dissociation constants of higher-order ligand-macromolecular 
complexes 

Biologically relevant macromolecular complexes are characterized by heterogeneity and high-order 
𝑍 2 . This multimer-form of a macromolecule is formed around a primary molecule and its 

interactions. These may be protein-protein, DNA/RNA-protein or DNA-RNA-protein. 
The multimer-form of ligand-macromolecular complex is easily modeled using the 

mathematical framework defined earlier. Here, the ligand-macromolecular complex is considered as 
a set of interacting monomers and the binding to a ligand occurs via a single unique monomer, 

𝒞 ∈ 𝓒|𝒞 𝒞 … 𝒞 |𝑍 2        Def. (6a) 

where, 

𝒞 ≡ 𝒞 ≡ 𝜇𝒞          Def. (6b) 

Here, 

𝜇 ∶ 𝐿𝑖𝑔𝑎𝑛𝑑 

𝒞 ∶ 𝑈𝑛𝑖𝑞𝑢𝑒 𝑚𝑜𝑛𝑜𝑚𝑒𝑟 𝑜𝑓 𝑎 𝑚𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑡ℎ𝑎𝑡 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑠 𝑤𝑖𝑡ℎ 𝑎 𝑙𝑖𝑔𝑎𝑛𝑑 

𝜇𝒞 ∶ 𝐿𝑖𝑔𝑎𝑛𝑑 𝑚𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 

On the basis of these definitions we can re-index the remaining monomers, i.e., after excluding 
the unique monomer that binds to the ligand, 

𝒞 ∈ 𝓒 𝓒\ 𝒞 |𝑦 1,2 … 𝑌; 𝑌 𝑍 1        Def. (7) 

We now derive an expression for the multimer (higher-order)-form of a 
ligand-macromolecular complex. 

Theorem 5 (T5): The multimer-form of a ligand-macromolecular complex comprising identical 
monomer units and with an arbitrary unit associating with a ligand is, 
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∏ 𝒞 . 𝒞 𝒞 . 𝒞 |𝑦 1,2 … 𝑌; 𝑌 𝑍 1; 𝑍 2; 𝑧 1,2 … 𝑍          (31) 

Rewriting, this result in terms of the definition of the multimer form of a 
ligand-macromolecular complex, 

𝒞 . 𝒞 ≡ 𝜇𝒞 . 𝒞           Def. (8) 

Theorem 6 (T6): The linear map between the transition-state dissociation constants that 
characterize the interactions of the monomer- and multimer-forms of a ligand-macromolecular 
complex is a bijection, 

ℎ ∘ ℎ: 𝜔 ∈ 𝑲𝒅 𝒄𝝁 ↔ 𝑢 ∈ 𝑲𝒅 𝜇𝓒         (32) 

Theorem 7 (T7): The linear map between the transition-state dissociation constants and the 
eigenvalues that characterize the multimer-form of a ligand-macromolecular complex is a 
composition and an injection, 

𝑔 ∘ ℎ ∘ ℎ: 𝑢 ∈ 𝑲𝒅 𝜇𝓒 . 𝒞 ↦ 𝑲𝒅 𝓒𝒛𝝁         (33) 

3.4. Numerical studies to establish biological relevance of the transition-state dissociation constants 

 

Figure 1. Numerical studies of ligand-macromolecular interactions as eigenvalue-based 
transition-state dissociation constants. 
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The aforementioned theoretical results establish the mathematical rigor behind the definition and 
development of the transition-state dissociation constants as a model for ligand-macromolecular 
interactions (T1–T7, C1–C3). These assertions are complemented and numerically validated in R-4.1.2. 
Here, the R-packages, “ConvergenceConcepts” and “pracma” are utilized to investigate and analyze the 
stochastic convergence of the eigenvalues generated by the interaction matrix of a 
ligand-macromolecular complex (Supplementary Text 1) [27]. The R-scripts to establish convergence 
along with data processing are developed in-house (Supplementary Text 2). The stepwise algorithm to 
compute and numerically validate the transition-state dissociation constants is presented (Figure 1). 
Step 1: A ligand and macromolecule with an equal number of atoms/residues (𝑛 25) is chosen. 
Whilst, the complex can be modeled as a perfect homodimer, imperfect forms such as alternatively 
spliced isoenzymes are prevalent and commonly observed. Alternatively, the ligand can be modeled 
as a different macromolecule altogether. 
Step 2: Populate the square interaction matrix with values randomly chosen from a uniform 

distribution, 𝒰 , . These will represent one of three potential states for each interacting pair of 

atoms/residues of the modeled ligand-macromolecular complex (association, complete disassembly, 
transition-state). 
Step 3: Compute the complex eigenvalues of this matrix and extract the real part of each.  
Step 4: Form a sequence of the subset comprising those values that are strictly positive and belong to 
the open interval 0,1 . 
Step 5: Establish the stochastic convergence in distribution and/or probability of the terms of this 
sequence to the expected upper (tsup)- and lower (tinf)-bounds, i.e., 0 and 1. 
Step 5.1: Construct a sequence of random numbers, X, whose elements are uniquely mapped to the 
eigenvalue-based transition-state dissociation constants and represent intermediate- or 
transition-states of the modeled ligand-macromolecular complex, 

𝑋 ∈ 𝑿 ∩ 𝑲𝒅 𝒄𝝁 ⊂ ℝ ∩ 0,1 |𝑎 1,2 … 𝐴      Def. (9) 

Here, 

𝐴 # 𝑿 ∩ 𝑲𝒅 𝒄𝝁         (34) 

Step 5.2: Establish convergence of this set of random numbers. Here, weak convergence will suffice 
(distribution, probability), 

lim
→

𝑋 → 𝑡𝑖𝑛𝑓, 𝑡𝑠𝑢𝑝 0,1         (35) 

The parameters to accomplish this numerically are,  

𝑛𝑚𝑎𝑥 ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒𝑠 𝑡𝑜 𝑎𝑛𝑎𝑙𝑦𝑠𝑒
𝑀 ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑡ℎ𝑠

𝜀 ∶ 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑣𝑎𝑙𝑢𝑒
𝑡𝑖𝑛𝑓 ∶ 𝐿𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑡𝑜 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠ℎ 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒
𝑡𝑠𝑢𝑝 ∶ 𝑈𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑡𝑜 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠ℎ 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒

 

The values of these parameters for the numerically studied example are, 

𝑛𝑚𝑎𝑥 𝐴 11         (35.1) 
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𝑀 500         (35.2) 

𝜀 0.01         (35.3) 

𝑡𝑖𝑛𝑓 0         (35.4) 

𝑡𝑠𝑢𝑝 1         (35.5) 

4. Discussion 

The eigenvalue-based model of transition-state dissociation constants of a 
ligand-macromolecular complex asserts that there are several intermediate- or transition-states of a 
complex and that each of these has the potential to modify the biochemical process that the complex 
participates in. 

4.1. Transition-state dissociation constants as a model of biochemical function for 
ligand-macromolecular complexes 

Ligand-macromolecular complexes, in vivo, possess a finite and in most cases, an incomparable 
number of atoms/residues. The theoretical results establish definition(s), bounds and metrics to 
assess biochemical function for both, monomer (T1–T4, C1–C3)- and multimer (T5–T7)-forms. The 
numerical data suggests that the set of transition-state dissociation constants can be finite, converge 
and retain statistical relevance (Figure 1). 
Proposition (P): The transition-state dissociation constants for the monomer (𝑧 𝑍 1)- and 
multimer (𝑍 2)-forms of a ligand-macromolecular complex with a finite number of atoms/residues 
of each 𝐼, 𝐽  per monomer, 

𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 |𝒞𝑧 ∈ 𝓒, 𝜇 ∈ 𝓛; 𝑧 1,2 … 𝑍; 𝐴 𝐼, 𝐽     Def. (10) 

is the finite set, 

𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ⊂ 𝑲𝒅 𝓒𝒛𝝁  

Here, 

𝐼 #𝒞 |𝒞 ∈ 𝓒          (36) 

𝐽 #𝜇|𝜇 ∈ 𝓛          (37) 

where, 

𝑲𝒅 . ∶ 𝑆𝑒𝑡 𝑜𝑓 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 𝑏𝑎𝑠𝑒𝑑 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒 𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 

𝐼 ∶ 𝐹𝑖𝑛𝑖𝑡𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑡𝑜𝑚𝑠 𝑜𝑟 𝑟𝑒𝑠𝑖𝑑𝑢𝑒𝑠 𝑜𝑓 𝑚𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 

𝐽 ∶ 𝐹𝑖𝑛𝑖𝑡𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑡𝑜𝑚𝑠 𝑜𝑟 𝑟𝑒𝑠𝑖𝑑𝑢𝑒𝑠 𝑜𝑓 𝑙𝑖𝑔𝑎𝑛𝑑 

𝒞 . 𝒞 ∶ 𝑀𝑢𝑙𝑡𝑖𝑚𝑒𝑟 𝑓𝑜𝑟𝑚 𝑜𝑓 𝑙𝑖𝑔𝑎𝑛𝑑 𝑚𝑎𝑐𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 

Enzyme-mediated catalysis, or lack thereof, results in metabolic enzyme disorders and may be 
inherited (inborn errors of metabolism) or acquired [28]. In order to assess the biomedical relevance 
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of modeling ligand-macromolecule interactions as transition-state dissociation constants, the clinical 
outcomes of amino acid substitutions of selected enzyme homo- or hetero-dimers are examined 
(Table 1). These outcomes, i.e., benign, likely benign, pathologic, likely pathologic, conflicting, 
uncertain significance, are defined in accordance with the prevalent nomenclature of the ClinVar 
database [16]. Here, the data annotated as “uncertain significance” are those sequence variants with a 
high likelihood ( 90– 95%) of being “benign” or “pathogenic” [17]. This means they are likely to 
classified as “true positive”, and if ignored will result in a “false negative”. On the other hand, an 
outcome designated as with a “conflicting interpretation” is likely to be due to unresolved 
contradictory findings in the presence or absence of confounding factors. If we assume perfect 
contradiction, i.e., 50%, and couple this with the previous result, we get a 70– 73% possibility 
that the variant of interest is a “true positive”. This means, that here too, if missed a “false negative” 
will result. The metric of choice is the Recall (R) percentage, 

𝑅 100           (38) 

𝑅 ∶ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑇𝑃 ∶ 𝐾𝑛𝑜𝑤𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 𝑏𝑒𝑛𝑖𝑔𝑛, 𝑙𝑖𝑘𝑒𝑙𝑦 𝑏𝑒𝑛𝑖𝑔𝑛, 𝑝𝑎𝑡ℎ𝑜𝑔𝑒𝑛𝑖𝑐, 𝑙𝑖𝑘𝑒𝑙𝑦 𝑝𝑎𝑡ℎ𝑜𝑔𝑒𝑛𝑖𝑐    Def. (12) 

𝐹𝑁 ∶ 𝐿𝑖𝑘𝑒𝑙𝑦 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡𝑖𝑛𝑔 𝑑𝑎𝑡𝑎, 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒     Def. (13) 

Table 1. Analysis of clinical outcomes of amino acid substitutions of selected enzyme 
homo- and hetero-dimer forms present in ClinVar. 

 Enzyme EC CV SNP M Co US B LB P LP FN TP R (%) 

1 Glucokinase 2.7.1.2 778 619 370 49 157 4 4 65 113 206 186 47.45 

2 Pyruvate kinase 2.7.1.40 1239 629 209 14 135 7 7 30 20 149 64 30.05 

3 Cathepsin A 3.4.16.x 1776 1270 501 20 382 26 23 26 34 402 109 21.33 

4 Pyruvate dehydrogenase 1.2.4.1 2317 1591 584 25 391 35 46 62 43 416 186 30.9 

5 Phosphofructokinase 1 2.7.1.11 165 32 10 2 4 2 1 1 1 6 5 45.45 

6 Phosphofructokinase 2 2.7.1.105 206 76 23 1 17 1 1 2 1 18 5 21.74 

7 Cystathione beta-synthase 4.2.1.22 930 744 255 21 172 3 4 46 32 193 85 30.58 

8 DNA topoisomerase II 5.6.2.2 466 319 152 0 122 11 14 3 1 122 29 19.21 

9 Guanylate cyclase 1 4.6.1.2 1572 1117 576 29 417 11 10 34 59 446 114 20.36 

10 Phenylalanine  hydroxylase 1.14.16.1 1314 1102 631 5 182 0 3 161 254 187 418 69.09 

Note: EC: Enzyme commission number; CV: Number of clinical variants; SNP: Single nucleotide polymorphisms; M: Missense 

mutations; Co: Conflicting data; US: Uncertain significance; B: Benign; LB: Likely; P: Pathogenic; LP: Likely pathogenic; FN: False 

negative (Co + US); TP: True positive (B + LB + P + LP); R: Recall (   100). 

It is clear from these data that amino acid substitutions (nature, type), either alone or in 
combination, comprise distinct transition-states and are significant contributors to the biochemical 
function of each enzyme dimer (𝑅𝑒𝑐𝑎𝑙𝑙 19– 70%). Since each of these states will result in a 
distinct 𝐾𝑑, it is easily inferred that the transition-state dissociation constants, for a complex, may be 
more representative of biochemical function (T1–T4, C1–C3). 
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4.2. Ligand-macromolecule biochemistry as a function of its transition-state dissociation constants  

The discussion, vide supra, presents and highlights the biomedical relevance of modeling 
ligand-macromolecular interactions as transition-state dissociation constants. The results for 
monomer- and multimer-forms of ligand-macromolecular complexes are mathematically rigorous 
and have been validated, in silico. The results are now examined in context of biochemical function 
(enzyme, non-enzyme) for selected cases.  
Case 1: Oxygen sensitive variants of non-haem iron (II)- and 2-oxoglutarate-dependent dioxygenases 

The non-haem iron (II)- and 2-oxoglutarate-dependent dioxygenases 𝐸𝐶 1.14. 𝑥. 𝑦 , comprise a 
large superfamily of enzymes, are present in all kingdoms of life and is chemically diverse (variable 
reaction chemistry, multiple substrates) [12,13,29]. Clinically relevant members include Phytanoyl-CoA 
dioxygenase (PHYT), Lysine Hydroxylases, and the Proline 4-Hydroxylases (P4H) amongst several 
others [12–15,29]. These enzymes have important roles in Phytanic acid metabolism and collagen 
maturation, with sub-optimal activities contributing to diseases such as Refsum and the Ehlers-Danlos 
(ED)-syndrome [14,15,30]. Here, too, the outcomes (clinical, non-clinical) associated with substitution 
mutations for PHYT suggest that modeling ligand-macromolecular interactions as transition-state 
dissociation constants may be a better index of biochemical function (T1–T4, C1–C3, P) [31]. 

P4Hs, are classified as being either hypoxia-sensitive 𝐻 𝑃4𝐻 ≡ 𝐻𝑃4𝐻; 𝐸𝐶 1.14.11.29  or 
collagen transforming 𝐶 𝑃4𝐻 ≡ 𝐶𝑃4𝐻; 𝐸𝐶 1.14.11.2  [28]. These reactions may be written, 

𝐻𝑃4𝐻 𝐻𝐼𝐹 𝑂 2𝑂𝐺  𝑃𝑟𝑜𝑙𝑖𝑛𝑒
→
← 𝐻𝑦𝑑𝑟𝑜𝑥𝑦𝑝𝑟𝑜𝑙𝑖𝑛𝑒 𝑆𝐴 𝐶𝑂 𝑅𝑋𝑁 2

𝐶𝑃4𝐻 𝑂 2𝑂𝐺 𝑃𝑟𝑜𝑙𝑖𝑛𝑒
→
← 𝐻𝑦𝑑𝑟𝑜𝑥𝑦𝑝𝑟𝑜𝑙𝑖𝑛𝑒 𝑆𝐴 𝐶𝑂 𝑅𝑋𝑁 3

 

𝑟 , 𝑟 ∶ 𝑅𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑓𝑜𝑟 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑎𝑛𝑑 𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑎𝑡 𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒
𝐻𝑃4𝐻 ∶ 𝐻𝑦𝑝𝑜𝑥𝑖𝑎 𝑖𝑛𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑃𝑟𝑜𝑙𝑖𝑛𝑒 4 𝐻𝑦𝑑𝑟𝑜𝑥𝑦𝑙𝑎𝑠𝑒

𝐻𝐼𝐹 ≡ 𝜇 ∶ 𝐻𝑦𝑝𝑜𝑥𝑖𝑎 𝑖𝑛𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 ℎ𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟
2𝑂𝐺 ∶ 2 𝑜𝑥𝑜𝑔𝑙𝑢𝑡𝑎𝑟𝑎𝑡𝑒

𝑆𝐴 ∶ 𝑆𝑢𝑐𝑐𝑖𝑛𝑖𝑐 𝑎𝑐𝑖𝑑
𝐶𝑂 ∶ 𝐶𝑎𝑟𝑏𝑜𝑛 𝑑𝑖𝑜𝑥𝑖𝑑𝑒

 

The amino acid identity between 𝐻𝑃4𝐻  and 𝐶𝑃4𝐻  notwithstanding, there are significant 
differences between the molecular biology that they exhibit. This implies that despite the similarity 
of co-factor 𝑖𝑟𝑜𝑛 𝐼𝐼 , substrate 𝐿 𝑃𝑟𝑜𝑙𝑖𝑛𝑒  and co-substrate 2 𝑜𝑥𝑜𝑔𝑙𝑢𝑡𝑎𝑟𝑎𝑡𝑒 , the 
binding affinities for molecular dioxygen vary considerably [7,32], 

𝐾𝑚 0.1 0.76 𝑚𝑀         (39) 

𝐾𝑚 0.03 1.5 𝑚𝑀        (40) 

The turnover numbers for the cognate substrate, too, differ significantly [7], 

𝐾𝑐𝑎𝑡 0.015 0.733 𝑠         (41) 

𝐾𝑐𝑎𝑡 0.0188 0.02 𝑠         (42) 

Clearly, a plausible explanation for these disparate empirical observations is the binding of the 
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hypoxia-inducible factors (HIF) to P4H. The hypoxia-inducible factors (HIFs), are a family 𝑛 3  
of transcription factors which sense hypoxia and trigger the upregulation of hypoxia-dependent 
genes [32–34]. Here, although hypoxia-inducible factor, is a full length protein, the actual binding 
site is the C-terminal end of HP4H [7,35]. 

𝐾𝑑 0.000016 0.023 𝑚𝑀        (43) 

Some of these observations may be inferred from the partitioning of the transition-state dissociation 
constants into distinct subsets (Table 2):  

Table 2. Ligand-macromolecular biochemistry as a function of its transition-state 
dissociation constants. 

 Case 1 Case 2 

Ligand 𝝁 ∈ 𝓛  Hypoxia-inducible factor Peptide 

Macromolecule 𝒄 ≡ 𝓒𝒛 ∈ 𝓒  HP4H, CP4H 𝑀1𝛽 

Primary complex ⟨𝒄|𝝁⟩ 

  High-affinity variant 

∶ 𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝓒𝒛  

  Low-affinity variant 

∶ 𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝓒𝒛  

〈𝑯𝑷𝟒𝑯|𝝁〉, 〈𝑪𝑷𝟒𝑯|𝝁〉 
𝑲𝒅 𝑯𝑷𝟒𝑯|𝝁𝒉𝒊𝒈𝒉

𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝑯𝑷𝟒𝑯  

𝑲𝒅 𝑪𝑷𝟒𝑯|𝝁𝒍𝒐𝒘

𝑲𝒅 𝝁𝒍𝒐𝒘𝑪𝑷𝟒𝑯  

〈𝑴𝟏𝜷|𝝁〉 
𝑲𝒅 𝑴𝟏𝜷|𝝁𝒉𝒊𝒈𝒉

𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝑴𝟏𝜷  

𝑲𝒅 𝑴𝟏𝜷|𝝁𝒍𝒐𝒘 𝑲𝒅 𝝁𝒍𝒐𝒘𝑴𝟏𝜷

Higher-order complex ⟨𝒄|𝝁⟩. 𝒞  

  High-affinity variant 

∶ 𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝓒𝒛. 𝒞  

  Low-affinity variant 

∶ 𝑲𝒅 𝝁𝒍𝒐𝒘𝓒𝒛. 𝒞  

--- 

--- 

 

--- 

 

〈𝑴𝟏𝜷|𝝁〉. 𝑃𝐿𝐶 

𝑲𝒅 𝑴𝟏𝜷|𝝁𝒉𝒊𝒈𝒉. 𝑷𝑳𝑪

𝑲𝒅 𝝁𝒉𝒊𝒈𝒉𝑴𝟏𝜷. 𝑷𝑳𝑪  

𝑲𝒅 𝑴𝟏𝜷|𝝁𝒍𝒐𝒘. 𝑷𝑳𝑪

𝑲𝒅 𝝁𝒍𝒐𝒘𝑴𝟏𝜷. 𝑷𝑳𝑪  

 

Functional relevance 

𝑅 𝑡 ≫ 𝑅 𝑡  

𝑀1𝛽|𝜇 . 𝑃𝐿𝐶 → 𝛼𝑀1𝛽 

(Anterograde) 

𝑀1𝛽|𝜇 . 𝑃𝐿𝐶 → 𝑟𝑀1𝛽 

(Retrograde) 

Note: 𝓒𝒛𝝁: All pairwise-atom/residue based square interaction matrix of ligand and macromolecule, ⟨𝒄|𝝁⟩; 𝓚𝓒𝒛𝝁: Diagonal matrix of 

the interactions of a ligand and macromolecule; 𝑧 𝑧: Set of eigenvalues of 𝓚𝓒𝒛𝝁 where 𝑧 ∈ 𝑑𝑖𝑎𝑔 𝓚𝓒𝒛𝝁 ⊂ ℂ; 𝑲𝒅 𝒄𝝁 : Set 

of eigenvalue-based transition-state dissociation constants for monomer- and multimer-forms of ligand-macromolecular complexes, 

𝜔 ∈ 𝑲𝒅 𝒄𝝁 𝛼 𝑅𝑒 𝑧 ∈ 𝑲𝒅 𝓒𝒛𝝁 ∩ 0,1 ; 𝜇 , 𝜇 : High- and low-affinity variants of an arbitrary ligand, 𝜇

𝜇 , 𝜇 ∈ 𝓛; 𝝁𝓒𝒛. 𝒞 : Higher-order complex of ligand and macromolecule; 𝑲𝒊𝒏𝒇: Subset of transition-state dissociation 

constants of ligand-macromolecular interaction; 𝑲𝒔𝒖𝒑:Subset of transition-state dissociation constants of ligand-macromolecular 

interaction; 𝑅 𝑡 : Rate of reaction; HP4H: Hypoxia stimulated- and Collagen Proline 4-Hydroxylase; CP4H: 𝑀1𝛽: Heterodimer of 

major histocompatibility complex I (MHC1) with beta-2 microglobulin; PLC: Peptide loading complex. 

In particular, binding of HIF restricts the range of the binding affinity of HP4H for molecular 
oxygen significantly, 

∆

∆
100 45%         (44) 

Here, the set of conformers of HP4H once bound to HIF ensures that the catalytic activity of 
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HP4H for HIF is significantly reduced in the presence of hypoxia. This will extend the half-life of 
HIF and facilitate transcription of HIF-responsive genes [36,37]. In contrast, CP4H exhibits no such 
differential activity. Furthermore, there is a significant variation in the catalytic activity (turnover 
number) of these enzymes for their cognate substrate (L-Proline), 

∆

∆
600       (45) 

These data suggest that a ligand when bound to a macromolecule can affect the rate at which the 
resulting complex assembles or disassembles and thereby influence biochemical function. Hence, 
partitioning the transition-state dissociation constants of the ligand-macromolecular complex into 
distinct subsets may offer valuable insights into the in vivo function of enzymes in physiological and 
pathological states (T4, C2, C3). 
Case 2: Generic model of MHC1-mediated high-affinity peptide export 

The peptide loading complex (PLC) is a higher-order 𝑍 2; 𝑇𝑎𝑝𝑎𝑠𝑖𝑛, 𝐸𝑅𝑝57, 𝑀𝐻𝐶1  
complex that assembles at the endoplasmic reticulum (ER)-membrane and functions to transport 
cytosolic peptides into the ER-lumen en route to the plasma membrane [38,39]. Whilst, regulation of 
this process, by Tapasin is well studied, the role of peptides and the possible mechanism(s) of action 
is unclear [40–43]. A low-affinity peptide-driven (LAPD)-model of the MHC1-mediated export of 
high-affinity peptides to the plasma membrane of nucleated cells has been proposed and investigated 
in silico [44]. A major proponent of this study was simulating the differential disassembly of PLC in 
response to peptides with varying affinities (high, low) for the MHC1-𝛽 -microglobulin [44]. In fact, 
data from the simulations suggested that low-affinity peptides may not only actively participate in 
the transport of high-affinity peptide export, but could also regulate the same [44]. Another 
interesting observation discussed was the role of low-affinity peptides in priming the MHC1-export 
apparatus, such that irrespective of the nature of the cellular insult (acute, chronic), export of 
high-affinity peptides was rapid, continuous and efficient [44]. 

Utilizing the partition schema for the transition-state dissociation constants from the current 
analysis (Table 2), we can model and rewrite the differential disassembly of the PLC, 

〈𝑴𝟏𝜷|𝝁𝒉𝒊𝒈𝒉〉. 𝑃𝐿𝐶
→
← 𝑇𝑎𝑝𝑎𝑠𝑖𝑛 𝐸𝑅𝑝57 𝑎𝑀1𝛽 𝑅𝑋𝑁 4

〈𝑴𝟏𝜷|𝝁𝒍𝒐𝒘〉. 𝑃𝐿𝐶
→
← 𝑇𝑎𝑝𝑎𝑠𝑖𝑛 𝐸𝑅𝑝57 𝜇 𝑟𝑀1𝛽 𝑅𝑋𝑁 5

 

𝑟 , 𝑟 ∶ 𝑅𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑓𝑜𝑟 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑎𝑛𝑑 𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑎𝑡 𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒
𝑀1𝛽 ∶ 𝐻𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟 𝑜𝑓 𝑀𝐻𝐶1 𝑤𝑖𝑡ℎ 𝑏𝑒𝑡𝑎 2 𝑚𝑖𝑐𝑟𝑜𝑔𝑙𝑜𝑏𝑢𝑙𝑖𝑛
𝜇 ∶ 𝐿𝑜𝑤 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑝𝑒𝑝𝑡𝑖𝑑𝑒

𝜇 ∶ 𝐻𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑝𝑒𝑝𝑡𝑖𝑑𝑒
〈𝑴𝟏𝜷|𝝁𝒍𝒐𝒘〉 ∶ 𝑆𝑒𝑡 𝑜𝑓 𝑝𝑒𝑝𝑡𝑖𝑑𝑒𝑠 𝑤𝑖𝑡ℎ 𝑙𝑜𝑤 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑓𝑜𝑟 𝑀𝐻𝐶1 𝑎𝑛𝑑 𝑖𝑛 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑤𝑖𝑡ℎ 𝑀𝐻𝐶1

〈𝑴𝟏𝜷|𝝁𝒉𝒊𝒈𝒉〉 ∶ 𝑆𝑒𝑡 𝑜𝑓 𝑝𝑒𝑝𝑡𝑖𝑑𝑒𝑠 𝑤𝑖𝑡ℎ ℎ𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑓𝑜𝑟 𝑀𝐻𝐶1 𝑎𝑛𝑑 𝑖𝑛 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑤𝑖𝑡ℎ 𝑀𝐻𝐶1
𝑒𝑀1𝛽 ∶ 𝑁𝑒𝑡 𝑒𝑥𝑝𝑜𝑟𝑡𝑎𝑏𝑙𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑜𝑓 ℎ𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑝𝑒𝑝𝑡𝑖𝑑𝑒 𝑤𝑖𝑡ℎ 𝑀𝐻𝐶1
𝑎𝑀1𝛽 ∶ 𝐴𝑛𝑡𝑒𝑟𝑜𝑔𝑟𝑎𝑑𝑒 𝑑𝑒𝑟𝑖𝑣𝑒𝑑 𝑒𝑥𝑝𝑜𝑟𝑡𝑎𝑏𝑙𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑜𝑓 ℎ𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑝𝑒𝑝𝑡𝑖𝑑𝑒 𝑤𝑖𝑡ℎ 𝑀𝐻𝐶1
𝑟𝑀1𝛽 ∶ 𝑅𝑒𝑡𝑟𝑜𝑔𝑟𝑎𝑑𝑒 𝑑𝑒𝑟𝑖𝑣𝑒𝑑 𝑒𝑥𝑝𝑜𝑟𝑡𝑎𝑏𝑙𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑜𝑓 ℎ𝑖𝑔ℎ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑝𝑒𝑝𝑡𝑖𝑑𝑒 𝑤𝑖𝑡ℎ 𝑀𝐻𝐶1

𝑃𝐿𝐶 ∶ 𝑃𝑒𝑝𝑡𝑖𝑑𝑒 𝑙𝑜𝑎𝑑𝑖𝑛𝑔 𝑐𝑜𝑚𝑝𝑙𝑒𝑥
𝐸𝑅𝑝57 ∶ 𝐸𝑛𝑑𝑜𝑝𝑙𝑎𝑠𝑚𝑖𝑐 𝑟𝑒𝑡𝑖𝑐𝑢𝑙𝑢𝑚 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑑𝑖𝑠𝑢𝑙𝑓𝑖𝑑𝑒 𝑖𝑠𝑜𝑚𝑒𝑟𝑎𝑠𝑒

 

The appropriate dissociation constants are, 
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𝐾𝑑 𝑅𝑋𝑁4 𝐾𝑑
|

|
      (46) 

𝐾𝑑 𝑅𝑋𝑁5 𝐾𝑑
| |

      (47) 

Rewriting these equations in terms of the peptide-bound MHC1, 

𝐾𝑑
|

|
        (48) 

where, 

𝜁         (48.1) 

𝐾𝑑
| |

        (49) 

where, 

𝜁        (49.1) 

Clearly, 

𝐾𝑑 ∝
|

|
        (50) 

𝐾𝑑 ∝
| |

        (51) 

These results suggest that, 

𝐾𝑑 ≃ 1.0 𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑑𝑖𝑠𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛  𝑎𝑛𝑑 𝑎𝑀1𝛽 → ∞     (52) 

𝐾𝑑 ≃ 0.0 𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛  𝑎𝑛𝑑 𝑟𝑀1𝛽 → 0     (53) 

and is in accordance with existing empirical and simulation data, 

𝜇 ⋘ 𝜇 , 𝑎𝑀1𝛽 ⋙ 𝑟𝑀1𝛽        (54) 

Here, the partitioning of transition-state dissociation constants into low- and high-affinity peptides 
for the MHC1 can provide valuable insights into the underlying molecular biology of 
MHC1-mediated high-affinity peptide transport under physiological and pathological conditions 
(T5–T7, P) [42–44].  

5. Conclusions 

The work presented models ligand-macromolecular interactions as eigenvalue-based 
transition-state disassociation constants. The interaction matrix is an all-atom/residue pairwise 
comparison between the ligand and macromolecule and comprises numerical values drawn randomly 
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from a standard uniform distribution. The transition-state dissociation constants are the strictly 
positive real part of all complex eigenvalues of this ligand-macromolecular interaction matrix, 
belong to the open interval (0,1) and form a sequence whose terms are finite, monotonic, 
non-increasing and convergent. The findings are rigorous, numerically robust and can be extended to 
higher-order complexes. The study, additionally, suggests a schema by which a ligand may be 
partitioned into high- and low-affinity variants. This study, although theoretical offers a plausible 
explanation into the underlying biochemistry (enzyme-mediated substrate catalysis, 
assembly/disassembly and inhibitor kinetics) of ligand-macromolecular complexes. Future 
investigations may include assigning weights to each interaction, investigating origins of 
co-operativity in enzyme catalysis and inhibitory kinetics amongst others. 

6. Proofs 

This section provides formal proofs for the included theorems, corollaries and proposition. 
Proof (T1): 

From Defs. (4) and (5), 

 For every 𝜔 ∈ 𝑲𝒅 𝒄𝝁  ∃𝑔 𝜔 ∈ 𝑲𝒅 𝓒𝒛𝝁 |𝑔 ∘ 𝑔 𝜔 𝜔               (55) 

Let, 

𝜔 , 𝜔 ∈ 𝑲𝒅 𝒄𝝁 |𝑔 𝜔 , 𝑔 𝜔 ∈ 𝑲𝒅 𝓒𝒛𝝁 ; 𝑥 𝑦; 𝑥, 𝑦 𝐴  

If,  

𝑔 𝜔 𝑔 𝜔           (56) 

then, 

𝑔 ∘ 𝑔 𝜔 𝑔 ∘ 𝑔 𝜔          (57) 

⇒ 𝜔𝑥 𝜔𝑦           (58) 

If,  

𝑡 0|𝑡 ∈ 𝑲𝒅 𝓒𝒛𝝁           (59) 

From (55),  

𝑔 ∘ 𝑔 𝑡 0 ∉ 𝑲𝒅 𝒄𝝁         (60) 

Similarly, For, 

𝑡 1|𝑡 ∈ 𝑲𝒅 𝓒𝒛𝝁           (61)  

From (55), 

𝑔 ∘ 𝑔 𝜔 1 ∉ 𝑲𝒅 𝒄𝝁          (62) 

From (58), (60) and (62), 
∎ 

Proof (T2): (By induction) 
For 𝑎 1, 
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 𝜔 max 𝑲𝒅 𝒄𝝁 1      (By Def. (5)), (63) 

Assume 𝑎 𝐴 1, 

𝜔 𝜔               (64) 

Then ∃𝑎 𝐴, 

 𝜔 𝜔 𝜔            (65) 

For 𝑎 1, 

𝜔 min 𝑲𝒅 𝒄𝝁 0      (By Def. (5)), (66) 

Assume 𝑎 𝐴 1, 

𝜔 𝜔               (67) 

⇒ 0 𝜔 ~𝑲𝒅 𝒄𝝁 1 ∀𝜔 

∎ 

Proof (T3): 
From (T2), 

𝜔 1 

Choose 𝜀 ∈ ℝ , 𝜀 → 0, 
𝜀 |𝜔 1| 𝜀 

For every 𝑎 𝐴,  

lim
→

𝜔 1 𝜀 

lim
→

|𝜔 1| 𝜀 

lim
→

𝜔 1          (69) 

Similarly, 

𝜔 0 

Choose 𝜀 ∈ ℝ , 𝜀 → 0, 

1
𝜀

|𝜔 0| 𝜀 

For every 𝑎 𝐴, 

lim
→

𝜔 0 𝜀 

lim
→

|𝜔 0| 𝜀 
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lim
→

𝜔 0          (70) 

From (69) and (70), 

lim
→

𝜔 0,1  

∎ 

Proof (C1): 
Assume,  

𝑠𝑢𝑝 𝜔 𝑚𝑎𝑥 𝜔 𝜔  

Choose 𝜀 ∈ ℝ , 𝜀 → 0 
then for any 𝑎 1,2. . 𝐴, we can find,  

𝜀 . 𝜔 ⋘ 𝜔           (71) 

𝜀 . 𝜔 𝜔           (72) 

𝜔 𝜔 .
1

𝜀𝐴
          (73) 

Let 𝛿 ∈ ℝ , 𝛿 → 0, 

𝜔 𝛿 𝜔 .
1

𝜀𝐴
         (74) 

Assume,  
𝑖𝑛𝑓 𝜔 𝑚𝑖𝑛 𝜔 𝜔  

Choose 𝜀 ∈ ℝ , 𝜀 → 0 
then for any 𝑎 1,2. . 𝐴, we can find,  

𝜀 . 𝜔 𝜔           (75) 

𝜔 ⋘ 𝜔 .
1

𝜀𝐴
         (76) 

𝜔 𝜔 .
1

𝜀𝐴
          (77) 

Let 𝛿 ∈ ℝ , 𝛿 → 0, 

𝜔 𝜔 .
1

𝜀𝐴
𝛿         (78) 

From (74) and (78), 
∎ 

Proof (T4): 
From (T2 and T3), (C1 and C2) 
Case (1) 

If 

𝜔 𝑲𝒔𝒖𝒑 ⊂ 𝑲𝒅 𝓒𝒛𝝁  
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then, 

𝜔 ∈ 𝑲𝒊𝒏𝒇~𝑲𝒅 𝒄𝝁         (79) 

Case (2) 
If 

𝜔 𝑲𝒊𝒏𝒇 ⊂ 𝑲𝒅 𝓒𝒛𝝁  

then, 

𝜔 ∈ 𝑲𝒔𝒖𝒑~𝑲𝒅 𝒄𝝁          (80) 

From (79) and (80), 

𝑲𝒊𝒏𝒇 ∩ 𝑲𝒔𝒖𝒑 ∅          (81) 

Since, 

𝑲𝒅 𝓒𝒛𝝁 ⊃ 𝑲𝒊𝒏𝒇 ∪ 𝑲𝒔𝒖𝒑 ∪ 𝑲𝒊𝒏𝒇 ∩ 𝑲𝒔𝒖𝒑  

From (79)–(81), 

𝑲𝒅 𝓒𝒛𝝁 ⊃ 𝑲𝒊𝒏𝒇 ∪ 𝑲𝒔𝒖𝒑          (82) 

⇒ 𝑲𝒅 𝒄𝝁 ⊂ 𝑲𝒅 𝓒𝒛𝝁  

∎ 

Proof (C3): 
If, 

∃𝜇 ∈ 𝓛|#𝑲𝒔𝒖𝒑 ⋙ #𝑲𝒊𝒏𝒇 ∀𝑎 

Then, 
𝜇 ≡ 𝜇            (83) 

Similarly, if, 
∃𝜇 ∈ 𝓛|#𝑲𝒊𝒏𝒇 ⋙ #𝑲𝒔𝒖𝒑 ∀𝑎 

Then, 
𝜇 ≡ 𝜇            (84) 

From (83) and (84), 
∎ 

Proof (T5) (By induction) 
Assume 𝑧 1; 𝑍 2, 𝑦 1; 𝑍 2, 

𝒞 . ∏ 𝒞 𝒞 . ∏ 𝒞         (85) 

 𝒞 . 𝒞          (85.1) 

 𝒞 . 𝒞         (85.2) 

Assume truth for 𝑦 𝑌 ≫ 1,  

𝒞 . ∏ 𝒞   𝒞 . 𝒞 … . 𝒞        (86) 

 𝒞 . 𝒞         (86.1) 
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For 𝑦 𝑌 1, 

𝒞 . ∏ 𝒞   𝒞 . ∏ 𝒞          (87) 

 𝒞 . ∏ 𝒞 . ∏ 𝒞      (87.1) 

 𝒞 . 𝒞 . 𝒞         (87.2) 

 𝒞 . 𝒞         (87.3) 

From (85)–(87), 

∎ 

Proof (T6): 
From Defs. (6–8), 

𝜇𝒞 . 𝒞 ≡ 𝜇𝒞 ≡ ⟨𝒄|𝝁⟩         (88) 

⇒ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ~𝑲𝒅 𝒄𝝁          (89) 

⇒ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ∩ 𝑲𝒅 𝒄𝝁          (90) 

From Def. (5), 

𝜔 ∈ , ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ∩ 𝑲𝒅 𝒄𝝁         (91) 

𝜔 ∈ , ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ∩ 𝜔 ∈ , ∈ 𝑲𝒅 𝒄𝝁       (92) 

From (T2–T4), (C1–C3), 

∀𝑎            𝜔 , … ⊆ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ∩ 𝜔 , … ⊆ 𝑲𝒅 𝒄𝝁      (93) 

⇒ 𝜔 , … ~𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ∩ 𝜔 , … ~𝑲𝒅 𝒄𝝁       (94) 

Conversely, let, 

𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ; 𝜔 ∈ 𝑲𝒅 𝒄𝝁  

From (92) and (94), 

∀𝜔 ∈ 𝑲𝒅 𝒄𝝁  ∃𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 |𝑢 ℎ 𝜔        (95) 

∀𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀  ∃𝜔 ∈ 𝑲𝒅 𝒄𝝁 |𝜔 ℎ 𝑢 ℎ ℎ 𝜔      (96) 

From (95) and (96), 
∎ 

Proof (T7): 
From (T6), 

ℎ ∘ ℎ: 𝜔 ∈ 𝑲𝒅 𝒄𝝁  

From (T1), Def. (4) 
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𝑔: 𝜔 ∈ 𝑲𝒅 𝒄𝝁 ↦ 𝑲𝒅 𝒄𝝁 ∪ ℝ 𝑲𝒅 𝓒𝒛𝝁  

Rewriting, 

𝑔: 𝜔 ↦ 𝑲𝒅 𝓒𝒛𝝁           (97) 

𝑔 ℎ 𝑢 ↦ 𝑲𝒅 𝓒𝒛𝝁           (98) 

𝑔 ∘ ℎ ℎ 𝜔𝑢 ↦ 𝑲𝒅 𝓒𝒛𝝁          (99) 

𝑔 ∘ ℎ ∘ ℎ 𝜔 ↦ 𝑲𝒅 𝓒𝒛𝝁          (100) 

∎ 

Proof (P): 
From (T1–T7) and Defs. (4–8, 10), 

For 𝑧 𝑍 1,  

𝜇𝒞 . 𝒞 𝜇𝒞          (101) 

𝑔 ∘ ℎ 𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛 ↦ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ        (102) 

𝑔 ∘ ℎ ∘ ℎ 𝜔 ↦ 𝑲𝒅 𝓒𝒛𝝁          (102.1) 

⇒ 𝑲𝒅 𝝁𝓒𝒛 ⊂ 𝑲𝒅 𝓒𝒛𝝁           (103) 

For 𝑍 2, 

𝑔 ∘ ℎ 𝑢 ∈ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ↦ 𝑲𝒅 𝓒𝒛𝝁 ⊂ ℝ        (104) 

𝑔 ∘ ℎ ∘ ℎ 𝜔 ↦ 𝑲𝒅 𝓒𝒛𝝁           (104.1) 

⇒ 𝑲𝒅 𝝁𝓒𝒛. 𝓒𝒀 ⊂ 𝑲𝒅 𝓒𝒛𝝁            (105) 

From (103) and (105), 
∎ 
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