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Abstract: To address the problem of steel strip surface defect detection, a feature fusion–based 
preprocessing strategy is proposed based on machine vision technology. This strategy can increase the 
feature dimension of the image, highlight the pixel features of the image, and improve the recognition 
accuracy of the convolutional neural network. This method is based on commonly used image feature 
extraction operators (e.g., Sobel, Laplace, Prewitt, Robert, and local binary pattern) to process the 
defect image data, extract the edges and texture features of the defect image, and fuse the grayscale 
image processed by the feature operator with the original grayscale image by using three channels. To 
consider also computational efficiency and reduce the number of calculation parameters, the three 
channels are converted into a single channel according to a certain weight ratio. With this strategy, the 
steel plate surface defect database of NEU is processed, and fusion schemes with different operator 
combinations and different weight ratios for conversion to the single channel are explored. The test 
results show that, under the same network framework and with the same computational cost, the fusion 
scheme of Sobel:image:Laplace and the single-channel conversion weight ratio of 0.2:0.6:0.2 can 
improve the recognition rate of a previously unprocessed image by 3% and can achieve a final accuracy 
rate of 99.77%, thereby demonstrating the effectiveness of the proposed strategy. 

Keywords: convolutional neural network; image fusion; feature extraction; steel plate surface defect; 
image recognition  

 

1. Introduction  

Surface defects are an important factor affecting the quality of steel plates and strips. More than 
60% of the quality objection incidents by users of steel plate and strip products are prompted by surface 
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defects, thus causing enormous economic losses to the steel companies [1]. With the technological 
advancement of optical instruments, image processing-based steel plate surface defect recognition has 
become a research focus of scholars worldwide [2–4]. High-quality images of steel plates can be 
captured by coordinating the camera, light source, and laser line. Additionally, the surface defects of 
the steel plate can be detected and classified by a custom algorithm. The automatic surface defect 
detection system can perform online detection of surface defects and provide timely feedback. 
Detection and timely feedback are key to improving the surface quality of steel plates and strips. With 
the improvement of the production line speed and the increasingly stringent requirements that users 
impose regarding product quality, it is urgent to improve the accuracy, speed, and efficiency of defect 
detection and recognition algorithms in surface detection systems. 

The machine vision detection algorithm consists of two steps: Feature extraction and 
classification. Multiple sets of features from different aspects, such as gray level, shape, and texture, 
can be extracted from the defect image and are conducive to the correct classification of defects. 
However, too many features affect the complexity and performance of the classifier. To achieve the 
best possible classification result without losing features, feature selection methods are generally used 
to process the features. Commonly used feature extraction algorithms include the gray-level 
cooccurrence matrix (GLCM) [5] and scale-invariant feature transformation (SIFT) [6]. With these 
methods, a high-dimensional space is mapped to a low-dimensional space to generate a linear 
combination of the original features and to reduce the feature dimension. Defect classification falls 
under the scope of pattern recognition. Commonly used classification algorithms include support 
vector machines [7], naïve Bayes [8], K-nearest neighbors [9], and random forests (RFs) [10]. Relevant 
classification algorithms have received increasing attention and have achieved good results in practice. 
However, the abovementioned traditional detection methods have poor generalization ability and rely 
on the personal experience of researchers to design the feature engineering. Hence, it is very difficult 
to apply these methods in large-scale industrial production. 

In recent years, deep convolutional neural networks (CNNs) [11–13] have sparked a resurgence 
of visual research because of the benefit of self-learning image features. Inspired by the biological 
natural visual perception mechanism, CNNs can substantially reduce the number of training 
parameters by using the weight sharing mechanism mainly through supervised learning and 
backpropagation training. However, in practical applications, because specific parameters, such as 
weight bias in training, cannot be set, deep CNNs have certain shortcomings. Therefore, only the 
hyperparameters during learning can be adjusted to control the fitting. Then, the weight bias parameters 
needed for recognition are generated. This black-box algorithm has been criticized by researchers. 
Especially in steel plate surface defect recognition, due to the low contrast of image data, CNNs learn 
image features through randomly generated convolution kernels. By using such convolution kernels 
with uncertain parameters, important features may be unminable. The unminability of important 
features easily leads to misjudgment and affects the further improvement of the recognition rate. 

To detect cracks in nuclear power plant components, Chen [14] and Jahanshahi et al. proposed a 
deep learning framework based on a CNN and naïve Bayes data fusion scheme to analyze single video 
frames for crack detection. The authors presented a new data fusion scheme to aggregate the 
information extracted from each video frame to enhance the overall performance and robustness of the 
system. A method to extract the potential features of steel plate defects by fusing multiple convolutional 
network feature layers was proposed by He [15]. However, this method relies on the network to 
perform the fusion, and there is a certain randomness in the learning process; additionally, this method 
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needs a huge amount of data. Wang et al. [16] proposed an improved RF algorithm with optimal multi-
feature-set fusion for distributed defect recognition. This algorithm fuses the histogram of oriented 
gradients (HOG) feature set and GLCM feature set by using the multi-feature-set fusion factor to 
change the number of decision trees corresponding to each feature set in the RF algorithm. In this 
paper, a feature fusion preprocessing method is designed. This method can achieve a high recognition 
rate for six categories of defects by using a small amount of data, help the CNN to mine the deeper 
features of steel plate defect images, and give full play to the learning advantage of neural networks. 

Since the matrices and defects of steel plates are mostly gray and black, the overall contrast 
between the defects and their defects is extremely low. Even if an advanced color camera is used to 
collect images in a red–green–blue format, the color features of steel plate defects are not obvious. 
Therefore, the images acquired by industrial cameras are mostly single-channel grayscale images. In 
this study, specific contour and texture detection operators are combined to process the original 
grayscale image acquired by an industrial camera to extract the image features, fuse the image features 
with the original image based on the channel model, and finally convert the image to a single channel 
based on a certain weight ratio. By using the above processing, not only can the feature dimension of 
the image be increased and the image be more easily activated by the network to extract features, but 
the same pixel level as that of the original grayscale image can also be guaranteed, without wasting 
extra computational cost. Additionally, artificial guidance helps the CNN learn image features 
purposefully and avoid the drawbacks of black-box algorithms, thereby improving the recognition 
accuracy of low-contrast images. 

The main contributions of this study are as follows: 
(1) This study promotes the purposeful learning of a CNN, improves the classification capability 

of the network, and proposes a multichannel fusion strategy based on the combination of feature 
operators. This strategy not only increases the feature dimension but also retains the feature 
information of the original image. 

(2) This study proposes converting multiple channels into a single channel for network training 
according to a certain weight ratio to reduce computational cost. Such a conversion not only ensures 
the classification accuracy but also does not affect the computational speed. 

(3) This study obtains the optimal weight ratio of fusion and conversion by using the traversal 
method, which involves comparing the impacts of different fusion and conversion schemes on the 
classification results. 

2. Proposed method 

When a CNN extracts images, the shallow convolution kernel is mainly used to extract the edge 
features, and the deep convolution kernel is mainly used to extract the high-level abstract features, 
such as texture. Then, these features are integrated through the full connection layer to make the 
classification. A convolution kernel with a specific template can extract the directional features of the 
image by using, e.g., the Sobel [17], Laplace [18], Prewitt [19], and Roberts operators [20]; the texture 
features of image data can be encoded by contrast and integration of pixels, such as with the local 
binary pattern (LBP) [21]. In this paper, a feature extraction operator is used to extract the edge and 
texture information of an image to make it is easier for the shallow convolution kernel to learn edge 
features and for the deep convolution kernel to learn texture features. Additionally, the influence of 
different fusion schemes on the steel plate surface defect recognition rate is investigated. 
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Currently, five feature extraction operators are commonly used: Sobel, Laplace, Prewitt, Robert, 
and LBP. In this paper, we choose each pair of these operators to process the original grayscale image, 
and the resulting feature matrix is fused with the original grayscale matrix. The original grayscale 
matrix is placed in the middle channel, and the image processed by the feature operators is randomly 
placed on the remaining two channels. Fifteen combination schemes of the same feature operator and 
different feature operators form a three-channel color-effect image. The three-channel data after fusion 
results in the data calculation burden for two additional channels in the model. In contrast, the model 
of the original grayscale image requires only the data calculation for a single channel. To mitigate the 
increase in computational load after multichannel fusion, we use a traversal method to explore the 
optimal weight ratio and convert the three-channel image data into single-channel image data 
according to a certain weight ratio. The flowchart is shown in Figure 1. 
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Figure 1. Overall flowchart of feature fusion–based preprocessing. 

3. Experiments and analysis 

In this study, the same CNN framework and hyperparameters are used for the training. The 
sensitivity of the feature fusion preprocessing model at the defect area is verified using a heat map and 
a feature activation map of the visual learning area. The accuracy (acc)–loss curve is used to observe 
the convergence of the model before and after feature preprocessing. The confusion matrix is used to 
assess the accuracy of network recognition before and after feature fusion preprocessing. The goal of 
the experiment is to find the optimal fusion scheme and conversion weight. 
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3.1. Experimental data 

The NEU steel surface defect database created by Song et al. [22] of Northeastern University, 
China, was selected for use in this study. There are six categories of defects, namely, crazing, inclusion, 
patches, pitted, rolled-in, and scratches. There are 300 sample data points for each defect category, 
thus, resulting in a total of 1800 data points. The image resolution is 200 × 200 pixels. Figure 2 shows 
the defect samples. 

Crazing Inclusion Patches Pitted Rolled-in Scratches 

   

   

Figure 2. NEU steel plate defect data set. 

Defect recognition based on the NEU steel plate surface defect database [23] faces three 
difficulties: (1) Defects of different classes have similar features; (2) illumination and material changes 
can affect the gray value of the acquired defect image; and (3) there are effects of various noises. To 
prevent overfitting, data augmentation is used in this study to expand the existing database capacity to 
5000 samples, to increase the data volume of the experiment set, and to improve the generalization 
ability of the model. The experimental set in this paper is divided into three categories: Training set, 
validation set and test set, which are distributed according to the ratio of 7:2:1. So there are 3500 
samples in training set, 1000 samples in validation set and 500 samples in test set. In order to ensure 
the consistency of the samples, the number of samples for each category in each sample set is roughly 
the same. 

3.2. Experimental parameters 

To fairly compare the data results before and after feature fusion processing, the exact same 
hyperparameters are used as follows: Adam, which is used as the optimizer; ReLU, which is used as 
the activation function; random initialization of weights; and use of the learning rate decay strategy 
with an initial learning rate of 0.00001, an epoch of 100, and a batch size of 32. 

3.3. Experimental environment 

All experiments were run on a graphics workstation with two 10-core Intel Xeon E5-260 Wv4 
central processing units (CPUs), an NVIDIA Titan 1080Ti graphics processing unit (GPU), and 128 
GB memory. Windows 10-based Python was the development environment, and Keras was used as the 
learning framework. 
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3.4. Experimental program and analysis 

3.4.1. Determination of the network framework 

Five classical models, Lenet-5 [24], Alexnet [25], VGG16 [26], InceptionV3 [27], and 
Resnet50 [28], are selected as the main framework of the CNN. Taking the original image data as 
samples, the recognition accuracies of these classical network models are compared using identical 
hyperparameters. The results of this comparison are shown in Figure 3. VGG16 has the highest 
recognition rate, up to 95.55%. Therefore, this model is the most suitable for learning the features of 
the NEU data. Therefore, VGG16 is chosen as the main framework. 

 

Figure 3. Recognition accuracies of different classical CNN frameworks. 

3.4.2. Fusion of the same feature operators  

To study the influence of the fusion of the same operators and the original image on the model, 
the image processed by each operator is selected and combined with the original grayscale image. The 
original grayscale data are placed in the middle channel, and the grayscale matrix is placed in the other 
two channels. The result is five different fusion schemes, as shown in Figure 4. Five sets of experiments 
(Nos. 1 to 5) are carried out for each fusion scheme by using the above hyperparameters for training. 
Hence, there are a total of 25 sets of experiments. The results are shown in Table 1. The fusion scheme 
of Sobel:image:Sobel has the highest average accuracy, reaching 96.22%. 

3.4.3. Fusion of different feature operators  

To study the influence of the feature operator combination scheme on the recognition accuracy of 
the model, the image processed by each pair of operators is selected and combined with the original 
grayscale image, and the original grayscale data are placed in the middle channel, while the grayscale 
matrix processed by the two operators is randomly placed in the other two channels. Ten combination 
schemes are based on channel fusion, as shown in Figure 5. The fused data are all in color, and the 
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inclusion areas of the images with edge operator fusion tend to be darker. The inclusion area of the 
image data processed by the LBP operator and the texture of the steel plate background are more 
prominent. Using the aforementioned model and hyperparameters, five sets of experiments (Nos. 1 to 5) 
were carried out for each fusion scheme; thus, a total of 50 experiments were carried out. The accuracy 
of the fusion results obtained using different operators is shown in Table 2. 

Sobel:img:Sobel Roberts:img:Roberts Laplace:img:Laplace 

   

Prewitt:img:Prewitt LBP:img:LBP 

  

Figure 4. Fusion results with the same feature operators. 

Table 1. Accuracy of fusion results with the same operators (percentage, %). 

Conversion weights  
 Accuracy  Average  

Accuracy No. 1 No. 2 No. 3 No. 4 No. 5 

Sobel:img:Sobel  97.24 96.54 94.27 93.28 96.77 96.22 

Roberts:img:Roberts  95.34 95.49 94.65 96.97 95.30 95.55 

Prewitt:img:Prewitt  95.25 93.94 95.21 94.24 94.71 94.67 

Laplace:img:Laplace  88.13 87.12 86.44 87.63 87.08 87.28 

LBP:img:LBP  92.11 92.48 92.26 93.32 94.43 92.92 

Table 2 shows that among the five sets of experiments, the fusion result of Sobel:image:Laplace 
has the highest average accuracy, reaching 98.61%. The fused images with the LBP operator generally 
have poor performance. In this case, the CNN performs poorly because although the CNN is more 
sensitive to the visual feature information of the image, the CNN is not good at analyzing the intrinsic 
meaning of the abstract texture features encoded by LBP. 



5679 

Mathematical Biosciences and Engineering  Volume 17, Issue 5, 5672–5685. 

Sobel:img:Roberts Sobel:Img:Laplace Sobel:img:Prewitt Sobel:img:LBP Roberts:img:Laplace

     

Roberts:img:Prewitt Roberts:img:LBP Laplace:img:Prewitt Laplace:img:LBP Prewitt:img:LBP 

     

Figure 5. Fusion results by using different feature operators. 

Table 2. Accuracy of fusion results by using different operators (percentage, %). 

Fusion scheme 
Accuracy Average 

Accuracy No. 1 No. 2 No. 3 No. 4 No. 5 

Sobel:img:Roberts 98.88 97.36 98.05 99.09 97.97 98.27 

Sobel:img:Laplace 97.51 98.14 98.98 98.91 99.45 98.61 

Sobel:img:Prewitt 98.51 97.04 98.17 99.01 97.27 98.00 

Sobel:img:LBP 76.11 76.25 75.22 74.89 75.58 75.61 

Roberts:img:Laplace 98.02 96.94 96.01 98.57 99.61 97.83 

Roberts:img:Prewitt 95.17 96.37 95.25 96.44 97.32 96.11 

Roberts:img:LBP 81.21 81.37 83.27 81.65 80.25 81.55 

Laplace:img:Prewitt 97.41 97.11 97.02 96.51 95.55 96.72 

Laplace:img:LBP 70.52 67.61 65.84 64.32 67.26 67.11 

Prewitt:img:LBP 19.84 14.28 15.77 16.19 17.22 16.66 

3.4.4. Conversion to a single channel  

Processing the three-channel data after fusion will double the computational cost, while the 
original grayscale image model only needs to process the single-channel data. In this study, to avoid 
this drawback after multichannel fusion, the three-channel data are converted into a single-channel 
grayscale image according to a certain weight ratio, as shown in Eq (1): 

 Final	 image 	 1st	 channel 	 2nd	 channel 	 3rd	 channel  (1) 

where α, β, and γ are the weight ratio coefficients of different channels, and they sum up to 1. The 
traversal method is used with a step size of 0.1. And there is a total of 36 combinations. Based on the 
original model, the average accuracy is tested, as shown in Figure 6. 

The results show that when the weight coefficients of α, β, and γ are 0.2, 0.6, and 0.2, respectively, 
the computational cost is the same as with the original data. However, the accuracy is 1.16% higher 
than when using the three-channel fusion. Figure 7 compares the single-channel image converted using 
a weight ratio of 0.2:0.6:0.2 with the original image. The figure shows that the defect feature edge of 
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the feature fusion image of the Sobel:image:Sobel algorithm is more obvious. The weight of 0.6 
assigned to the original grayscale image can properly retain the information of the original image. The 
ability to retain this information helps the convolution kernel to learn weights, and the weight of 0.2 
assigned to the edge extraction operator can well highlight the defect features on the steel plate image. 
Consequently, these defect features are conducive to CNN capturing. The same calculation parameters 
as those of the original data can be retained, while the recognition rate can reach as high as 99.77%. 

 

Figure 6. Accuracy using coefficients with different conversion weight ratios 
(percentage, %). 

Samples of original images 

     

Samples of fused images 

     

Figure 7. Grayscale images of the fusion results. 

3.4.5. Comparison of models before and after multichannel fusion  

The feature activation map of the first layer of VGG16 before and after the feature fusion 
processing is visualized, and the learning results are analyzed. One such image is randomly selected 
for processing (Figure 8). The yellow area indicates that the defect feature is activated and contains 
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the black inclusion defects; hence, it can be determined that this feature produces the correct phase 
response. Figure 8 also shows that, in the activation map without feature fusion, 23 feature maps in the 
defect area generate correct activation. In contrast, in the results after feature fusion, 31 feature maps 
in the defect area generate correct activation. These data indicate that because the edge extraction 
operator captures the target defect area in advance and fuses it with the original image, the edge 
extraction operator can enhance the edge pixel feature of the defect area of the image and ensure that 
the original data are not lost. Consequently, it is easier for the convolution kernel to capture the defect. 

Figure 8. Visualization of the first activation layer. (a) Visualization of the feature map of 
the original grayscale image. (b) Visualization of the feature map of the fused image. 

In this study, the gradient-weighted class activation mapping (Grad-CAM) algorithm [29] is used 
to further validate the target area where the model finally learns. This algorithm can display the area 
where the model learns in the form of a heat-affected zone to facilitate the observation of whether the 
final model successfully learns the features of the correct area. Given an input image, the algorithm 
can obtain the output feature map of a convolution layer through the trained model, which can obtain 
the parameters of the convolution kernel corresponding to each pair of feature maps without modifying 
the original model structure. The category relative to each channel of this feature map is used as a 
weight to generate a spatial map of the activation intensity of the input image to the category. So the 
heat-affected zone can be generated. In this paper, this method is used to visualize the model before 
and after feature fusion. Figure 9 shows the learning result of the inclusion defect. The figure shows 
that the defect area of the steel plate image data subjected to feature fusion process is red; i.e., the area 
is a “high-temperature” zone. This zone can be accurately located in the image, while the defect area 
of the original image data not processed by the feature operator is not very well covered. The results 
show that the data processed by the feature operator have an increased pixel level in the defect area; 
therefore, the area is more likely to be captured by the CNN. The heat map analysis further verifies 
that feature fusion preprocessing significantly improves the recognition ability of the CNN model. 

The acc and loss curves of the model learning before and after feature fusion are plotted in 
Figure 10. This figure shows that the acc curve after feature operator processing has a narrow range 

(a) 

(b) 
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of fluctuation and overall larger fluctuation; in contrast, the acc curve without feature operator 
processing has a relatively wide range of fluctuation and overall smaller fluctuation. The loss curve 
after feature operator processing has a narrow range of fluctuation and overall smaller fluctuation; in 
contrast, the loss curve without feature operator processing has a wide range of fluctuation and overall 
larger fluctuation. It can be concluded that the model after feature fusion has a higher fitting ability 
and better convergence than the model without feature fusion. 

     

Figure 9. Visualization results of heat map analysis. (a) Original defect image. (b) Heat 
map after feature fusion. (c) Heat map without feature fusion.  

  

  

Figure 10. Comparison of results before and after fusion. (a) Acc curve before feature 
fusion. (b) Acc curve after feature fusion. (c) Loss curve before feature fusion. (d) Loss 
curve after feature fusion. 

)

(a) (b) (c)

(a) (b)

(d)(c) 
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The confusion matrix is used in this study to further compare the classification results of the 
model before and after feature fusion. Each row of the matrix represents the results of a predicted 
category. The optimal results before and after feature fusion are represented by the confusion matrix, 
as shown in Figure 11. The figure shows that the recognition accuracy for the crazing category with a 
steel plate background is 100% with or without feature fusion; the recognition accuracy for the 
inclusion category is 99.33% with feature fusion and 97.58% without feature fusion; the recognition 
accuracy for the patches category feature is 100% with feature fusion and 98.48% without feature 
fusion; the recognition accuracy for the pitted category is 100% with feature fusion and 78.48% 
without feature fusion; the recognition accuracy for the rolled-in category is 100% with feature fusion 
and 95.76% without feature fusion; and the recognition accuracy for the scratches category is 99.33% 
with feature fusion and 95.15% without feature fusion. The above results show that the recognition 
accuracy of the model is higher in each category after preprocessing with feature fusion than without 
feature fusion. These results indicate the feasibility of preprocessing with feature fusion in improving 
the recognition accuracy. 

  

Figure 11. Results of confusion matrix accuracy. (a) Before feature fusion. (b) After feature 
fusion.  

4. Conclusions  

This study proposes an image preprocessing method based on feature operator fusion that is 
mainly used for defect recognition on low-contrast steel plate surface grayscale images. Through many 
combination tests, the original grayscale images have been processed using the Sobel and Laplace 
operators, then superimposed with the original grayscale image at a weight ratio of 0.2:0.6:0.2 as the 
input to a CNN. The experimental results show that this fusion scheme effectively improves the 
recognition rate of the test set. Without changing the experimental network framework, the accuracy 
rate can reach 99.77%, which is 4.22% higher than the accuracy rate of the CNN trained directly on 
the original images without fusion. 

In this study, the influence of several commonly used operators on the accuracy of the model 
have been investigated, and a solution scheme from the perspective of optimizing the data sources 
has been offered to resolve the bottleneck problem of CNN learning. The results show that this 
feature operator–based channel fusion strategy is highly effective at improving the pixel features of 

(b)(a) 
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defects and making it easier for the network to capture the features of defects, thereby successfully 
enhancing classification accuracy. 
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