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Abstract: With the rapid development of remote sensing technology, research on land use 
classification methods based on hyperspectral remote sensing images has attracted widespread 
attention. Existing land-use classification studies mostly use the average filtering method at a single 
scale for spectral image processing. These methods cannot accurately filter the window range, which 
leads to the neglect of image detail information, and the single kernel matrix cannot characterize 
multifeature information, resulting in reduced classification accuracy. Therefore, this study intended 
to use a superpixel segmentation method to perform multiscale superpixel segmentation on the first 
principal component of a hyperspectral image at multiple scales. By combining the weighted 
multiscale spatial-spectral kernel and the original spatial-spectral kernel to form a synthetic kernel 
for land use classification, the hyperspectral image of the National Mall in Washington DC was used 
as experimental data to test and analyze this method. The experimental results showed that the 
classification accuracy of this method on the experimental test set was 98.53%, which is compared 
with the classification results obtained by the single-scale spatial spectral synthetic nuclear method, 
the original spatial spectral synthetic nuclear method and the wavelength segmented synthetic 
nuclear method, the effective classification accuracy with this method was increased by 7.56%. The 
results prove that this method can effectively solve the problems of the lack of adaptability of the 
image spectrum and the lack of comprehensive spectral information and can significantly improve 
the accuracy of land use classification. 
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1. Introduction  

Land is the foundation of human survival. Land use classification helps natural resource 
supervision departments remain up-to-date on the current situation of land use [1,2] and scientifically 
carry out land spatial planning and management. Because of their high timeliness, remote sensing 
images have been used as the main data source for collecting and updating land use information. 
Among them, hyperspectral remote sensing images can significantly improve the differentiation and 
recognition of ground features due to their rich image spectral information and are favored by 
researchers [3–5]. 

At present, the land use classification methods that have been developed based on remote 
sensing images are the maximum likelihood method [6], decision tree method [7,8], support vector 
machines (SVM) [9,10], artificial neural networks [11], unsupervised feature learning method [12], 
deep learning models [13,14] and other artificial intelligence and machine learning methods. These 
methods have greatly improving the efficiency and accuracy of land use classification, among which 
the existing land use classification method based on SVM algorithm Including multi-feature method, 
superpixel method and synthetic kernel method, etc.. The land use classification method that 
combines superpixel and synthetic kernel at multiple scales needs to be studied for its feasibility and 
efficiency. Compared with general remote sensing images, hyperspectral remote sensing data not 
only provide image features but also provide a large number of subtle spectral features [15,16], 
making traditional pixel-by-pixel methods extremely susceptible to noise; during the extraction of 
image features, the importance of clustering similar features is often ignored, which reduces the 
classification accuracy [17]. Image segmentation is part of the research classification method, and 
there are many methods for image segmentation [18–20], among them superpixels can divide pixels 
with similar spatial positions in the image and similar characteristics of color, brightness, texture, etc. 
into small areas, which can abstract pixel-level images into high-dimensional data at the regional 
level [21]. It is a widely used image segmentation method. For example, Song et al. used the SLIC 
algorithm for superpixel segmentation of damaged building images [22]. B. Amin et al. used the 
SLIC algorithm to perform superpixel segmentation of images acquired by the synthetic-aperture 
radar (SAR) sensor [23]. Yuan et al. used the SLIC algorithm to perform superpixel segmentation of 
near-infrared starry sky images [24]. The superpixel method can be used to cluster adjacent pixels 
with similar textures and spectral characteristics in hyperspectral remote sensing images [25]. 
Superpixels combined with the spatial-spectral kernel (SSK) method can effectively extract the 
spatial similarity features of a sample hidden in the high-dimensional kernel feature space. For 
example, Chen et al. used the superpixel spatial-spectral kernel method to classify hyperspectral 
images, resulting in a classification accuracy that was superior to the current most advanced 
classification methods [26]. Liu et al. completed small target detection under a complex background 
based on a superpixel image model, which greatly improved the accuracy of target detection [27]. 
Chaibou MS et al. developed a new segmentation algorithm based on superpixel context features to 
obtain superpixel-segmented images with better effects [28]. Song et al. combined superpixels with 
supermetric contour maps to form superpixel segmentation algorithms with low parameter 
dependence and high segmentation accuracy [29]. Hou et al., based on superpixel multifeature fusion, 
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created a superpixel segmentation method with a faster segmentation time than the other compared 
algorithms [30]. The abovementioned superpixel segmentation methods are widely used in medical 
image processing, military target detection and other fields, and the research results show that 
improved methods based on superpixels can effectively improve the accuracy of target classification. 
However, land use classification based on superpixel segmentation still has the following defects: (1) 
Superpixels generally perform image segmentation under an initial number of superpixels. If the 
initial value of superpixels is too small, key discriminating information may be lost. If the initial 
value is too large, it may contain too much interference information, so the optimal number of initial 
superpixels is not easy to determine [31]. (2) Single-scale feature extraction and single-kernel feature 
classification have greater difficulty in extracting finer image information. A more reasonable 
method should extract as much comprehensive discriminatory information as possible while reducing 
the interference information [32]. 

Based on the above research, in order to effectively improve the accuracy of land use 
classification based on hyperspectral remote sensing images, this paper proposes a land-use 
classification method that couples multi-scale superpixel segmentation and synthesis kernel 
(Multi-scale spatial spectrum synthesis kernel, Ms-SSSK). This method considers image 
segmentation at multiple scales and merges the segmented images at all scales, it is helpful to extract 
more comprehensive image feature information [33,34]. This method uses principal component 
analysis to obtain the main band information of the original hyperspectral data to form the first 
principal component, and uses the superpixel segmentation method to extract the spatial-spectral 
kernel matrix of the principal component image at multiple scales. The original spectral kernel of the 
image is combined with the weight to form a multiscale spatial-spectral synthesis kernel matrix. 
Finally, the support vector machine algorithm is trained on the matrix and used to predict land use 
classifications. In this study, the HYDICE for the National Mall in Washington DC [35] was used as 
the experimental data to implement and test the method on the MATLAB platform, after the 
classification accuracy of the ideal test set is obtained, the model is applied to Botswana and Pavia 
Centre hyperspectral data [36] to comprehensively evaluate the model. And the land use 
classification results obtained with this method were compared with the single-scale spatial-spectral 
synthesis kernel (Ss-SSSK) method, the original spatial-spectral synthesis kernel (O-SSSK) method 
and the wavelength segmented synthetic kernel (WSSK) method to verify the effectiveness and 
feasibility of the improved method. 

2. Materials and methods  

2.1. Materials selection and processing 

The hyperspectral data set used in this article is Washington DC Mall. Because this article needs 
to determine the classification status of the features in this area, the DC hyperspectral remote sensing 
image is used as the research object to achieve the classification goal. After removing the opaque band, 
the number of remaining bands is 191, and the pixel size is 1280 × 307 × 191. In this study, the image 
data below 591 lines (690 × 307 × 191) were used as the research object, and according to the actual 
situation on the ground, the research area was divided into 7 categories: Residential, highway, street, 
grass, woodland, water and shadow. Each band contains 211830 pixels, of which 5471 pixels have a 
certain classification label, so as a sample set for the construction of experimental models, in this 
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project, the sample set is used to build classification model, and use the model to achieve the land use 
classification goal of the research object. The number of training sets and test sets of the 7 categories in 
the article is shown in Table 1 below. 

Table 1. Number of sample categories and sample sets. 

Category Number of training sets Number of test sets 

residential 500 3365 

highway 60 356 

street 50 89 

grass 60 358 

woodland 60 345 

water 60 389 

shadow 30 39 

The hyperspectral image used in this study had 191 bands, and each pixel contained a large 
amount of spectral information. In addition, there was a close spatial and spectral relationship between 
the adjacent bands. If the spectral information of all bands was used for the experiment of image 
spatial-spectral kernel formation, the experimental time would have been prolonged, and the 
experiment would have been labor intensive due to the large data dimensions [37]. Therefore, to form 
the spatial-spectral nucleus quickly and efficiently, it was necessary to reduce the dimensionality of the 
hyperspectral image. The purpose was to select the main components that contained most of the 
spatial-spectral characteristics of the hyperspectral image in many bands, and then to use the principal 
components for experiments, which could greatly improve the classification efficiency. 

At the same time, this article uses the hyperspectral data sets Botswana and Pavia Centre to 
comprehensively evaluate the model, the purpose is to verify the high applicability of the 
classification model proposed in the article. Hyperspectral data Botswana is obtained by NASA EO-1 
satellite. After removing the interference band, the number of remaining bands is 145. The pixel size 
of the image is 1476 × 256 × 145. The image size used in this article is 751 × 256 × 145, which is 
hyperspectral Part of the data Botswana. According to the actual situation on the ground, this study is 
divided into 14 categories such as water, exposed soil, floodplain grasses1, each band of the image 
contains 192256 pixels, and the number of pixels of the known classification label is 2909. Among 
them, there are 666 training sets and 2243 test sets. The size of the hyperspectral data Pavia Centre is 
1096 × 715 × 102, and the image size used in this article is 481 × 291 × 102, which is part of the 
hyperspectral data Pavia Centre. According to the actual situation on the ground, this study is divided 
into 9 categories including Water, Trees, Meadows, etc. Each band of the image contains 139971 
pixels, and the number of pixels of the known classification label is 15489, including 2310 training 
sets and 13179 test sets. 

In general, the algorithms used to reduce data dimensionality include linear discriminant analysis 
(LDA), principal component analysis (PCA), and locally linear embedding (LLE). The most 
commonly used is the principal component analysis algorithm. In this study, we used principal 
component analysis for the same pixel to find a band that represented most of the original image and to 
perform image segmentation. Principal component analysis (PCA) is a widely used dimensionality 
reduction method [38,39]. The dimensionality reduction steps were as follows: (1) The original 
hyperspectral image a b c   was inputted and the original matrix was processed into a 
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two-dimensional matrix of  m n m a b   . (2) The mean (  ) of the m n  matrix and the 

covariance matrix (C) n n  was identified, and the eigenvalue (λ) and eigenvector (E) of C were 
calculated. (3) The feature values were arranged in order from large to small. The larger the feature 
value was, the more important the feature. If only the first p features were extracted, the first p column 
vectors in E were selected to construct the pattern matrix Ep. (4) The original image was decentralized 
to form matrix A, and finally, the matrix was formed after dimensionality reduction by calculating 

TT T
pE A   . In this study, the first principal component was obtained by calling the PCA function in 

MATLAB to implement data dimensionality reduction, and the contribution rate was 81.7%. The 
process is shown in Figure 1. 

 

Figure 1. Principal component extraction flowchart. 

After the PCA algorithm was used to extract the first principal component of the hyperspectral 
image, the first principal component needed to undergo superpixel segmentation to ensure that the 
adjacent pixels with the same or similar spectral characteristics belonged to the same category label. 
After the superpixels were segmented, the calculation operation was performed according to the 
superpixel area blocks, avoiding the tedious process of pixel-by-pixel calculation. 

At present, the commonly used algorithms for superpixel segmentation include a superpixel 
segmentation algorithm based on entropy rate (ERS), superpixel segmentation algorithm based on the 
gradient descent method (SLIC), graph-based superpixel segmentation algorithm (graph-based), etc.. 
ERS calculates the function value of the edge between each pixel vertex and its neighbor by defining 
the objective function. The larger the function value, the higher the similarity of the two pixels and the 
greater the possibility of belonging to the same category. Delete the edge with the largest function value 
to make the two pixels. It belongs to a superpixel, and all vertices of the pixels are calculated in sequence 
until the number of superpixels is equal to the set superpixel value. Segmenting the image by the ERS 
algorithm can retain the image edge information to the greatest extent, and then generate a superior 
superpixel image, so its good segmentation the effect is favored by the majority of researchers [40,41]. 
The classification information to distinguish grassland, woodland and other features in the study area 
has higher requirements for edge discrimination. Therefore, this paper uses the ERS segmentation 
method [42] to perform superpixel segmentation on the extracted principal components at multiple 
scales to ensure that the features that are more difficult to obtain in one scale are easily extracted in 

other scales [43]. The value of each scale needs to satisfy 12 nM   [44], where n  is the number of 

scales, the number of superpixels N M k  , and k  is the number of basic superpixels. Following 

existing research [45], this paper selected 4 scales for image processing, the initial pixel number k  

was set to 400, and the superpixel segmented images at each scale are shown in Figure 2. 

Washington DC Mall
690*307*191

Washington DC Mall

211830*191

reshape PCA First principal 
component
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(a) N = 400 (b) N = 800 (c) N = 1600 (d) N = 3200 

Figure 2. Superpixel segmentation image. 

2.2. Methods 

The classification algorithm used in this study was a support vector machine. Support vector 
machines (SVMs) are commonly used machine learning algorithms that can effectively solve 
classification problems [46–50]. It shows good classification results for the problems of high 
dimensionality and low sample size. The method is most commonly used in linear classification 
problems; to address linearly separable problems, it is necessary to complete the mapping from 
low-dimensional space to high-dimensional space through the kernel function and then to conduct 

classification research [51]. If the sample set       1 1 2 2, , , , , ,n nS x y x y x y  , then 
N

ix R , 

 1, 1iy   , and 1, 2, 3, ,i n  , where ix  represents the input sample and iy  represents the 

corresponding class label of the sample. For a linearly separable classification problem, Eq (1) can be 
used to solve the quadratic programming problem. The SVM finds the optimal classification 
hyperplane through this method to achieve the goal of sample classification. 

2

1

min
2

n

i
i

C





      
   
   (1)

 . . 1 0, 1, 2, ,i is t y x b i n        (2)

where the parameter   represents the normal vector of the hyperplane, b is the linear classifier 
parameter, C  is the penalty factor that can affect the generalization and classification performance of 

the classifier, and the parameter i  affects the acceptable error range. The optimal classification is 

obtained from the above formula. The hyperplane is as follows: 

   
1

sgn[ , ]
n

i i i
i

f x y a x x b 



  
 
 

   (3)
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In Eq (3), a  is the Lagrange multiplier, and b  is the threshold. For the linear inseparable 

problem, the optimal classification hyperplane is as follows: 

   
1

sgn[ K , ]
n

i i i
i

f x y a x x b 



  
 
 

   (4)

In Eq (4), ܭ	 ሺݔ, 	  :௜ሻ is a kernel function that is defined as followsݔ

     , ,K x y x y    (5)

where   is the mapping. Commonly used kernel functions are the sigmoid kernel function, Gaussian 

(radial basis function, RBF) kernel function and linear kernel function. For large and small samples, 
the RBF kernel function can have good performance, and relatively few parameters are involved [52]. 
Therefore, this study chose the RBF kernel function for research, and it is expressed as follows. 

   2, exp / 2i j i jK x x x x      (6)

where   is the width parameter, and the selection of this value will have a greater impact on the 

classification accuracy. Based on two effective kernels 1K  and 2K , a new effective kernel can be 

generated by the following formula: 

     1 2, , ,i j i j i jK K Kx x x x x x    (7)

     1 2, , ,i j i j i jK K Kx x x x x x    (8)

   1, , ; 0i j i jK Kx x x x     (9)

The newly constructed kernel function  ,i jK x x  is a combination of 1K  and 2K , and 1K  and 2K  

can be applied to hyperspectral remote sensing image data from different sources and phases [53]. In 
this study, the spatial-spectral features at different scales were combined using Eq (7) to form a new 
spatial-spectral kernel, and the spatial-spectral kernel was combined with the original spectral kernel to 
form a synthetic kernel by Eq (9) in the form of a weighted value. 

The hyperspectral remote sensing image used in this study is subjected to PCA to extract the 
principal components, and the first principal component containing most of the image features is 
obtained. And then the first principal component is superpixel segmented at multiple scales and the 
superpixel features are defined it’s the average of the spectral characteristics of all pixels in the 
superpixel. The linear inner product is calculated by the RBF kernel function of the eigenvalues of two 
adjacent superpixels. The calculation result represents the similarity between the two superpixels, so 
that the original space samples are mapped to the kernel space to form a kernel matrix. Suppose that a 

pixel in the experiment is  1 2 3, , , ,i i i i ikS x x x x  , the superpixel, where k  is the total number of 

pixels in the superpixel, 1 2 3, , , ,i i i ikx x x x  is thekpixels included in the superpixel, a superpixel is a 

collection of multiple pixels, and its spectral mean can be calculated by Eq (10). 
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1/i

k
mean

ik
i

S k X


 
  

 
   (10)

In a superpixel, all pixels belong to the same category, so while i

meanS  represents the spectral 

average feature of the superpixels, it can also represent the spatial-spectral characteristics of all 
pixels in the superpixel. Any superpixel has its own unique characteristics, and the similarity 

between two different superpixels iS  and jS  was calculated by the following formula: 

       , , ,i j i j i j

mean meanS S S S S SK K      (11)

During the experiment, the sample set is divided into a training set and a test set. The training set 
is used to build a classification model, and the test set is used to verify the performance of the model to 
ensure that the classification results in the global area of the Washington DC shopping mall are close to 
the real feature classification. The result calculated by Eq (11) is the spatial spectral kernel matrix, 
traversing the superpixel position of each pixel in the training set and extracting the training kernel 
matrix, the training kernel matrix of n training samples is n n . And then find the superpixel position 
of each pixel in the test sample in the kernel space, and find the similarity with the superpixels where 
all training samples are located to form the test kernel matrix. The kernel matrix obtained by different 
image scales is different, so combined with the image feature kernel matrix obtained at multiple scales, 
more subtle image features can be considered. Multiple training kernel matrices and test kernel 
matrices at different scales respectively pass the Eq (12) calculate a new kernel matrix, where M  is the 
number of scales. 

   
1

, 1 / ,i j

M

s i j
s

K X X M K X X


 
   

 
   (12)

The Ms-SSSK method includes the spatial spectral kernel matrix and the original spectral 
kernel matrix. The spatial spectral kernel matrix of the training set and the test set can be obtained 
from Eq (12). The original spectral kernel matrix is derived from the original spectral information of 
each pixel in the sample set obtain. Each pixel of the original hyperspectral image contains rich 
spectral information, so the spectral mean can be used as a reliable original spectral feature to obtain 

the original spectral kernel matrix. If  1 2 3, , , , ns s s s s   is the spectral value of any pixel in n bands, 

then the original spectral mean of the pixel is 
1

1 n

i
i

mean ss
n 

  . By taking means  as the original spectral 

feature of a pixel, the arbitrary pixels iX  and jX  in the sample set can be expressed by

 ,mean mean

i jK S S . 

 1pp ypK K K      (13)

The extraction of spatial spectral information is conducive to the establishment of the spatial 
relationship between the pixels, and the extraction of original spectral information pays more attention 
to the spectral differences between the objects to distinguish different objects. Extract the original 
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spectral kernel matrix of the training set and the test set from the original spectral kernel matrix, and 
combine the spatial spectral kernel matrix of the training set and the test set with the original spectral 
kernel matrix by Eq (13). The combination method is the weight assignment, adjust the proportion of 
the spatial spectral kernel matrix and the original spectral kernel matrix according to the weights, to get 

the final training synthetic kernel matrix and test synthetic kernel matrix, where   is the balance 

parameter, ppK  is the spatial-spectral kernel matrix, and ypK  is the original spectral kernel matrix. 

which is ultimately used to construct a classification model of Ms-SSSK, is calculated by Eq (14). 

       

   
1 1

, , ,1

1 1
                            = , 1

i j i j i jMs SSSK pp yp

M n

s i j i
s i

K X X K X X X XK

K X X S
M n











 

  

   
    

   
 

  (14)

The training kernel matrix and the testing kernel matrix are calculated by Eq (14). And the SVM 
software package libsvm is used to construct the classification model and predict the classification 
result of the test sample set, which is used to verify the classification performance of this method and 
obtain the classification of the samples in the whole area is obtained. And the status of land use 
classification in this area is observed. In this paper, the multi-scale spatial spectral kernel and the 
original spectral kernel are combined to form Ms-SSSK, which is applied to land use classification. 
This method takes into account the original spectral characteristics while considering the image 
spatial spectral relationship, and considers more comprehensive and subtle image characteristics. The 
overall research process is shown in Figure 3. 

 

Figure 3. Overall flowchart. 

3. Results 

3.1. Experimental program 

In this paper, based on the original Ms-SSSK method, three sets of control experiments are set 
up, namely Ss-SSSK, O-SSSK and MSSK. The calculation method of each group of experiments 
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was as follows: 
1) Ss-SSSK method 
The Ss-SSSK consists of a single-scale superpixel spatial-spectral kernel and the original 

spectral kernel, where the single-scale superpixel spatial-spectral kernel was obtained as shown in 
Figure 4. 

The spectral average information of all bands of each pixel of the original hyperspectral image 
were obtained, and the original spectral kernel matrix was obtained through the RBF kernel function. 
The single-scale superpixel spatial-spectral kernel matrix and the original spectral kernel matrix were 
combined to form the Ss-SSSK for land use classification. 

2) O-SSSK method 
O-SSSK consists of the original spatial-spectral kernel and the original spectral kernel. The 

original spatial-spectral kernel was obtained as shown in Figure 5. 
The first principal component of the hyperspectral image was obtained, then a 5 × 5 window was 

used to extract the spectral mean of the principal component image, and the RBF kernel function was 
used to obtain the original spatial-spectral kernel matrix. The original spatial-spectral kernel matrix 
and the original spectral kernel matrix were combined by weight to form the O-SSSK for land use 
classification. 

3) MSSK method 
MSSK is realized by a spectral synthesis kernel formed by combining wavelength segments, and 

the synthesis kernel is obtained as shown in Figure 6. 
The hyperspectral image contains multiple bands, divide the first half of the band into a group, 

and then divide the second half of the band into a group, extract the feature information of each 
pixel according to the grouping situation, and obtain the kernel matrix of each group through the 
kernel function. Then use the weights to combine the two kernel matrices to form MSSK for land 
use classification. 

 

Figure 4. Single-scale superpixel spatial spectrum kernel acquisition flowchart. 

 

Figure 5. Original spatial-spectral kernel acquisition flowchart. 

 

Figure 6. synthesis kernel acquisition flowchart. 

Hyperspectral image
PCA First principal 
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Kernel 
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Mean 
filtering

Spatial spectral kernel



5109 

Mathematical Biosciences and Engineering  Volume 17, Issue 5, 5099–5119. 

3.2. Analysis of Ms-SSSK model results 

In this paper, the hyperspectral image with 191 effective spectral bands was selected as the 
analysis object, the 5471 sample points of the known feature categories in the sample set were labeled, 
and 820 samples were randomly selected as the training set to construct the classification model. The 
remaining 4651 samples were used as test sets to verify the performance of the classification model. 
The RBF kernel was selected to construct the Ms-SSSK classification model and, combined with 7 
cross-validation and grid searches, the optimal kernel function parameter value g was 9.196, and the 
optimal penalty factor c was 16.489. 

When the synthetic nuclei in the Ms-SSSK method are formed, the selection of the parameter   
has a certain effect on the classification accuracy [53], so the Ms-SSSK method searches for the weight 
value in increments of 0.1 in the interval [0,1]. The experimental program is run 5 times under each   

value and the average classification accuracy is calculated to find the best   value to obtain the 
highest average classification accuracy. For the test set, the classification accuracies under different 
weights   are shown in Figure 7 below. 

 

Figure 7. Classification accuracy map corresponding to the weight  . 

It can be seen from Figure 7 that the classification accuracy obtained by different weight 
coefficients is different. The symbol   in the synthetic kernel is the spatial spectral kernel weight 
coefficient, and (1−  ) is the original spectral kernel weight coefficient. When   is 0 or 1, it means 
that the final classification kernel matrix is composed of a single kernel, and the classification 
accuracy of the single original spectral kernel is 85.87%, which is lower than the single spatial 
spectral kernel classification accuracy of 91.79%. When   is 0.1–0.6, the classification accuracy 
continues to rise, at this time the proportion of multi-scale spatial spectral kernel gradually increases, 
and the proportion of original spectral kernel gradually decreases. When   is 0.6–0.9, the 
classification accuracy begins to decrease. At this time, the multi-scale spatial spectral kernel 
accounts for a larger proportion, and the original spectral kernel accounts for a smaller proportion. 
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When   is 0.6, the classification accuracy is 98.53%. At this time, the classification accuracy is 
high, and the proportion of the multi-scale spatial spectral kernel is slightly higher than the original 
spectral kernel, it avoids the phenomenon that stars and dots are classified due to the relatively large 
kernel of the original spectral. When   = 0.6, the spatial spectral synthesis kernel formed by the 
combination of the two kernel matrices considers more comprehensive and fine feature information, 
and reasonable combination of the original spectral features can obtain higher classification accuracy. 
The test set classification results under partial weight   are shown in Figure 8. 

During the land-use classification experiment based on the Ms-SSSK method, both the 
spatial-spectral kernel and the original spectral kernel used to construct the synthetic kernel played an 
important role, and the contribution rate of the spatial-spectral kernel was slightly higher than that of 
the original spectrum nucleus. All kinds of ground features have their own unique spectral 
characteristics, but the phenomenon of homogenous foreign objects and heterogeneous spectra occurs 
from time to time. In the Ms-SSSK method, when the original spectral features account for a large 
amount of the image, the finer spatial-spectral features do have an advantage, and it is easy to cause the 
overall classification accuracy to decrease. Using the weight   to reasonably allocate the spatial and 
original spectral features can greatly improve the accuracy of land use classification. 

   
(a) original (b)   = 0.2 (c)   = 0.4 (d)   = 0.6 (e)   = 0.8 

residential highway street grass woodland waters shadow 

Figure 8. Classification results corresponding to some   values. 

4. Discussions 

When   was 0.6, according to the original c, g parameters and the number of training set and 
test set, the source programs of the classification methods Ms-SSSK, Ss-SSSK O-SSSK and MSSK 
were respectively run 5 times, and the average classification accuracy results on the test set are shown 
in Table 2. 

It can be seen from the table that the classification accuracy of the Ms-SSSK method is the highest, 
reaching 98.53%, and the classification accuracy of the MSSK method is the lowest, 90.97%. 
Compared with the MSSK method, the classification accuracy of O-SSSK is improved by 0.63 
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percentage points; compared with the Ss-SSSK, O-SSSK, and MSSK methods, the classification 
accuracy of Ms-SSSK is improved by 3.2, 6.93, and 7.56 percentage points, respectively, and the four 
models The test set classification results are shown in Figure 9. 

(a) original (b) Ms-SSSK (c) Ss-SSSK (d) O-SSSK (e) MSSK 

residential highway street grass woodland waters shadow 

Figure 9. Classification result of the test set. 

Figure 9 (a) shows the original test set. Figure 9 (b) displays the land use classification result 
obtained by the Ms-SSSK method. Only 68 pixels in the test set were not correctly classified, of 
which 28 were residential and 15 were grassland, 9 were forestland, and the remaining 16 were roads, 
streets, water and shadows. Figures 9 (c,d,e) shows the classification results obtained by the Ss-SSSK , 
O-SSSK and MSSK methods, respectively. The classification accuracy of all feature categories in the 
test set was obtained by three methods as shown in Table 3. 

As shown in Table 3, among the four land-use classification methods, the classification 
accuracies of shadow, highway, and grass obtained by using the Ms-SSSK method were greatly 
improved. Among them, shadows increased from 87.91% of MSSK method, 87.73% of O-SSSK 
method, and 96.60% of Ss-SSSK method to 98.16% of Ms-SSSK method. The shadow area in the 
dataset was small, but the distribution was scattered. When the residential area was large, it was easy to 
classify residential areas, and shadow were divided into one category. The classification accuracy of 
grass has increased from 88.75% of MSSK method, 89.16% of O-SSSK method, and 92.12% of 
Ss-SSSK method to 97.35% of Ms-SSSK method. The woodland and grass in the study area were not 
sufficiently spatially distributed and spread throughout the area, and the two had relatively similar 
spectral characteristics, so grass and woodland were easily confused when they were classified. The 
classification accuracy of highways has increased from 87.55% of the O-SSSK method, 91.20% of the 
MSSK method, and 92.68% of the Ss-SSSK method to 98.32% of the Ms-SSSK method. And the road 
occupied a large portion of the entire area and was adjacent to pixels such as grass, woodland, and 
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residential pixels, so it could easily be mistakenly classified into the abovementioned types of land 
during classification. 

Table 2. Comparison of results. 

Parameter result value Ms-SSSK Ss-SSSK O-SSSK MSSK 

g parameter 9.196 9.196 9.196 9.196 

c parameter 16.489 16.489 16.489 16.489 
  parameter 0.6 0.6 0.6 0.8 

Overall accuracy (%) 98.53 95.33 91.60 90.97 

Kappa 0.9601 0.9216 0.9031 0.8790 

Table 3. Classification accuracy of each category obtained by different methods (%). 

category Ms-SSSK Ss-SSSK O-SSSK MSSK 

residential 99.28 98.30 96.67 89.69 

highway 98.32 92.68 87.55 91.20 

street 98.70 96.70 91.60 92.13 

grass 97.35 92.12 89.16 88.75 

woodland 97.60 96.37 93.65 92.37 

water 98.65 98.71 96.87 93.31 

shadow 98.16 96.60 87.73 87.91 

The Ss-SSSK method divided the image into superpixels at one scale and was unable to determine 
the optimal number of original superpixels. Compared with multiscale superpixels, it was impossible to 
consider finer image feature information, so it was difficult to obtain a classification effect greater than 
the Ms-SSSK method. The O-SSSK method used the filter window to obtain the image spatial-spectral 
mean information. However, the size of the optimal window was difficult to determine; if the window 
was too small, it as unable to contain all important information; if the window was too large, it contained 
interference information. Compared with the use of superpixels, it was not possible to adaptively 
calculate the average area, so it was difficult to obtain a classification effect greater than that of the 
Ss-SSSK method. The MSSK method uses wavelength segmentation to obtain image spectral 
information, considering that there is less spatial information, so the classification accuracy obtained is 
difficult to exceed the O-SSSK method, but the difference is not large. 

It can be seen from the above that the Ms-SSSK model has obtained high classification accuracy 
in the test set of the hyperspectral data set National Mall in Washington DC. The model is applied to 
the hyperspectral data of Botswana and Pavia Centre, and then the experimental classification results 
are compared, it is beneficial to comprehensively evaluate the performance of the model. Applying 
the four models to the Botswana and Pavia Centre data sets, the classification results of the test set 
are shown in Figures 10 and 11. 

As shown in Figures 10 and 11, the Ms-SSSK method proposed in this paper can obtain good 
classification results in the hyperspectral image datasets Botswana and Pavia Centre. Therefore, using 
the Ms-SSSK model for regional feature classification in the whole region can maximize the closeness 
to the real feature information. Applying this model to the Washington DC full-area image, the 
resulting land-use classification results are shown in Figures 12 and 13. 
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(a) original (b) Ms-SSSK (c) Ss-SSSK (d) O-SSSK (e) MSSK 

water Exposed soil Floodplain grasses1 Floodplain grasses2 Reeds 

Short mopane Firescar Island interior Acacia woodlands  Acacia shrublands 

Acacia grasslands Mixed mopane Riparian Hippo grass  

Figure 10. Classification results of hyperspectral data Botswana test set. 

(a) original (b) Ms-SSSK (c) Ss-SSSK (d) O-SSSK (e) MSSK 

Water Trees Meadows Self-blockingbricks Bare soil 

Asphalt Bitumen Tiles  Shadows  

Figure 11. Classification results of hyperspectral data Pavia Centre test set. 

Figure 12(a) is the image of the original research area, and two typical areas were selected for the 
comparison of classification details. The specific land use categories are shown in Figure 13(a). 
Figure 12(e) is the classification result of the MSSK method. This method is easy to confuse grass and 
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woodland with similar spectra, and it is easy to divide the highway in small areas into shadow, as 
shown in Figure 13(e). Figure 12(d) shows the classification result of the O-SSSK method. This 
method can roughly classify 7 kinds of features but lacks spatial details, as shown in Figure 13(d). 
Figure 12(c) shows the classification result of the Ss-SSSK method. The shadow details in the picture 
were more obvious, but the overall land use classification results had more errors, especially highway 
and grass, as shown in Figure 13(c). Figure 12(b) showed the classification results of the Ms-SSSK 
method. The image features considered by this method were more elaborate. Compared with the other 
three methods, the image details were distinguished more clearly (as shown in Figure 13(b)), and a 
higher accuracy of feature classification was obtained. 

(a) original (b) Ms-SSSK (c) Ss-SSSK (d) O-SSSK (e) MSSK 

residential highway street grass 
woodland 

waters shadow 

Figure 12. Overall image comparison. 

This article continued to explore the classification accuracy of the above methods on sample sets 
of different scales. Two hundred, 400, 600, and 800 sample points were randomly selected from the 
sample set to train the model, and the remaining samples were used as test sets to verify the model 
performance. The relative errors of the models for different scale test sets are shown in the figure 
below. Figure 14 shows that the sample size increased from 200 to 800, and the classification error of 
each model continuously decreased. When the number of samples was 200, the relative error of the 
Ms-SSSK model classification was 10.28%, and it had the largest gaps with the other three models, 
with 4.68, 9.51 and 8.68% higher, respectively. As the number of samples increased, the classification 
accuracy gap gradually narrowed to 2.27, 4.45 and 5.36%. This result proves that the spatial-spectral 
synthesis kernel method of the Ms-SSSK model can learn the similar features of the samples in the 
kernel space and then merge the multidimensional features of the image to obtain more detailed and 
sufficient image information. When the training sample set is small in scale, it can still obtain an ideal 
land use classification accuracy. 
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(a) original (b) Ms-SSSK (c) Ss-SSSK (d) O-SSSK (e) MSSK 

Figure 13. Local image comparison. 

 

Figure 14. Relative error results of each model. 

5. Conclusions 

In this study, based on the high-dimensional spectral feature information of hyperspectral images, 
an Ms-SSSK classification model coupling multiscale superpixel spatial-spectral features and original 
spectral features was proposed, and hyperspectral images of the National Mall, Botswana and Pavia 
Centre were used as experimental objects for land use classification to comprehensively evaluate the 
performance of the model. The classification results were compared with the Ss-SSSK, O-SSSK and 
MSSK methods, from the experimental results, the following conclusions can be drawn: 
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1) The classification accuracy of the National Mall in Washington DC test set obtained by the 
Ms-SSSK method was 98.53%, which was a maximum increase of 7.56% compared to the the other 
three methods. The classification results of the test set showed that the model can obtain good 
classification accuracy in the three data sets. In addition, the classification results of the National Mall 
in Washington DC original images showed that Ms-SSSK more easily distinguished between 
woodland and grass and other spatially adjacent land types with similar spectral characteristics, and the 
classification effect was significantly better than those of the Ss-SSSK, O-SSSK and MSSK methods. 

2) The selection of the weight   in the Ms-SSSK method has a certain impact on the 
classification accuracy. When   as 0.6, the classification accuracy was 98.53%, which was a high 
classification accuracy. 

3) When the sample set size was 200, the classification accuracy of the Ms-SSSK model was at 
most 9.51 percentage points higher than that of the other three methods, which proves that the 
Ms-SSSK model can still obtain better classification accuracy for small samples. 

The Ms-SSSK method could effectively solve the problems that the image spectrum cannot be 
adaptive and the spectrum information is not comprehensively acquired, and could significantly 
improve the land use classification accuracy. Accurately grasping the information on the current status 
of land resource utilization is of great significance for the preparation and implementation of future 
land spatial planning. Due to the different texture characteristics of plots with different uses, in the 
follow-up research, further combination of land texture characteristics and spectral characteristics will 
be considered to develop a more accurate land use classification method. 
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