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Abstract: An efficient data hiding method with modulo-2 operation and Hamming code (3, 2) based 
on absolute moment block truncation coding (AMBTC) is proposed. In order to obtain good data 
hiding performance, different textures are assigned to different embedding strategies. The AMBTC 
compressed codes are divided into smooth and complex blocks according to texture. In the smooth 
block, the secret data and the four most significant bits plane of the two quantization levels are 
calculated using modulo-2 operation to replace the bitmap in order to improve the security of data 
transmission. Moreover, Hamming code (3, 2) is used to embed the two additional secret bits in the 
three significant bits planes of the two quantization levels. In the complex block, one secret bit is 
embedded by swapping the order of two quantization levels and flipping the bitmap. Experimental 
results show that the proposed method achieves higher capacity than the existing data hiding 
methods and maintains good visual quality. 
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1. Introduction  

With the rapid development of network and multimedia technologies, illegal attackers can easily 
grab, tamper or copy secret data during transmission. Data hiding technologies embed secret data 
into the digital media without attracting attacker’s attention for disguise, which is an efficient way to 



7935 

Mathematical Biosciences and Engineering  Volume 16, Issue 6, 7934–7949. 

protect data [1–6]. There are spatial domain based [7–12], frequency domain based [13,14] and 
compressed domain based [15–17] data hiding methods. Least significant bit (LSB) replacement is a 
classical spatial domain based data hiding method with little visual distortion [18]. However, in 
reality, compressed image format is often used for image transmission due to the limitation of storage 
space and bandwidth. If data are embedded in spatial domain, and the stego image is compressed, it 
will cause the loss of the secret data. As for the frequency domain method, the original images are 
transformed into frequency format for data embedding, such as Discrete Fourier Transformation 
(DFT) [19], Discrete Cosine Transformation (DCT) [20]. This kind of method is more robust against 
compression compared with the spatial domain based data hiding methods. The compressed domain 
baseddata hiding method embeds secret data by modifying the compressed code. Most of data hiding 
methods use redundancy in the image to embed data, and however, the compressed image greatly 
decreases redundancy. Thus, the compressed domain baseddata hiding method has a smaller payload 
compared with the spatial domain based data hiding method. However, since the image was usually 
stored or transmitted with the compressed format so that the compressed domain based data hiding 
method attracted researchers. Some compressed domain baseddata hiding methods embedded data 
into vector quantization (VQ) format [21], joint photographic experts group (JPEG) format [22], and 
absolute moment block truncation coding (AMBTC) format [23–28] images. Compared to VQ and 
JPEG, AMBTC requires less computing cost but achieves acceptable image quality. Therefore, it is 
more suitable for real-time and low-power applications such as portable digital devices. Due to the 
increasing demand for low-cost image compression, several data hiding methods for AMBTC codes 
were proposed. 

In 2006, Chuang et al. [23] proposed a high payload data hiding method based on BTC images. 
Specifically, each block is classified as a smooth type or a complex type, and secret data are 
embedded into the bitmap of the selected smooth blocks. In 2015, Ou and Sun [24] presented a data 
hiding method based on AMBTC, and the bitmaps of smooth blocks were used to embed the data. 
Moreover, two quantization levels in the smooth block were recalculated to reduce the image 
distortion. However, recalculation needs the original image block, which decreases the scope of data 
hiding application. In 2016, Bai and Chang [25] used a two-phase strategy to embed the data into 
AMBTC compressed images by using matrix encoding. The Hamming code (7, 4) was performed on 
the quantization levels and the bitmap to embed the data in the first and second phases, respectively. 
However, modification of the bitmaps in complex blocks will cause visual distortion, especially in 
edge blocks. In 2018, Kim and Shin [26] proposed an efficient reversible data hiding algorithm based 
on the histogram modification of AMBTC-compressed images. However, they could not decode 
properly after embedding data. In 2019, Kumar et al.’s [27] used two thresholds to classify three 
categories of AMBTC compressed images. This method increased embedding capacity without much 
improvement on image quality. At the same time, Kumar et al.’s [28] used adaptive quantization and 
dynamic bit plane to embed data into AMBTC compressed images by using bit-replacement strategy. 
Although this method improved the embedding capacity, the lengths of segments in the compression 
code were variable after embedding different secret data, which could not maintain 2 bits per pixel 
the same as the original AMBTC had. 

Considering embedding capacity and visual quality, we propose a data hiding method by 
modifying the quantization level and the bitmap of AMBTC compressed codes to minimize the 
distortion between the original AMBTC image and the stego image. Firstly, an image is divided into 
non-overlapping blocks, and these blocks are classified into smooth blocks and complex blocks. The 
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smooth blocks are combined with two quantization levels, and secret data are embedded by using 
modulo-2 operation. Hamming code (3, 2) is used to embed extra two bits of the secret data into the 
three least significant bits of two quantization levels. For the complex blocks, lossless embedding is 
used to embed one bit of secret data by swapping the orders of two quantization levels. Experimental 
results demonstrate that the proposed method achieves higher payload and better image quality 
compared with the existing data hiding methods. 

The rest of this paper is organized as follows. Section 2 gives the introduction of related works. 
The proposed method is described in detail in Section 3. The experimental results are analyzed in 
Section 4. Section 5 gives the conclusion. 

2. Related works 

The AMBTC compression technique, Hamming code (3, 2) and modulo-2 operation are briefly 
introduced in this section. 

2.1. Absolute Moment Block Truncation Coding (AMBTC) 

AMBTC is a lossy compression algorithm for grayscale or color images. AMBTC, which was 
proposed by Lema and Michell [29] in 1984, is a modified version of Block Truncation Coding 
(BTC) [30]. It requires less computing time than BTC and can further improve the performance of 
traditional BTC technology. Take the gray image as an example, firstly, the image is divided into 
non-overlapping blocks with a size of 𝑛𝑛 × 𝑛𝑛. The average value of pixels in each block is calculated as: 

𝑥̅𝑥 =
1

𝑊𝑊 × 𝐻𝐻
�𝑥𝑥𝑖𝑖

𝑁𝑁

𝑖𝑖=1

 (1) 

where 𝑥𝑥𝑖𝑖  represents the 𝑖𝑖𝑡𝑡ℎ  pixel value, 𝑁𝑁 is the total number of pixels, and 𝑊𝑊 and 𝐻𝐻 represent 
the width and height of each block, respectively. The bitmap 𝐵𝐵 of AMBTC is constructed as: 

𝐵𝐵𝑖𝑖 = �1 𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 ≥ 𝑥̅𝑥
0 𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 < 𝑥̅𝑥

� (2) 

Equations (3) and (4) are used to calculate the higher quantization level 𝑎𝑎 and lower quantization 
level 𝑏𝑏 of each block. 

𝑎𝑎 = �
1
𝑡𝑡
� 𝑥𝑥𝑖𝑖
𝑥𝑥𝑖𝑖≥𝑥𝑥�

� (3) 

𝑏𝑏 = �
1

(𝑊𝑊 × 𝐻𝐻) − 𝑡𝑡
� 𝑥𝑥𝑖𝑖
𝑥𝑥𝑖𝑖<𝑥𝑥�

� (4) 

where 𝑡𝑡 is the number of pixels whose values are greater than 𝑥̅𝑥. When decoding, each "1" in the 
bitmap 𝐵𝐵 is replaced by 𝑎𝑎, and each "0" is replaced by 𝑏𝑏, as shown in Eq (5). 
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𝑔𝑔𝑖𝑖 = �𝑎𝑎 𝑖𝑖𝑖𝑖 (𝐵𝐵𝑖𝑖 = 1)
𝑏𝑏 𝑖𝑖𝑖𝑖 (𝐵𝐵𝑖𝑖 = 0)

� (5) 

where 𝑔𝑔𝑖𝑖  represents the pixel of the reconstructed grayscale image. 
Figure 1 shows an example of the encoding and decoding processes of AMBTC. Let 𝑥𝑥𝑖𝑖  =

 {150, 151, 148, 150;  146, 147, 147, 148;  146, 147, 144, 143;  144, 143, 141, 143} . The average 
value 𝑥̅𝑥  of 𝑥𝑥𝑖𝑖  is 146.13. Therefore, we have 𝑎𝑎 =  148 , 𝑏𝑏 =  143 , and 
𝐵𝐵𝑖𝑖 =  {1111;  1111;  1100;  0000}. To construct 𝑥𝑥𝑖𝑖′ , 0 and 1 in 𝐵𝐵𝑖𝑖  are replaced by 148 and 143, 
respectively. Therefore, the reconstructed image block 
𝑥𝑥𝑖𝑖′ =  {148, 148, 148, 148;  148, 148, 148, 148;  148, 148, 143, 143;  143, 143, 143, 143}. 

�
150 151
146 147

148 150
147 148

146 147
144 143

144 143
141 143

� �
1 1
1 1

1 1
1 1

1 1
0 0

0 0
0 0

� �
148 148
148 148

148 148
148 148

148 148
143 143

143 143
143 143

� 𝑥̅𝑥 = 146.13 𝑎𝑎 = 148 

𝑏𝑏 = 143 

    

Figure 1. An illustration of AMBTC compression method. (a) Original image block (b) 
Bitmap (c) Reconstructed image block. 

2.2. Hamming code (3, 2) 

Hamming code (3, 2) [31] is used in the proposed method. Its parity-check matrix 𝐻𝐻 is shown 
in Eq (6). 

𝐻𝐻 = �0 1 1
1 0 1� (6) 

The check value 𝐸𝐸(𝑃𝑃) of 3-bit code 𝑃𝑃 = (𝑝𝑝1, 𝑝𝑝2,𝑝𝑝3) can be obtained from Eq (7). 

𝐸𝐸(𝑃𝑃) = (𝐻𝐻 × 𝑃𝑃𝑇𝑇)𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 2 (7)  

For example, if the received codeword is 𝑃𝑃 = (1,0,1) and the check value 𝐸𝐸(𝑃𝑃) = (1,0) is 
obtained according to Eq (7), which denotes that the second bit is wrong during transmission. The 
receiver only needs to flip the second bit to get the correct codeword 𝑃𝑃′ = (1,1,1).  

2.3. Modulo-2 operation 

Modulo-2 operations [32] include modulo-2 addition, modulo-2 subtraction, modulo-2 
multiplication and modulo-2 division. Modulo-2 multiplication and modulo-2 division are used in 
the proposed method. The modulo-2 multiplication is used to deal with the intermediate results by 
using modulo-2 addition. The modulo-2 division is actually an XOR operation. The relationship 
between modular division and multiplication is shown in Eqs (8) and (9). 

𝑆𝑆 ÷ 𝐾𝐾 = 𝑞𝑞⋯⋯𝑟𝑟 (8) 

𝐾𝐾 × 𝑞𝑞 + 𝑟𝑟 = 𝑆𝑆 (9) 
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where 𝑆𝑆  represents the dividend, 𝐾𝐾  represents the divisor, 𝑞𝑞  represents the quotient, and 𝑟𝑟 
represents the remainder. In addition, the divisor 𝐾𝐾 has the highest bit of 1, and the length of the 
remainder 𝑟𝑟  is one bit less than the divisor 𝐾𝐾 . Figure 2 shows an example of modulo-2 
multiplication and modulo-2 division. 

       1011    ⋯⋯𝑞𝑞 
101)100101    ⋯⋯𝑆𝑆  

101  
  011  
  000  
    110  
    101  
      111  
      101  
        10  ⋯⋯𝑟𝑟  

    1011  
×  101   
    1011  
  0000  

         1011  
         100111  

+     10 
100101  

 

Figure 2. An illustration of modulo-2 operations. (a) Modulo-2 division. (b) Modulo-2 
multiplication. 

3. Proposed method 

In this paper, an AMBTC based high payload data hiding with modulo-2 operation is proposed. 
The blocks of the AMBTC compressed codes are classified as smooth blocks and complex blocks. In 
the smooth block, firstly, the secret data and the four most significant bits of two quantization levels 
are computed using modulo-2 division, and the obtained quotient and remainder replace the bitmap. 
Then, the three least significant bits of the two quantization levels are used to embed the two 
additional secret bits with Hamming code (3, 2), respectively. If the modified quantization level is 
still within the range of the smooth block, the original quantization level will be replaced by the 
modified quantization level. In the complex block, a secret bit is embedded by swapping the order of 
two quantization levels and flipping the bitmap. The embedding strategy of the complex blocks can 
further improve the capacity of the proposed method without causing any distortion. 

3.1. Embedding method 

In this section, secret data are embedded using modulo-2 division and Hamming code (3, 2) to 
modify the bitmap and quantization levels of AMBTC compressed codes. The flowchart of the 
embedding process is described in Figure 3. 

Input: Original grayscale image 𝐺𝐺𝐺𝐺 with a size of 𝑊𝑊 × 𝐻𝐻, threshold 𝑇𝑇ℎ𝑟𝑟 and secret data 
𝑆𝑆 = (𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠𝑛𝑛). 

Output: Stego AMBTC compressed codes 𝑆𝑆𝑆𝑆，and matrix 𝑌𝑌 with a size of 𝑊𝑊 × 𝐻𝐻. 
Step 1. 𝐺𝐺𝐺𝐺 is divided into 𝑛𝑛 × 𝑛𝑛 non-overlapping image blocks, and 𝑛𝑛 is usually set to 4.  
Step 2. The compressed trio (𝑎𝑎, 𝑏𝑏,𝐵𝐵) of the AMBTC compressed codes is obtained according 

to Eqs (1) and (2), where 𝑎𝑎 and 𝑏𝑏 are the higher quantization level and the lower quantization level, 



7939 

Mathematical Biosciences and Engineering  Volume 16, Issue 6, 7934–7949. 

respectively, and 𝐵𝐵 is the bitmap. 
Step 3. Compute the absolute difference value of two quantization levels 𝑎𝑎 and 𝑏𝑏. 
Step 4. If |𝑎𝑎 − 𝑏𝑏| ≤ 𝑇𝑇ℎ𝑟𝑟, it is a smooth block. For the smooth block, modulo 2 division and 

Hamming code (3, 2) are used to embed secret data. There are two main embedding phases, as 
shown below. 

Original grayscale 
image

AMBTC compressed codes

Embedding Phase 1

(𝑎𝑎′ , 𝑏𝑏′) 

|𝑎𝑎 − 𝑏𝑏| ≤ 𝑇𝑇ℎ𝑟𝑟 

|𝑎𝑎′ − 𝑏𝑏′ | ≤ 𝑇𝑇ℎ𝑟𝑟 

  

 

(𝑎𝑎′ , 𝑏𝑏′) 

 o AMBTC compressed 
codes

𝐵𝐵′  

(𝑏𝑏,𝑎𝑎,𝐵𝐵′′ ) 

(𝑎𝑎, 𝑏𝑏,𝐵𝐵) 

1 2 1 0( )L a a a=

2 2 1 0( )L b b b=
7 6 5 4( )LSBa a a a a=

7 6 5 4( )LSBb b b b b=

 

Figure 3. The flowchart of data embedding process. 

Embedding phase 1: 
Step 4.1. For the smooth block 𝑆𝑆𝑆𝑆, the binary representations of the higher quantization level 

𝑎𝑎  and the lower quantization level 𝑏𝑏 are set as 𝑎𝑎 = (𝑎𝑎7𝑎𝑎6𝑎𝑎5𝑎𝑎4𝑎𝑎3𝑎𝑎2𝑎𝑎1𝑎𝑎0)2  and 
𝑏𝑏 = (𝑏𝑏7𝑏𝑏6𝑏𝑏5𝑏𝑏4𝑏𝑏3𝑏𝑏2𝑏𝑏1𝑏𝑏0)2, respecively. The four most significant bits of 𝑎𝑎 and 𝑏𝑏 are obtained 
according to Eqs (10) and (11), respectively. Then, the vector 𝐾𝐾 is obtained by combing 𝑎𝑎LSB  and 
𝑏𝑏LSB  as 𝐾𝐾 = (𝑎𝑎LSB ∥ 𝑏𝑏LSB ) = (𝑎𝑎7𝑎𝑎6𝑎𝑎5𝑎𝑎4𝑏𝑏7𝑏𝑏6𝑏𝑏5𝑏𝑏4). If 𝑎𝑎7 = 0, then 𝑎𝑎7 = 1. 
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𝑎𝑎𝐿𝐿𝐿𝐿𝐿𝐿 = (𝑎𝑎7𝑎𝑎6𝑎𝑎5𝑎𝑎4) (10)  

𝑏𝑏𝐿𝐿𝐿𝐿𝐿𝐿 = (𝑏𝑏7𝑏𝑏6𝑏𝑏5𝑏𝑏4) (11)  

Step 4.2. Sixteen secret bits 𝑆𝑆0 = (𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠16) and row vector 𝐾𝐾 are encoded by Eq (8) to 
obtain the 9 bits of quotient 𝑞𝑞 = (𝑞𝑞1, 𝑞𝑞2, … , 𝑞𝑞9) and 7 bits of remainder 𝑟𝑟 = (𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟7). The 
quotient 𝑞𝑞 and the remainder 𝑟𝑟 are combined into a new 16 bits bitmap from 𝐵𝐵′ = (𝑞𝑞𝑞𝑞). The 
bitmap 𝐵𝐵 of the original block is directly replaced by the new bitmap 𝐵𝐵′. 
Embedding phase 2: 

Step 4.3. The three least significant bits of 𝑎𝑎  and 𝑏𝑏  in the smooth block are obtained 
according to Eqs (12) and (13), respectively. Let secret data bits embed into 𝑎𝑎 and 𝑏𝑏 be 𝑆𝑆1 =
(𝑠𝑠1, 𝑠𝑠2) and 𝑆𝑆2 = (𝑠𝑠3, 𝑠𝑠4), respectively. 

𝐿𝐿1 = (𝑎𝑎2𝑎𝑎1𝑎𝑎0) (12)  

𝐿𝐿2 = (𝑏𝑏2𝑏𝑏1𝑏𝑏0) (13)  

Step 4.4. Calculate the check value 𝑛𝑛𝑖𝑖 = (𝐻𝐻 × 𝐿𝐿𝑖𝑖𝑇𝑇)𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 2  according to Eq (7), where 
𝑖𝑖 = 1, 2. Then 𝑦𝑦𝑖𝑖 = 𝑛𝑛𝑖𝑖⨁𝑆𝑆𝑖𝑖 . Next 𝑦𝑦𝑖𝑖  is converted to decimal number to get 𝑑𝑑𝑖𝑖 . The three least 
significant bits 𝐿𝐿𝑖𝑖′  are obtained by inverting the 𝑑𝑑𝑖𝑖  in 𝐿𝐿𝑖𝑖 . 

Step 4.5. The new two quantization levels 𝑎𝑎′and 𝑏𝑏′are obtained by combining 𝐿𝐿𝑖𝑖′  with left bits 
of 𝑎𝑎 and 𝑏𝑏. If |𝑎𝑎′ − 𝑏𝑏′| ≤ 𝑇𝑇ℎ𝑟𝑟, the modified block still belongs to the smooth block, and the new 
bitmap (𝑎𝑎′, 𝑏𝑏′,𝐵𝐵′) is obtained, and 𝑌𝑌(𝑆𝑆𝑆𝑆) = 1. Otherwise, the bitmap (𝑎𝑎, 𝑏𝑏,𝐵𝐵′) is obtained, and 
𝑌𝑌(𝑆𝑆𝑆𝑆) = 0. 

Step 5. If |𝑎𝑎 − 𝑏𝑏| > 𝑇𝑇ℎ𝑟𝑟, it is a complex block. For complex blocks, a lossless embedding 
algorithm is proposed. One secret bit 𝑆𝑆3 = (𝑠𝑠1). If 𝑠𝑠1 = 1, the order of the two quantization levels 
is swapped to get (𝑏𝑏,𝑎𝑎), and 𝐵𝐵′′ = 1 − 𝐵𝐵. If 𝑠𝑠1 = 0, the order of two quantization levels (𝑎𝑎, 𝑏𝑏) 
is unchanged. 

Step 6. Repeat Steps 3–5 until all image blocks are processed. Then, the stego AMBTC 
compressed codes 𝑆𝑆𝑆𝑆 is constructed. The compressed codes SI consist of (𝑊𝑊 × 𝐻𝐻)/(4 ×  4) trios, 
which contains two quantization levels and one bitmap. 

Figure 4 shows an example of constructing a stego AMBTC compressed codes. 

3.2. Extraction and reconstruction method 

The processes of secret data extraction are organized as in Figure 5. 
Input: Stego AMBTC compressed codes 𝑆𝑆𝑆𝑆, matrix 𝑌𝑌 of size 𝑊𝑊 × 𝐻𝐻 , and threshold 𝑇𝑇ℎ𝑟𝑟. 
Output: Secret data 𝑆𝑆 = (𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠𝑛𝑛). 
Step 1. For each trio (𝑎𝑎, 𝑏𝑏,𝐵𝐵) in 𝑆𝑆𝑆𝑆, compute the absolute difference between value of 𝑎𝑎 

and 𝑏𝑏. 
Step 2. If |𝑎𝑎 − 𝑏𝑏| ≤ 𝑇𝑇ℎ𝑟𝑟, it is a smooth block 𝑆𝑆𝑆𝑆, and two extraction phases are used. 

Extraction phase 1:  
Step 2.1. The first 9 bits of bitmap 𝐵𝐵 are retrieved to get quotient 𝑞𝑞′ = (𝐵𝐵1,𝐵𝐵2, … ,𝐵𝐵9) and the 

last 7 bits are extracted to get the remainder 𝑟𝑟′ = (𝐵𝐵10,𝐵𝐵11, … ,𝐵𝐵16). 
Step 2.2. The four most significant bits of 𝑎𝑎 and 𝑏𝑏 are obtained using Eqs (10) and (11), 
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respectively. Then 𝐾𝐾 = (𝑎𝑎LSB ∥ 𝑏𝑏LSB ) = (𝑎𝑎7𝑎𝑎6𝑎𝑎5𝑎𝑎4𝑏𝑏7𝑏𝑏6𝑏𝑏5𝑏𝑏4). If 𝑎𝑎7 = 0, then set 𝑎𝑎7 = 1.  
Step 2.3. The quotient 𝑞𝑞′, the remainder 𝑟𝑟′ and the row vector 𝐾𝐾 are calculated using Eq (8) 

to obtain the embedded secret data 𝑆𝑆0
′ = 𝐾𝐾 × 𝑞𝑞′ + 𝑟𝑟′ = (𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠16). 

Extraction phase 2: 
Step 2.4. If 𝑌𝑌(𝑆𝑆𝑆𝑆) = 1, 𝐿𝐿1

′  and 𝐿𝐿2
′  are obtained by the three least significant bits 𝑎𝑎 and 𝑏𝑏 

by using Eqs (12) and (13), respectively. 

𝑎𝑎 = 148 = (10010100)2 

𝑏𝑏 = 143 = �10001111�2 

𝑆𝑆0 = 1111011110110000 

𝑘𝑘𝑒𝑒𝑦𝑦 = (10011000) 

𝑆𝑆0 ÷ 𝐾𝐾 = 𝑞𝑞⋯𝑟𝑟 

𝑞𝑞 = 111001010 

𝑟𝑟 = 1000000 

𝑎𝑎 = 148 = (10010100)2 

𝑏𝑏 = 143 = �10001111�
2
 

𝐿𝐿1 = [1 0 0] 
𝐿𝐿2 = [1 1 1] 

𝑛𝑛1 = (𝐻𝐻 × 𝐿𝐿1
𝑇𝑇)𝑇𝑇 𝑚𝑚𝑚𝑚𝑚𝑚2 = [0 1]𝑇𝑇 

𝑛𝑛2 = (𝐻𝐻 × 𝐿𝐿2
𝑇𝑇)𝑇𝑇 𝑚𝑚𝑚𝑚𝑚𝑚2 = [0 0]𝑇𝑇 

𝑆𝑆1 = 10   𝑆𝑆2 = 10 𝑦𝑦1 = 𝑛𝑛1⨁𝑆𝑆1 = 11    𝑑𝑑1 = (3)10  

𝑦𝑦2 = 𝑛𝑛2⨁𝑆𝑆2 = 10   𝑑𝑑2 = (2)10  

𝐿𝐿1
′ = [1 0 1]𝑇𝑇 

𝐿𝐿2
′ = [1 0 1]𝑇𝑇 

|𝑎𝑎′  − 𝑏𝑏′| ≤ Thr 

𝐵𝐵′ = (𝑞𝑞  𝑟𝑟) = (1110010101000000) 

�𝑎𝑎, 𝑏𝑏,𝐵𝐵� = (148,143,1111111111000000) 

(a)AMBTC compressed trio  
𝑇𝑇ℎ𝑟𝑟 = 10    Secret data 𝑆𝑆 = 11110111101100001010 

The embedding phase 1: 

The embedding phase 2: 

𝑎𝑎′ = �10010101�2 = (149)10 

𝑏𝑏′ = �10001101�2 = (141)10 

(𝑎𝑎′ ,𝑏𝑏′ ,𝐵𝐵′) = (149,141,1110010101000000) 

(b)Embedded compressed trio 

|𝑎𝑎 − 𝑏𝑏| = 5 ≤ 𝑇𝑇ℎ𝑟𝑟  smooth block 

 

Figure 4. Illustration of data embedding. 

Step 2.5. The embedded secret data is calculated by using 𝑆𝑆𝑖𝑖′ = (𝐻𝐻 × 𝐿𝐿𝑖𝑖′
𝑇𝑇)𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 2 , where 

𝑖𝑖 = 1,2. 
Step 3. If |𝑎𝑎 − 𝑏𝑏| > 𝑇𝑇ℎ𝑟𝑟, it is a complex block. If 𝑎𝑎 − 𝑏𝑏 < 0, the order of two quantization 

levels is swapped, and secret data 𝑆𝑆3
′ = 1; otherwise 𝑆𝑆3

′ = 0.  
Step 4. Repeat Steps 2–3 until all the trios are completely processed, and the extracted bit 

sequence constitutes the secret data 𝑆𝑆. 
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Stego AMBTC-compressed 
codes

Quantization level𝐵𝐵 ap         

  
 

(𝑎𝑎, 𝑏𝑏) 

|𝑎𝑎 − 𝑏𝑏| ≤ 𝑇𝑇ℎ𝑟𝑟 

  
 

N𝑎𝑎 − 𝑏𝑏 < 0 

 

 
𝑆𝑆0
′ = (𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠16) 

 

 

𝑞𝑞′ = (𝐵𝐵1,𝐵𝐵2, … ,𝐵𝐵9) 
𝑟𝑟′ = (𝐵𝐵10 ,𝐵𝐵11 , … ,𝐵𝐵16) 

𝐿𝐿1 = (𝑎𝑎2 𝑎𝑎1 𝑎𝑎0) 
𝐿𝐿2 = (𝑏𝑏2 𝑏𝑏1 𝑏𝑏0) 

𝐾𝐾 = (𝑎𝑎7 𝑎𝑎6 𝑎𝑎5 𝑎𝑎4 𝑏𝑏7 𝑏𝑏6 𝑏𝑏5 𝑏𝑏4)  

𝑌𝑌(𝑆𝑆𝑆𝑆) = 1 

Y

  
 

𝑆𝑆1
′ = (𝑠𝑠1, 𝑠𝑠2) 

𝑆𝑆2
′ = (𝑠𝑠3, 𝑠𝑠4) 

𝑆𝑆3
′ = 1 𝑆𝑆3

′ = 0 

 

Figure 5. The flowchart of extracting process. 

4. Experimental results 

In order to prove the effectiveness of the proposed method, Ou and Sun’s [24], Bai and 
Chang’s [25], Kumar et al.’s [28] and Chuang et al.’s [23] methods are used for comparison. As 
shown in Figure 6, six 512 × 512 images are used in the experiment. In addition, the block size 
of AMBTC compression is set to 4 × 4 , and secret data are generated by the same 
pseudo-random generator. 

4.1. The performance of the proposed method 

Peak Signal to Noise Ratio (PSNR) [33] is the most widely used objective image evaluation 
index. The higher the PSNR value, the better the quality performance of the hidden image. The 
PSNR value is defined as 
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PSNR = 10log10
2552

𝑀𝑀𝑀𝑀𝑀𝑀
 (14) 

where MSE is defined as 

MSE =
1

𝑊𝑊 × 𝐻𝐻
��(𝑥𝑥𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖′ )2

𝐻𝐻

𝑗𝑗=1

𝑊𝑊

𝑖𝑖=1

 (15)  

where 𝑊𝑊 × 𝐻𝐻 is the size of the image, and 𝑥𝑥𝑖𝑖𝑖𝑖  and 𝑥𝑥𝑖𝑖𝑖𝑖′  indicates the pixel values of the original 

image and stego image at the same position (𝑖𝑖, 𝑗𝑗), respectively. 
In addition to the PSNR, Mean Structural Similarly Index Measure (MSSIM) [34] is also used 

to measure the similarity between the original image and the stego image. The MSSIM is between 0 
and 1. In general, the MSSIM is close to 1, indicating that the stego image is structurally more 
similar to the original image. 

(a) (b) (c)

(d) (e) (f)  

Figure 6. Test images (a) Lena (b)Baboon (c) Peppers (d) Plane (e) Clown (f) Boats. 

The bit rate BR is the number of bits required to measure a pixel and is calculated by 

BR =
𝐿𝐿

𝑊𝑊 × 𝐻𝐻
(𝑏𝑏𝑏𝑏𝑏𝑏) (18) 

where 𝐿𝐿 represents the length of AMBTC compressed codes. 
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  (c)  

Figure 7. PSNRs, MSSIMs and Embedding Capacity with different values of 𝑇𝑇ℎ𝑟𝑟 (a) 
the average PSNR (b) the average MSSIM (c) the average Capacity. 

Table 1. PSNR, MSSIM and embedding capacity with different thresholds for 𝑇𝑇ℎ𝑟𝑟. 

Method 𝑇𝑇ℎ𝑟𝑟 Performances Lena Baboon Peppers Plane Clown Boats 

AMBTC N/A 
PSNR (dB) 33.24 26.98 33.42 31.97 32.51 31.54 
MSSIM 0.9413 0.8869 0.9349 0.9505 0.9413 0.9360 

Proposed 

5 
PSNR (dB) 32.79 26.97 33.05 31.61 32.27 30.73 
MSSIM 0.9037 0.8851 0.9055 0.9093 0.9201 0.9102 
Capacity(bits) 132,422 21,280 94,902 169,726 102,044 138,369 

10 
PSNR (dB) 31.78 26.82 31.60 31.09 31.73 30.71 
MSSIM 0.8373 0.8527 0.8052 0.8664 0.8867 0.8798 
Capacity(bits) 215,463 62,142 219,291 220,139 147,199 184,780 

15 
PSNR (dB) 30.88 26.47 30.61 30.54 30.94 29.81 
MSSIM 0.7948 0.8044 0.7546 0.8393 0.8526 0.8464 
Capacity(bits) 251,063 102,758 260,514 244,390 177,777 207,205 

20 
PSNR (dB) 30.13 26.07 29.98 29.95 29.82 29.02 
MSSIM 0.7689 0.7637 0.7338 0.8198 0.8128 0.8082 
Capacity(bits) 270,236 131,196 278018 260,268 206,115 232,767 

25 
PSNR (dB) 29.44 25.57 29.44 29.44 28.40 28.29 
MSSIM 0.7492 0.7279 0.7186 0.8062 0.7556 0.7759 
Capacity(bits) 282,952 154,624 288044 270,109 236,692 250,673 

Table 1 shows PSNR and MSSIM of different images with different 𝑇𝑇ℎ𝑟𝑟. As 𝑇𝑇ℎ𝑟𝑟 increases, so 
does the embedding capacity, and the PSNRs gradually decrease but still maintains good visual 
quality as the SSIMs are stable. With different thresholds, such as 𝑇𝑇ℎ𝑟𝑟 = 5 and 𝑇𝑇ℎ𝑟𝑟 = 10, the 
embedding capacity of Lena is 132,422 bits and 215,463 bits, respectively. 

The embedding capacity has noticeably improved, and PSNRs of the stego images decreases 
slightly when 𝑇𝑇ℎ𝑟𝑟 is increased, which denotes that the proposed method can obtain high payload 
without image distortion. Moreover, the MSSIM is very close to 1, which denotes good visual 
quality as well. The average PSNRs, MSSIMs and embedding capacities of all six images are 
computed for different 𝑇𝑇ℎ𝑟𝑟 as illustrated in Figure 7. It is clearly observed that as 𝑇𝑇ℎ𝑟𝑟 increases, 
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PSNR and MSSIM decrease slightly, but the embedding capacity increases more. For example, when 
𝑇𝑇ℎ𝑟𝑟 is increased from 0 to 20, the average values of PSNRs and MSSIMs are only reduced by 
around 1.45 dB and 0.1473, respectively, but the average value of embedding capacity is increased 
by around 213382 bits. 

Table 2. Comparison of embedding capacity and PSNR (𝑇𝑇ℎ𝑟𝑟 = 10). 

Method Performances Lena Baboon Peppers Plane Clown Boats 

AMBTC PSNR (dB) 33.24 26.98 33.42 31.97 32.51 31.54 
BR (bpp) 2.000 2.000 2.000 2.000 2.000 2.000 

Proposed PSNR (dB) 31.78 26.82 31.60 31.09 31.73 30.81 
Capacity (bits) 215,463 62,142 219,291 220,139 147,199 184,780 
BR (bpp) 2.000 2.000 2.000 2.000 2.000 2.000 

Ou and Sun’s 
[24] 

PSNR (dB) 32.67 26.92 33.36 31.91 31.52 31.32 
Capacity (bits) 172,579 50,374 183,529 178,099 136,774 148,609 
BR (bpp) 2.000 2.000 2.000 2.000 2.000 2.000 

Bai and 
Chang’s [25] 

PSNR (dB) 28.92 24.17 28.95 28.11 32.25 27.56 
Capacity (bits) 169,250 176,178 169,644 168,388 168,480 170,103 
BR (bpp) 2.000 2.000 2.000 2.000 2.000 2.000 

Kumar et 
al.’s [28] 

PSNR (dB) 36.11 29.1 36.74 36.96 35.75 35.96 
Capacity (bits) 115,060 125,900 112,859 139,125 118,452 121,569 
BR (bpp) 1.988 2.06 1.930 1.785 2.014 2.054 

Chuang et 
al.’s [23] 

PSNR (dB) 32.03 26.85 32.37 31.54 31.03 31.04 
Capacity (bits) 166,608 36,256 178,288 172,496 141,040 128,416 
BR (bpp) 2.000 2.000 2.000 2.000 2.000 2.000 

4.2. Comparison with other related works 

A comparison of four existing data hiding methods are listed in Table 2. From Table 2, we can see 
that the embedding capacity ofthe proposed method is higher than that of Chuang et al.’s [23]. It is 
mainly because the proposed method can replace the bit plane with some secret data bits while Chuang 
and Chang’s method cannot do so in the smooth blocks. Compared with Ou and Sun’s [24] method, 
extra two bits are embedded in the two quantization levels in the proposed method, which leads to a 
higher embedding capacity. However, the PSNR of the proposed method are 0.645 dB lower than that 
of Ou and Sun’s method on average. The gain of embedding capacity considered, the proposed method 
is superior to Ou and Sun’s. From Table 2, the PSNRs and embedding capacity of the proposed method 
are all higher than those of Bai and Chang’s [25] method. For instance, when 𝑇𝑇ℎ𝑟𝑟 = 10 for Lena, our 
PSNR and embedding capacity are 31.78 dB and 215463 bits, respectively. Thus, PSNR gain and 
embedding capacity gain are 2.86 dB and 46213 bits compared with those of Bai and Chang’s method. 
Kumar et al.’s method [28] embeds secret data into the bit plane of each block using a bit replacement 
strategy. This method improves the quality of the image, but our method has a slightly higher 
embedding capacity. Kumar and Kim’s [27] method is divided into three states by setting two different 
thresholds. Although the embedding capacity is improved, the image quality is not significantly 
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improved. Based on the above analysis, the proposed method outperforms these four methods. 

(a) (b)

(c) (d)  

Figure 8. Performance comparison of four methods. (a) Lena (b) Plane (c) Boats (d) 
Baboon. 

In the following experiments, the best thresholds are set for the compared and proposed 
methods to ensure that the best image quality can be achieved for a given embedding capacity. The 
Capacity-PSNR curves are shown in Figure 8. Although Figure 8 only shows testing results for Lena, 
Plane, Boats, and Baboon images, experiments on other images also suggest the similar trends. Bai 
and Chang’s [25] method has the lowest image quality because this method embeds secret data into 
the bitmap and quantization levels by using Hamming code (7, 4). Ou and Sun’s [24] method gives 
an optimal modification to the quantization levels to minimize distortion. However, this method does 
not utilize quantization levels to embed the secret data, and therefore the embedding capacity is 
limited. Chuang et al. [23] performs better than Bai and Chang’s method because it embeds secret 
data only into smooth blocks. Nevertheless, the proposed method provides the best results for various 
embedding capacities, especially at high embedding capacities. It is mainly because the proposed 
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method selectively embeds the data into quantization level using a Hamming code (3, 2). 
Compared to other compression formats, AMBTC has a lower compression ratio than JPEG, but 

it is more suitable for real-time applications. It has become the subject of real-time image 
transmission. Since JPEG has lower redundancy than AMBTC, the embedding capacity of the 
proposed method is thirty times compared with JPEG based data hiding method [22]. Therefore, the 
embedding capacity of the proposed method is much higher than those of JPEG compression based 
data hiding methods. 

5. Conclusion 

An efficient data hiding method based on modulo-2 operation and Hamming (3, 2) of AMBTC 
compressed images is proposed. A block in a grayscale image is compressed to a bitmap and a pair of 
quantization levels. The blocks of the AMBTC compressed codes are classified as smooth blocks and 
complex blocks. In the smooth block, the secret data and the four most significant bits of two 
quantization levels are computed using modulo-2 division, and the result replaces the bitmap. The 
three least significant bits of the two quantization levels are used to embed the two additional secret 
bits with Hamming code (3, 2), respectively. In the complex block, a secret bit is embedded by 
swapping the order of two quantization levels and flipping the bitmap. The experimental results 
show that the proposed method inherits the low complexity and easy implementation of AMBTC. 
Compared with other existing AMBTC-based algorithms, the proposed method achieves higher 
capacity and maintains good visual quality. Since BTC has many variations, we will study data 
hiding methods for some more advanced BTC-variant in the future. 
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