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#### Abstract

Diploid organisms have two copies of each gene, called alleles, that can be separately transcribed. The RNA abundance associated to any particular allele is known as allele-specific expression (ASE). When two alleles have polymorphisms in transcribed regions, ASE can be studied using RNA-seq read count data. ASE has characteristics different from the regular RNA-seq expression: ASE cannot be assessed for every gene, measures of ASE can be biased towards one of the alleles (reference allele), and ASE provides two measures of expression for a single gene for each biological samples with leads to additional complications for single-gene models. We present statistical methods for modeling ASE and detecting genes with differential allelic expression. We propose a hierarchical, overdispersed, count regression model to deal with ASE counts. The model accommodates gene-specific overdispersion, has an internal measure of the reference allele bias, and uses random effects to model the gene-specific regression parameters. Fully Bayesian inference is obtained using the fbseq package that implements a parallel strategy to make the computational times reasonable. Simulation and real data analysis suggest the proposed model is a practical and powerful tool for the study of differential ASE.
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## 1. Introduction

Over the past decade, RNA-sequencing (RNA-seq) has been replacing microarray technology as the primary high-throughput method used to measure gene expression [1]. In a biological sample, the amount of messenger RNA (transcript abundance) derived from a gene is known as the gene's expression level in that sample. For each gene, RNA-seq is a count positively correlated with the gene's transcript abundance. A diploid genome has two sets of chromosomes, one from each parent, so every gene has two copies. RNA-seq can be used to measure the expression of each gene copy
separately when the two gene copies exhibit sequence differences. These two separate measures of expression for a single gene are known as allele-specific expression (ASE) measures, which can be obtained using single nucleotide polymorphism (SNPs) that makes it possible to distinguish the expression of the two alleles [2]. The study of ASE may provide some explanation for so-called heterosis effects. In plant breeding, phenotypic heterosis occurs when hybrid lines show improvements in several phenotype traits compared with their inbred parent lines [3]. Heterozygous hybrid varieties might take advantage of having two alleles with different genotypes in order to adapt to environmental conditions by promoting the selection of the superior allele. The uneven expression of alleles might be related to the superior adaptation of hybrids, so it might be related to the occurrence of gene heterosis [4,5]. Other biological questions where ASE is relevant may include identifying imprinting or parent-of-origin effects, which occurs in genes where only one parental allele is expressed, the distinction between cis-acting and trans-acting regulation DNA relies on ASE since cis-acting is associated with differentially expressed alleles while trans-acting has effects both alleles [2].

Several modelling strategies has been proposed to analyze ASE data. Given the total ASE, i.e., the sum of counts in both alleles, the so-called reference allele count can be modeled as binomially distributed [5], or use Beta-binomial distribution which includes gene-specific overdispersion [6-9]. Instead of modeling ASE counts based on a binomial distribution, it is possible to adapt models originally designed for dealing with total RNA-seq transcript abundance counts, Poisson [4], generalized Poisson [10, 11] and negative binomial distributions [12] has been proposed. [13] provide an extensive review of the methods to detect differential expression for total RNA-seq data. Differentially expressed genes can be obtained applying a binomial test for each gene and adjusting p-values to control false discovery rate (FDR). Total RNA-seq expression and ASE can be combined to distinguish factors that affect the gene expression in an allele-specific manner (cis-QTL) from factors that affect the gene expression of the two alleles at the same time (trans-QTL). A likelihood ratio test distinguishes cis and trans regulation by combining ASE beta-binomial model with a model for the total RNA-seq counts [2]. The model is extended in [14] to incorporate isoform-specific information and haplotype modeling.

In this paper, a hierarchical overdispersed count regression model is proposed to study allele-specific expression. This modeling framework allows easy generalization to include additional genotypes, tissue types, and additional alleles. These more complex models will allow researches to address more complex biological questions. The method is applicable whenever heterozygous genotype expression is available. In cases with uncertainty about the genotype, an initial stage is needed to determine sites from heterozygous genotype before inference about ASE is possible.

The hierarchical aspect of the approach is very important, we learn the gene-specific parameters hierarchical distribution from data, i.e. perform full Bayesian inference. The proposed model is able to capture the key features of ASE data such as reference allele bias, and is more flexible in the modelling of biological sample random effects. In addition, fully Bayesian inference allow to detect relevant genes based on summaries of the posterior probability of being differentially expressed between alleles with no need of multiplicity corrections. The main problem to obtain full Bayesian inference in this problem is computational, we use GPU-accelerated algorithm to obtain posterior samples [15].

The next Section describe the main characteristic ASE data different from the total RNA-seq expression. Section 3 describes the statistical model we propose to analyze ASE data. Sections 4
and 5 presents results from a simulation study and a real ASE data set analysis, respectively. Finally, 6 presents a summary of the main findings and comments on the next steps in this line of research.

## 2. Allele-specific expression

ASE counts from RNA-seq data are typically obtained by first mapping the short RNA-seq reads to a reference genome and then assigning those reads to a particular allele using known single nucleotide polymorphisms (SNPs). If no SNPs are known in a particular short read, then there is no ASE information for that read and that read cannot be assigned to a particular allele. The proportion of genes having some ASE information available depends on genomic similarity and RNA-seq read length [2].

Assume ASE counts are available for a single variety $B M$ whose parents are the varieties $B$ and $M$. The ASE counts are formed by two transcript abundance counts per gene each sample. In plant breeding experiments, it is common that the parental varieties, are inbred lines and thus haplotypes are known. While we focus on a plant breeding experiment where the parents are inbred lines with haplotypes known, the methodology could be utilized whenever sample are taken from a single variety and there are two possible alleles for each gene corresponding to two different varieties.

To set some ideas, we perform an initial data exploration letting $m_{g a}$ be the mean expression level for allele $a \in\{B, M\}$ of gene $g \in\{1, \ldots, G\}$ over all available samples. Then let $A_{g}=m_{g B}+m_{g M}$ be the average gene abundance and $R_{g}=m_{g B} / m_{g M}$ be the allele ratio. Figure 1, based on plant breeding experiment more fully described in Section 5 , illustrates some characteristics usually present in ASE gene transcript abundance data using the summary measures $A_{g}$ and $R_{g}$.

The left panel in Figure 1 presents a histogram of $R_{g}$ with a reference Gaussian density constructed using the sample mean and sample variance. The empirical distribution of $R_{g}$ is more concentrated around 0 and has heavier tails than a normal distribution. This characteristic is not exclusive to ASE counts, differential expression measures in total RNA-seq counts and microarrays are typically similar.


Figure 1. (Left panel) Histogram of the allele ratio with best fitting normal density (blue line) for comparison. (Right Panel) Two-dimensional histogram for abundance (x-axis) and allele ratio ( y -axis) with zero (black line) and mean allele ratio (red line) indicated.

The right panel in Figure 1 shows a two-dimensional histogram of the ( $A_{g}, R_{g}$ ) pairs. The most frequent cells are close to zero allele difference (black line) for any level of average ASE suggesting that most of the genes have small differences in the ASE counts. In addition, more genes fall above zero allele difference than below and the gene-wide average ratio (red line) is also positive suggesting that allele $B$ has higher ASE counts than allele $M$ on average.

While there could be some biological reason to observe one of the alleles more expressed than the other one on average, it is known the ASE process can result in increased counts, on average, for the reference genome [16].

The reference genome is (almost) fully known, and many times it is not possible to distinguish mismatches due to errors from genuine mismatches due to the read corresponding to a non-reference genome. A read that truly matches the reference genome is more likely to be counted than a read matching the non-reference genome, creating a bias towards reference allele counts. Alternative ASE processes can be implemented to eliminate this reference genome bias [17-19]. Alternatively, a conservative analysis would be to only consider those genes with significant allele imbalance against the reference allele [4]. In the following section, we develop methodology in the modeling stage that allows the analysis to adjust for this bias.

## 3. Hierarchical overdispersed count regression model

We introduce a hierarchical overdispersed count regression model for the allele-specific counts for each sample and borrows information across genes to learn about gene-specific parameters. To estimate parameters we will utilize a Markov chain Monte Carlo (MCMC) approach utilizing an overall Gibbs sampling structure with slice sampling for intractable conditional distributions. To ameliorate the computational difficulties of sampling from the high dimensional posterior, we utilize an algorithm constructed to run on a graphics processing unit (GPU) which provides within-iteration acceleration of the algorithm [15].

### 3.1. Data model

Each hybrid sample in the experiment has two sub-samples: one with RNA-seq counts for allele $B$ and one with RNA-seq counts for allele $M$.

Let $Y_{g n}$ be the allele-specific RNA-seq count of gene $g$ in sub-sample $n$ for $g=\{1,2, \ldots, G\}$ and $n=\{1,2, \ldots, N\}$. Let $\mathbf{X}$ by an $N \times P$ model matrix that contains information regarding which allele each sub-sample is associated with as well as any additional relevant experimental conditions and let $x_{n}$ be the $n$th row of $\mathbf{X}$. We follow the approach of [15] and assume

$$
\begin{equation*}
Y_{g n} \stackrel{\text { ind }}{\sim} P o\left(h_{n} e^{x_{n}^{\tau} \beta_{g}+\epsilon_{g n}}\right), \quad \epsilon_{g n} \stackrel{\text { ind }}{\sim} N\left(0, \gamma_{g}^{2}\right) \tag{3.1}
\end{equation*}
$$

where $h_{n}$ is a measure of the library size for sub-sample $n$ and $\beta_{g}$ and $\gamma_{g}$ are gene-specific model parameters.

There might be many columns in the model matrix $\mathbf{X}$ specific to particular applications, for instance to represent blocking factors or relevant covariate effects. However, there are three columns that should be present in models dealing with ASE counts. We assume the first column corresponds to an intercept term and denote its associated coefficient as $\beta_{g, 1}$. Moreover, we assume the second model matrix
column take value 1 for observed counts from the reference allele and the value -1 for observed counts of the non-reference allele. Then, the regression coefficient associated with the second column, $\beta_{g, 2}$, represents the half difference of gene ASE, genes with $\beta_{g, 2}=0$ providing evidence of equally expressed alleles. Lastly, if there is more than one biological replicate (which is usually the case), a third column should be included to represent the grouping effect of the allele-specific sub-sampling. We assume this effect it corresponds to the last column in $X$, its associated coefficient is $\beta_{g, P}$.

The $\epsilon_{g n}$ terms provide gene-specific overdispersion through a normal hierarchical distribution with mean 0 and variance $\gamma_{g}^{2}$. This effect implies a quadratic mean-variance relationship that could differ across genes, and admits the partition of the total gene variability into technical and biological components similar to the Poisson-gamma mixture [20].

### 3.2. Gene-specific hierarchical structure

As we have many genes, but generally few biological samples, we wish to borrow information across the genes about the gene-specific parameters $\beta_{g}$ and $\gamma_{g}$. One feature common to RNA-seq and ASE counts is that, in many cases, the large effect of interest are only present for a small group of genes while the remaining genes have small to negligible effects as demonstrated in the left panel of Figure 1. This pattern can be modeled using shrinkage distributions, i.e. distributions that have more mass around the location parameter but with heavier tails. Several of these distributions can be written as a scale mixture of normals, i.e. $\beta_{g p} \stackrel{\text { ind }}{\sim} N\left(\theta_{p}, \sigma_{p}^{2} \xi_{g p}\right)$ and $\xi_{g p} \stackrel{\text { ind }}{\sim} p(\xi)$ where the marginal distribution for $\beta_{g p}$ can be normal, Student-t, Laplace [21], or horseshoe distribution [22] by assuming a point-mass, inverse-gamma, exponential, and half-Cauchy distribution for the $\xi_{g p}$, respectively.

A second set of gene-specific parameters are the normal variances that control overdispersion, $\gamma_{g}$. We model these variances as independent inverse-gamma distributions conditional on $v$ and $\tau$, and independent from the regression coefficients $\beta_{g}$, i.e. $\gamma_{g} \stackrel{\text { ind }}{\sim} \operatorname{IG}(v / 2, v \tau / 2)$. With this parametrization, we have $E\left(1 / \gamma_{g}\right)=1 / \tau$ and the coefficient of variation is $C V\left(\gamma_{g}\right)=\sqrt{2 /(v-4)}$, and therefore $\tau$ is related to the location of the distribution while $v$ controls the amount of shrinkage around that location.

### 3.3. Prior distributions

Prior distribution for the hyperparameters of regression coefficients are set as normals for the means, $\theta_{k} \stackrel{\text { ind }}{\sim} \mathrm{N}\left(0, c_{k}\right)$, and uniform for the standard deviations $\sigma_{k} \stackrel{\text { ind }}{\sim} \operatorname{Unif}\left(0, s_{k}\right)$ [23]. Parameters controlling overdispersion effect have uniform prior, $v \sim \operatorname{Unif}(0, d)$, and gamma prior, $\tau \sim G a(a, b)$.

Normal prior for location parameters $\theta_{k}$ is widely used choice [24], it can be weakly informative maintaining conditional conjugacy. Similarly the gamma prior for a location-related parameter $\tau$ represents a good balance between computation convenience and being weakly informative. The prior parameters, indicated with Roman letters, are set to obtain diffuse distributions. As the number of genes is very large, there is a lot of information about the hyperparameters in the data and thus, these diffuse priors will not have a large impact on the hyperparameter estimation [25].

### 3.4. GPU-accelerated MCMC

Models where gene-specific parameters have fully specified distributions, i.e. non-hierarchical models, can be estimated using MCMC methods [26]. However, fully Bayesian inference of high-dimensional hierarchical models is computationally demanding since the number of groups (or
genes) is large. Usually, approximations like empirical Bayes [27] or integrated nested Laplace approximation [28] are used to obtain inference results. We instead utilize the fbseq package [29] which uses graphics processing units (GPUs) to take advantage of the embarrassingly parallel MCMC steps and parallel reductions in each iteration of the MCMC algorithm, convergence is assessed using potential scale reduction factor statistic. For computational reasons, fbseq provides posterior means and standard deviations for gene-specific parameters and full MCMC samples for all hyperparameters and few gene-specific parameters.

### 3.5. Allele effect $\left(\Delta_{g}\right)$

An important characteristic present in some ASE data is to observe a higher transcription for one of the alleles on average across all genes, due to the positive bias towards the reference allele mentioned in Section 2 and observed in Figure 1. These systematic difference among alleles are not of interest as the goal is to identify genes showing differences among allele larger than what is explained by systematic factors.

We consider the overall mean across all genes, $\theta_{2}$, as a measure of the systematic difference among alleles commonly due to bias towards the reference allele. Then, we define the allele effect to be the difference between alleles that is not due to bias, i.e. $\Delta_{g}=\beta_{g 2}-\theta_{2}$. Since this is a function of a genespecific parameter and a hyperparameter, we are not able to obtain the posterior distribution directly from the fbseq output.

In order to obtain inference about the gene-specific regression parameters, the posterior mean and variance from the MCMC samples can be used to create a normal approximation of its posterior distribution [15]. A similar strategy could be used to obtain credible intervals for the allele effect, $\Delta_{g}$. In this case the posterior mean and variance of $\Delta_{g}$ are

$$
\begin{array}{ll}
E\left(\Delta_{g} \mid y\right) & =E\left(\beta_{g 2} \mid y\right)-E\left(\theta_{2} \mid y\right) \\
\operatorname{Var}\left(\Delta_{g} \mid y\right) & =\operatorname{Var}\left(\beta_{g} \mid y\right)+\operatorname{Var}\left(\theta_{2} \mid y\right)-2 \operatorname{Cov}\left(\beta_{g_{2}}, \theta_{2} \mid y\right)
\end{array}
$$

As we mentioned before, fbseq does not compute this covariance. However, the variability of the hyperparameters is negligible compared to the variability of the gene-specific parameters, i.e. $\operatorname{Var}\left(\Delta_{g} \mid y\right) \approx \operatorname{Var}\left(\beta_{g_{2}} \mid y\right)$ since $\operatorname{Var}\left(\theta_{2} \mid y\right)-2 \operatorname{Cov}\left(\beta_{g_{2}}, \theta_{2} \mid y\right) \ll \operatorname{Var}\left(\beta_{g 2} \mid y\right)$. Therefore, a normal approximation for $\Delta_{g}$ has mean $E\left(\Delta_{g} \mid y\right)$ and variance $\operatorname{Var}\left(\beta_{g} \mid y\right)$. We show this approximation is reasonable in Figure 6 in supplemental material.

### 3.6. Detecting differential allelic expression

The main goal of the proposed model is to identify genes with differentially expressed alleles (DEA). We say a gene has DEA when $\left|\Delta_{g}\right| \geq c$ where $c>0$ represents a threshold that must be adapted to specific applications or experiments. Here we follow [30] in setting as the DEA threshold a $25 \%$ increase in the expression level, i.e., $c=\log (1.25) / 2$.

Unfortunately, $P\left(\left|\Delta_{g}\right| \geq c \mid y\right)$ will be large for genes with large posterior uncertainty for $\Delta_{g}$ even when $E\left(\Delta_{g} \mid y\right) \approx 0$. To avoid this issue, we use the statistic $p_{g}=\min \left\{P\left(\Delta_{g}<c\right), P\left(\Delta_{g}>-c\right)\right\}$ where small $p_{g}$ provide evidence in favor of DEA [28].

A Bayesian false discovery rate correction has been proposed [28,31]. However, since we use a fully hierarchical Bayesian model and the null hypothesis has a positive probability multiplicity corrections
are not needed [32,33]. Alternatively, we could minimize the following expected loss

$$
E[L(d, y)]=q \sum_{g} d_{g}\left(1-p_{g}\right)+\sum_{g}\left(1-d_{g}\right) p_{g}=q F D+F N
$$

where $d_{g}$ is an indicator that gene $g$ has DEA, $F D$ and $F N$ are the posterior expected false discoveries and false negatives respectively, and $q$ is the relative cost associated to $F D$. [34] shows the optimal rule that minimizes $E[L(d, y)]$ is

$$
d_{g}=I\left(p_{g} \leq \frac{1}{q+1}\right) .
$$

Setting $q=19$ we would declare as DEA every gene with $p_{g}$ lower than $5 \%$.

## 4. Simulation study

A simulation study is performed to explore how the model captures several characteristics of interest in the data, and evaluate model performance in finding genes where the allele effect is present. In this Section, we describe the data sets simulation scenarios, the analysis of each simulated data, and present simulation study results.

### 4.1. Model to simulate data

In order to obtain simulated data sets close to the real data we have, we fit an initial model and use it to simulate new data. We obtain point estimates of the gene-specific regression coefficients and genespecific overdispersion parameters using edgeR [12]. In addition, we obtain normalization factors $h_{n}^{*}$ based on the method proposed by [35]. These point estimates and normalization values are used to obtain the simulated data sets. This corresponds to a negative binomial model for the ASE counts, $Y_{g n} \stackrel{\text { ind }}{\sim} N B\left(h_{n}^{*} e^{e_{n}^{\tau} \beta_{g}}, \phi_{g}\right)$, where $h_{g n}^{*}$ are normalization factors and $\phi_{g}$ control the overdispersion.

The specific data set we use later in Section 5 as an application example, has 8 allele-specific observations per gene, corresponding to 4 biological replicates of a single hybrid genotype distributed in two blocks. Let $y_{g}=\left(y_{g 1}, \ldots, y_{g 8}\right)$ such that $y_{g 1}$ and $y_{g 2}$ represent the ASE counts for the two alleles from the first sample, $y_{g 3}$ and $y_{g_{4}}$ represent the ASE counts for the two alleles from the second sample, etc. In order to obtain approximate independence among regression coefficients (which is an assumption in hierarchical distributions), we use a zero-sum parametrization for $X$ as shown in Eq (4.1).

$$
X=\left[\begin{array}{rrrrr}
1 & 1 & 1 & 1 & 0  \tag{4.1}\\
1 & -1 & 1 & 1 & 0 \\
1 & 1 & 1 & -1 & 0 \\
1 & -1 & 1 & -1 & 0 \\
1 & 1 & -1 & 0 & 1 \\
1 & -1 & -1 & 0 & 1 \\
1 & 1 & -1 & 0 & -1 \\
1 & -1 & -1 & 0 & -1
\end{array}\right]
$$

This particular choice of $X$ matrix implies $\beta_{g 1}$ corresponds to the intercept and $\beta_{g 2}$ to the half allele difference, as in the general model presented previously. Here we include a column to capture the
difference between the two blocks, associated with coefficient $\beta_{g 3}$. Also, two columns for block and replicate interaction, $\left(\beta_{4 g}, \beta_{5 g}\right)$ are included, which represent the half difference between replicates within each block. Note that usually the set of effects related with grouping factors as biological samples, share a common variance, while the model proposed here allows $\sigma_{4} \neq \sigma_{5}$ which encompasses the common variance case.

### 4.2. Simulation scenarios

A simulation scenario is defined by four simulation design parameters: sparsity ( $w$ ) and strength of the allele effect ( $s$ ), bias toward reference allele ( $p$ ), and overdispersion effects $(T)$. Table 1 shows the design parameters values, in total there are 24 scenarios as a full factorial combination of the design parameters values. Each scenario is formed by the simulated ASE count for $G=5000$ genes with 8 observations per gene, and is replicated 2 times.

Table 1. Simulation study design parameter values .

| Description | Sparsity | Strength | Bias | Overdispersion |
| :--- | :---: | :---: | :---: | :---: |
| Parameter | $w$ | $s$ | $p$ | $T$ |
| Values | $.5, .95$ | $1,1.8$ | $1, .5$ | $0.25,1,4$ |

The estimates ( $h_{n}^{*}, \hat{\beta}_{g 1}, \hat{\beta}_{g 2}, \hat{\phi}_{g}$ ) from NB model described above are used to obtain simulated data set. We construct two groups of genes depending on whether the estimated allele difference is larger than a threshold, $\left|\hat{\beta}_{g_{2}}\right|>c$ or not, and we obtain a stratified random sample with $(1-w)$ proportion of genes with large allele difference. With the selected genes, we obtain 8 counts per gene as follows:

$$
\begin{aligned}
& Y_{g n} \stackrel{\text { ind }}{\sim} N B\left(\bar{h} e^{E_{g n}}, T \hat{\phi}_{g}\right) \\
& E_{g n}=\hat{\beta}_{g 1}+\psi(s) x_{a} \hat{\beta}_{g 2}+\log (p) \mathbb{I}_{\left(x_{a}=-1\right)}
\end{aligned}
$$

where $\bar{h}$ is the average of normalization factors, $\psi(s)=s$ when $\left|\hat{\beta}_{g 2}\right|>c$ and $\psi(s)=1$ in other case, and $x_{a}$ takes value 1 for the reference allele and -1 in the non-reference allele. The design parameter $s$ controls the signal strength, we set $s=(1,1.8)$ as weak and strong signal cases respectively. Lastly, overdispersion effects are computed as $T \hat{\phi}_{g}$, three overdispersion scenarios are determined by the value of $T=(.25,1,4)$.

Reference allele bias is created by the $\log (p)$ factor, to better understand why this might match with the biologic characteristic of this effect consider an intermediate step where $Y_{g n}^{*}$ is a simulated count without bias (i.e. $\log (p)=0$ ) and then $Y_{g n} \sim \operatorname{Bin}\left(Y_{g n}^{*}, p\right)$ when $x_{a}=-1$, integrating out $Y_{g n}^{*}$ we can recover the negative binomial distribution. Design parameter $p$ is the probability of actually assigning one short read to the non-reference allele, so on average ( $1-p$ ) non-reference reads are lost. This implies that the mean of $\beta_{g_{2}}$ coefficients, $\theta_{2}$, should be close to $-\log (p) / 2$ since $\beta_{g 2}$ captures the genespecific half difference among the two alleles and $\log (p)$ represent the allele between alleles averaging all genes. But not necessarily for each individual count, since the initial negative binomial simulation is independent for the two alleles within a gene.

### 4.3. Statistical analysis of simulated data

Every simulated data set is analyzed using data model (3.1) with five hierarchical distributions with normal scale mixture described in 3.2. We use normal, Laplace, Student- $t_{6}$, Cauchy (Student- $t_{1}$ ), and
horseshoe. The main reason for this is to assess the impact of the hierarchical distribution of the regression coefficients on the posterior inference. We ran three MCMC chains with 40,000 iterations with thinning value of 5 in Cauchy and horseshoe cases. Still, horseshoe distribution shows lack of convergence in many scenarios for $\theta_{k}$ parameters, therefore we do not present horseshoe distribution simulation results nor consider it for the real data analysis. It have beem recently pointed out that horseshoe distribution may have poor mixing in high-dimensional problems, and propose to use an elliptical slice sampler to improve it [36] .

Additionally, we fit a non-hierarchical counterpart for each version of the proposed model, i.e., fixing hyperparameters values so distribution for gene-specific parameter is no longer learned from data. In non-hierarchical Bayesian models are set with values $\theta_{k}=0, \sigma_{k}^{2}=3^{2}, \tau=.1, v=1$, and inference is obtained with 3 MCMC chains with 20000 iterations and no thinning.

Figure 2 presents receiver operating characteristic (ROC) curves for only one replicate in simulation scenarios where only $5 \%$ of genes are truly DEA and reference allele bias is present. ROC curves are computed with plotROC package [37]. Statistic $p_{g}$ is used is used as a continuous score to compute the ROC curves, we set DEA threshold in $c=\log (1.25) / 2$, as in [30]. Results indicates that increasing the signal strength and decreasing the overdispersion level produce better detection rates for all methods. The non-hierarchical models fail into account the bias towards reference allele. Among hierarchical models, Figure 2 suggests a Cauchy distribution for gene-specific regression parameters has slightly better detection rates (other simulation scenarios present similar patterns).


Figure 2. ROC curves for scenarios where only $5 \%$ of genes are truly DEA and reference allele bias is present (only one replicate). Column facets correspond to overdispersion level and row facets correspond signal strength. Hierarchical models are plotted with continuous lines and dashed lines correspond to non-hierarchical models. Line color indicates the hierarchical distribution.

Several alternative methods are used to analyze each simulated data set for performance comparison with model (3.1) results. First, we use a Poisson generalized linear model with overdispersion and biological sample effects, for each gene, the model is estimated via maximum likelihood. Second, a beta-binomial distribution is used to perform a likelihood ratio test for each gene. Finally, negative binomial model is estimated via empirical Bayes methods using edgeR package [12]. In all these three methods a p-value is obtained from testing if each gene shows evidence of DEA and then a false discovery rate correction is applied, using the method proposed in [38].

ROC curves can be summarize computing the area under the ROC curve (AUC), a perfect detection rate would have AUC value of 1. Figure 3 shows AUC measure results only for hierarchical Bayesian models and the three alternative methods just described. The facets combine the signal strength level and sparsity level (columns) with the presence of reference allele bias (rows), overdispersion level is represented by the the color and type of the lines. Each line corresponds to one simulation scenario.

Similarly to Figure 2 overdispersion level and signal strength have the largest impact on the signal detection performance measured with AUC across all models. There might be some interaction among the simulation design factors, for instance, signal strength shows almost no effect in AUC when overdispersion level is high.


Figure 3. Partial area under ROC curve (AUC), over region with false positive rate lower than $10 \%$. Facets represent signal strength and sparsity, color and line type indicates overdispersion level.

Figure 3 shows that Cauchy as hierarchical distribution for the regression parameters have the largest AUC measure in most simulation scenarios, particularly when $95 \%$ of gene having true effect lower than the threshold. Cauchy accommodates a lot of probability mass close to zero and its heavy tails can capture the genes with real effects. Performance of Laplace and $t$ distributions appear to be slightly worst than Cauchy models. This might suggest degrees of freedom parameter in student-t distribution impact how the model borrows information across genes. Next, using a normal distribution for regression coefficients has the poorest AUC results among Bayesian hierarchical models, and its lower than edgeR method for most cases. The empirical Bayes method (edgeR) shows equal (or slightly better) AUCs than hierarchical models in many scenarios while is somewhat worse in highly sparse and weak signal cases. Finally, the two frequentist methods shows lowest AUC measures in every simulation scenario, and are specially affected by the presence of reference allele bias.

We finish this Section showing how the proposed model captures the bias towards reference allele. Above we mentioned that parameter $\theta_{2}$ should capture half of the bias in $\log$ scale, i.e., we expect i.e. $E\left(\theta_{2} \mid y\right) \approx-\log (p) / 2$. Figure 4 shows a scatter plot of $E\left(\theta_{2} \mid Y\right)$ against $\log (p)$. The plot suggests posterior expectation of $\theta_{2}$ captures the bias towards the reference allele, is possible to use it as an estimate of the bias and remove it when making inference about the allele effect.


Figure 4. Scatter plot of $\theta_{2}$ posterior mean against $\log (p)$ parameter. Row facets represents sparsity and column facets the overdispersion level. The line corresponds to $y=-\frac{x}{2}$ line.

## 5. ASE in maize experiment

In this Section we apply the methods described in Section 3 to a RNA-seq data set with allele-specific counts from maize that constitute a portion of the experimental data obtained by [4].

Data set includes four replicate samples of a hybrid genotype (B73xMo17) distributed in 2 flow cell blocks and two allele count measures per sample. RNA-seq transcript abundance count information for 39656 genes is obtained using Iliumna ${ }^{\circledR}$ technology and B73 genome as the reference allele [39]. However, many of them have little or no ASE information. To avoid genes with extremely low observed expression, only use genes were the average of allele-specific counts is bigger than 1 . The resulting data set corresponds to the ASE counts of 16380 genes, which is $41 \%$ of the total.

An initial exploration of this data, based on expression averages per gene, was presented in Section 2 to illustrate the main features of an ASE data set, here we use the expression for each replicate without averaging. The specific model matrix we use is the same presented in (4.1) used to create a model to simulate data. Gene-specific intercept is normally distributed while the rest of regression parameters are Cauchy distributed. The choice of $\beta_{g k} \sim \operatorname{Ca}\left(\theta_{k}, \sigma_{k}\right)$ is based on the results from simulation study, the models using Cauchy hierarchical distribution results in better partial AUC measures in particular in sparse cases or cases with large overdispersion levels.

We present the main results from the analysis, we start with some remarks about the posterior inference relative to the hyperparameters of the model, and after that we focus on the results relative to gene-specific allele effects. We present credible intervals for $\Delta_{g}$ and identify genes differentially expressed between alleles.

Table 2 presents posterior summaries for all hyperparameter in the model. Posterior means and credible interval for $(\nu, \tau)$ suggest most genes show very little or none overdispersion present, but there are a few genes with large overdispersion effects. Posterior mean of $\theta_{2}$ is positive representing the bias towards reads from B73 allele. The results suggest that expression from Mo17 allele is only $78 \%$ of the expression count from allele B73 on average across all genes. In other words, 1 out of 5 reads from Mo17 is lost presumably because is compared with a different genome. Finally, results suggest the variances of common biological sample effects are different with $\sigma_{4}^{2}>\sigma_{5}^{2}$ by a factor of 100 .

Table 2. Hyperparameter posterior summaries ( B 73 xMo 17 data).

| Parameter | Posterior Mean | Credible Interval (95\%) |
| :--- | :--- | :--- |
| $v$ | 3.6 | $(3,4.3)$ |
| $\tau$ | 0.0023 | $(0.0019,0.0028)$ |
| $\theta_{1}$ | 2.4 | $(2.4,2.4)$ |
| $\theta_{2}$ | 0.12 | $(0.12,0.13)$ |
| $\theta_{3}$ | -0.025 | $(-0.029,-0.021)$ |
| $\theta_{4}$ | -0.026 | $(-0.029,-0.024)$ |
| $\theta_{5}$ | 0.002 | $(0.00015,0.0038)$ |
| $\sigma_{1}^{2}$ | 1.7 | $(1.7,1.8)$ |
| $\sigma_{2}^{2}$ | 0.012 | $(0.011,0.013)$ |
| $\sigma_{3}^{2}$ | 0.013 | $(0.013,0.014)$ |
| $\sigma_{4}^{2}$ | 0.0011 | $(0.00094,0.0012)$ |
| $\sigma_{5}^{2}$ | 0.000015 | $(0.0000095,0.000023)$ |

Figure 5 shows allele effect posterior inference results for each gene. Left panel presents 95\% credible intervals of allele effects against expected gene expression with color highlighting genes with differentially expressed alleles. The expected gene expression (in logs) is computed as $\beta_{g 1}+h_{n}$, i.e.
the posterior mean of the gene-specific intercept plus the offset value. Genes with large expected expression show smaller allele effects and shorter credible intervals than genes with low expression. There are some genes flagged as differentially expressed among alleles with very low expression level.

The right panel of Figure 5 shows the observed allele ratio $\left(R_{g}\right)$ against the evidence of DEA measured as $1-p_{g}$, color of the points represents the total ASE observed count. This figure relates model results with observed data, it suggest the model results are reasonable given the observed data. Genes with large absolute value of the allele ratio presents larger probabilities of having DEA, there also some genes with relatively small allele effect but with large probability, this occurs when the total expression level is high (darker points). Additionally Figure 10 (in supplemental material) shows the allele effects estimated by the model are highly correlated with the observed allele ratio with some shrinkage towards zero value, this behavior is expected for hierarchical models.


Figure 5. Allele effects for ASE counts of $\mathrm{B} 73 \times \mathrm{Mo17}$ hybrid data. Left: Right: $95 \%$ credible intervals of allele effect against overall gene expression. Color indicates if the gene is declared as differentially expressed or not. Right: Scatter plot of observed allele ratio $\left(R_{g}\right)$ against the evidence of DEA $\left(1-p_{g}\right)$, color of the points represents the total ASE observed count.

Results indicate that $17 \%$ of the genes shows allele differential expression. When the observed allele ratio in logs is negative (favor the non-reference allele), the list of genes with DEA is contained within the list of genes previously flagged by [4]. There are many genes flagged in [4] that are discarded by our proposed model. This makes sense because we define a region of non-differential expression instead of a point value, so this smaller proportion of DEA is reasonable since the null region is larger. On the other hand, genes where the observed allele ratio favor the reference allele were previously discarded, our analysis flagged is capable to find genes high probability of DEA since correct the reference bias from the allele effect.

## 6. Discussion

Allele-specific expression refers to a transcript abundance count associated with each gene copy (allele). We propose a hierarchical overdispersed count regression model for ASE data from heterozygous genotypes to detect genes with differential expression between alleles. This model address the main characteristics of ASE data. A measure of allele effect corrected for reference allele bias and a method to obtain credible intervals for this measure are described. The proposed statistical method can be applied to multi-allelic scenarios or situations that require to model total and allele expression simultaneously. Model inference is performed in a fully Bayesian fashion. The specific MCMC algorithm is embarrassingly parallel when updating the gene-specific parameters. A parallel strategy computing is then used for computational efficiency.

Simulation experiments suggested there are performance gains in learning the hierarchical distributions of gene-specific parameter from data. Hierarchical Bayesian models show slightly better performance than empirical Bayes approach and much better results than frequentist and non-hierarchical methods. Non-hierarchical Bayesian models performance is more heavily affected by to overdispersion and sparsity level and cannot accommodate the reference allele bias. Caution is needed for the comparison with frequentist methods since they are calibrated for p -values distribution under a point mass null hypothesis, but the simulated data had small but different from zero effects in non-DEA genes. Among hierarchical models, the better performance results in terms of signals detection were showed by Cauchy distribution. Cauchy is informative enough to produce information sharing across genes and at the same time is flexible enough (due to the heavy tails) to accommodate large true signals.

A real data set is analyzed with the Poisson hierarchical model, using Cauchy as hierarchical distribution for gene specific regression parameters. The application consist in ASE data from four maize hybrid plants. We found evidence of DEA for $17 \%$ of the genes, results are consistent with previous analysis of the same data, our method allow to reference bias thus some of the genes were not consider before, otherwise our is somewhat more conservative. The model suggest variances of biological samples are different for each sample, the usual corrections with random effects restrict these variances to be equal. Could be relevant to explore the consequences of this restriction in the model results.

As we mentioned earlier, the method proposed in the paper could serve as the base for a more general model. Some relevant generalizations are straightforward to incorporate. A careful construction of the design matrix (4.1) the only piece needed to include more varieties (other genomes) and total RNA-seq expression or to deal with multiple alleles data. These generalizations allow to study more relevant contrast other than differential expression among alleles. For instance, in plant breeding applications, we could study allelic imbalance, i.e. compare the allele expression ratio in hybrid with the total expression ratio among parental lines, and the relationship among hybrid vigor and allelic imbalance. Other generalizations maybe harder to incorporate, in order to work under uncertainty about the genotype, a new model stage is needed. It could be possible to use a finite mixture of Poisson distribution in (3.1), where the mixing probabilities corresponds to the probability of each genotype.

Horseshoe distribution results showed lack-of-convergence problems so it was excluded from the proposed models. Recently, it was pointed out the poor mixing of a horseshoe implementation based
on a scale mixture of normals (which is the one used in this work) and propose to use an elliptical slice sampler instead in [36]. We would like to continue working analyzing the effect of the elliptical sample for the horseshoe distribution in the proposed models.
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## Supplementary

## Allele effect variance approximation

In Section 3 we stated that $\operatorname{Var}\left(\Delta_{g} \mid y\right) \approx \operatorname{Var}\left(\beta_{g 2} \mid y\right)$, we can test the approximation from a few genes having the complete MCMC samples. Figure 6 presents scatter plots of the variance of the allele effect against the variance of the regression coefficient $\beta_{g 2}$, the facets represents the hierarchical distribution used in the model and color of points represent the overdispersion level. There is a close relationship among the two plotted variances, suggesting the approximation $\operatorname{Var}\left(\Delta_{g} \mid y\right) \approx \operatorname{Var}\left(\beta_{g_{2}} \mid y\right)$ is reasonable.

## ROC curves for complementary scenarios

Figures 7,8 and 9 shows ROC curves for simulation scenarios that complete the scenarios presented in the main text (Figure 2). In all three figures, row facets corresponds to overdispersion level, while column facets combine signal strength and bias. Hierarchical models are plotted with continuous lines and dashed lines correspond to non-hierarchical models. Line color indicates the hierarchical. distribution.

## Allele effects in real data analysis

Figure 10 illustrates the relationship among estimated allele effects $\left(\Delta_{g}\right)$ and the observed data.


Figure 6. Scatter plot of variance of allele effect against variance of regression coefficient. Facets correspond to the hierarchical distribution and color indicates the overdispersion level.


Figure 7. ROC curves for scenarios with low sparse allele effects and reference allele bias present.


Figure 8. ROC curves for scenarios with high sparse allele effects and no reference bias present.


Figure 9. ROC curves for scenarios with low sparse allele effects and no reference bias present.


Figure 10. Observed effects against allele effect from the model
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