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Abstract: We estimate the spreading speeds in diffusive epidemic models with nonlocal delays,
nonlinear incidence rate and constant recruitment rate. The purpose is to model the process that the
infective invades the habitat of the susceptible, and they coexist eventually. In order to focus on our
idea, a system with a nonlinear incidence rate is firstly studied, which implies a saturation level of the
infective individuals and monotone incidence rate. When the initial value of the infective has nonempty
compact support, we prove the rough spreading speed that equals the minimal wave speed of traveling
wave solutions in the known results. Then for a general (nonmonotone) incidence rate, we obtain the
spreading speeds by constructing auxiliary systems admitting a monotone incidence rate, and prove the
convergence of solutions on any compact spatial interval. Furthermore, some numerical examples are
given to estimate the invasion speed and show the nontrivial effect of time delay and spatial nonlocality,
which implies that the stronger spatial nonlocality leads to larger spreading speeds.
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1. Introduction

The spreading of communicable diseases is affected by many factors including infectious agents,
modes of contact, and latent periods. Since different diseases may have distinctive features of
infection, it is necessary to model the evolutionary of various diseases by different mathematical
models. Following the pioneer work of Kermack and McKendrick [1], the total population is often
classified into the susceptible (S), the infective (I), and the recovered (R), and the corresponding
models are called SIR models. The contact pattern between the susceptible and the infective is often
described by the incidence function. Nonlinear incidence functions have been utilized in many
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epidemic systems including the following SIR model [2]

S(1) = p—h(S (0))g®)) — uS (1),
1(t) = h(S (1))gU (1)) — (6 + WI(1), (1.1)
R(t) = 61(1) — uR(2),

in which all the parameters are positive and &, g : R* — R* describe the contact pattern, y represents
the constant death ratio and death rate and the constant recruitment rate. Here, the nonlinear incidence
is partly due to the effect of media, government behavior. For some typical examples of 4, g and their
biological backgrounds, we may refer to [2]. Clearly, some properties of this system can be obtained
by only investigating S, /.

In epidemic models, time delay may reflect that a susceptible individual was attacked by the
pathogen (by contacting an infective) at an earlier time but becomes infective after several days,
which may be reflected by delayed effect of the infective. Since an ostensible susceptible may be
infected one that may transmit the pathogen to other true susceptible, the delayed effect must be
involved in some cases. When the delayed effect on latent periods is concerned in (1.1), Huang et
al. [3] studied the following model

S(t) = p—h(S0))gUt - 1)) — uS (1),
[(t) = h(S ())gU(t — 7)) — (o + wI(1),
R(t) = oI(1) — uR(?),

in which all the parameters are positive, T reflects the latent period. By comparing [2, 3], time delay
may be harmless to the stability of the system but decrease the basic reproduction ratio, which indicates
the nontrivial role of time delay. Moreover, the latent periods may be different, and distributed delays
may be useful, see a model of hematopoiesis by Adimy et al. [4]. In particular, by assuming that each
individual of the susceptible class has the same probability being infected, A(u) is in proportion to u in
many models in the above works.

Over a period of time there has been a growing awareness of the importance that includes a spatial
aspect in constructing realistic models of biological systems, with a consequent development of both
approximate and mathematically rigorous methods of analysis [5]. It is important to characterize the
speed of spatial expansion of diseases [6-8], and the expansion speed may be a
constant [9, Chapter 13]. In literature, many reaction-diffusion systems have been established to
reflect the process [5]. Due to the deficiency of monotone semiflows in many epidemic models, the
long time behavior of the initial value problems of epidemic models can not be studied by the theory
of monotone semiflows [10], we may refer to Ducrot [11, 12].

When both the spatial factor and delayed effect are involved in mathematical epidemiology, one
important factor is the effect of nonlocal delays [13, 14]. Here the nonlocal delay may reflect the
history movement ability of the infective, which includes the cases of discrete delays and distributed
delays [15, 16]. De Mottoni et al. [17] studied the following model with spatial nonlocality

B = AS +p—- oS0 =S [ 1, DK(x, y)dy
U = dAI + S (x,1) fQ I(y, K (x, y)dy — yI(x, 1),
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in which all the parameters are positive, € is the spatial domain, K is a nonnegative function. For more
epidemic models with nonlocal delays, we refer to Ruan [16]. The purpose of this paper is to study
diffusive epidemic models with nonlocal delays, nonlinear incidence rate and constant recruitment rate,
during which the effect of time delay and spatial nonlocality will be also presented.

For simplicity, we firstly consider the initial value problem after scaling

S _ &S _ _ BSN(ID(x,0)
o1 _‘i e A N C o1 ) Ry st
ol(x,t) _ 0°I(x,t1) BS (x,0)(J=I)(x,1)
o = o2 T TraUhn -+ PIx, 1), (1.2)

S(x,0)=1,I(x,s) = ¢(x, 5)

with .
(J = D(x,t) = f f](y, S)[(x —y, t — s)dyds,
0

R

where x € R, > 0, s € (—00,0]. In model (1.2), S (x, 1), I(x, t) denote the densities of susceptible and
infective individuals at time ¢ and location x, respectively, d > 0 is a constant describing the spatial
diffusive motility of the susceptible, o > O represents the entering flux as well as the death rate of the
individuals, u is the death rates of infective, 8 > 0 reflects the infection rate, v > 0 is the recovery
rate of the infective individuals, and the positive constant @ measures the saturation level, ¢(x, s) > 0
is a continuous bounded function. The nonlocal delayed term W describes the interaction
between the infected individuals at an earlier time ¢ — s at location y and susceptible individuals at
location x at time ¢, which implies that only the susceptible individuals at location x at the present
time ¢ affect the change rate of the susceptible class although the contact leading to infection maybe
occurred at location y at an earlier time ¢ — s.
Clearly, model (1.2) is a subsystem of the following SIR model

St _ 7828 (x1) _ _ BS(enUxD(x.0)
o d 0x2 +o—-0S (X, t) 1+a(J+D)(x,t) °

A(xp) _ PI(xp) | BSGHUxDxD)
o T ox? T+a(J=D)(x.0) (W +I(x,1),

OR(x, 82R(x,
LD = 285D 4 yI(x, 1) — i R(x, 1),

where R denotes the removed individuals, d; > 0,u; > 0 are constants on spatial diffusion ratio and
death rate of the removed, respectively. Clearly, after investigating (1.2), some properties of the class
R can be obtained (see. e.g., Li et al. [18, Section 5]) since

—Ht ()
R(x,t) = —— | e *" R(y,0)d
Vardst Jr o Y

—(x—

! e H1=s) 2

+f ———————ds | e (y, s)dy
0o Vandi(t—s) R
for any + > 0,x € R, and we only study system (1.2) in this paper. These systems may model the
evolutionary of the epidemic with nonlinear incidence rate and constant recruitment rate. For the
dynamics in the corresponding functional differential equations with discrete or distribute delay, we
may refer to Enatsu et al. [19], Huang et al. [3], in which the persistence and the extinction of / were
B

studied. In particular, by [3], we may find that the so-called basic reproduction ratio is et
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Recently, traveling wave solutions of different versions for (1.2) have been studied [18, 20, 21], in
which these solutions take the form

S0 =8, 1(x,)) =1(§), = x+cteR
for some ¢ > 0 and S, I satisfy

Jim (5©), 1)) = (1,0), lim inf $ (£) > 0, lim inf 1(6) > 0.

By letting £ = x + ct, such a solution indicates that at any fixed location x € R, there was no infective
long time ago (¢ — —oo iff 1 — —oo0) while the infective and susceptible will coexist eventually
(¢ — oo iff t — o0). However, from the viewpoint of initial value problems, these traveling wave
solutions formulate that the infective individuals live in a habitat of infinite size at any fixed time. This
contradicts to the outbreak of many diseases, during which the initial habitat of the infective individuals
is finite, see a similar process in biological invasion by [22-24]. Motivated by this, we will study the
corresponding initial value problem of (1.2) by the following index [25].

Definition 1.1. Assume that u(x, t) is a nonnegative function for x € R, t > 0. Then ¢’ is called the
spreading speed of u(x,1) if

a) lim, e SUp|s (4e) U(x, 1) = 0 for any given € > 0;
b) liminf, . infj < —er u(x, 1) > O for any given € € (0, ).

The spreading speeds of unknown functions governed by reaction-diffusion equations and other
parabolic type systems have been widely studied since [25], and there are some important results
for monotone semiflows [10,26-29] and nonmonotone scalar equations [30—32]. For noncooperative
systems, Ducrot [11] estimated the asymptotic spreading in a predator-prey system of Holling-Tanner
type, Ducrot [12] considered the spatial propagation of an epidemic model with recruitment rate and
bilinear incidence rate, Lin et al. [33,34] studied the spreading speeds of two competitive invaders in
competitive systems, Lin and Wang [35] and Pan [36] investigated the invasion speed of predators in a
predator-prey system of Lotka-Volterra type. For coupled systems in [11,12,33-36], the comparison
principle plays the crucial role.

In this paper, to focus on our main idea, we first study (1.2) by estimating the limit behavior of /(x, f)
motivated by [35,36]. With the uniform boundedness of S, I, we try to estimate S, by which we may
obtain an auxiliary equation on /(x, t). However, this equation involves the nonlocal delay [14-16,37]
and does not generate monotone semiflows. Further by the smoothness of /(x, f), we obtain an auxiliary
equation with quasimonotonicity, of which the spreading speed has been established. Then we obtain
the spreading speed of I(x, t). Here, the spreading speed is coincident with the minimal wave speed of
traveling wave solutions in some well studied cases. For example, when it just involves discrete delays,
the spreading speed in this paper equals the minimal wave speed of traveling wave solutions in Li et
al. [18].

Subsequently, we study the general model

Bot) = gPSC@D 4 o 5§ (x, 1) — S (x, DF(J * D(x, 1),

ot 0x?

Med = PHED 1§ (e, 0 f((J * D6, 1) = (0 + I, D), (1.3)

S(x,0)=1,1(x,s) = ¢(x, 5),
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where x € R, > 0,5 € (—00,0], f : [0,4+00) — [0,+0c0) is Lipscitz continuous. We also obtain
the spreading speed of I(x,t) even if f is not monotone, and the convergence of (S, /) is established
from the viewpoint of asymptotic spreading. Furthermore, to show the effect of time delay and spatial
nonlocality and estimate the spreading speeds, we present some numerical examples.

The rest of this paper is organized as follows. In Section 2, we show some necessary preliminaries
on reaction-diffusion systems with nonlocal delays. Section 3 is concerned with the spreading speed of
I(x, 1) in (1.2). We then consider the spreading speed in the general model (1.3) in Section 4, and show
the convergence result of I(x, ). To further illustrate our analysis results, we present some numerical
results in Section 5. Finally, we provide a discussion on the epidemic backgrounds and mathematical
conclusions.

2. Preliminaries

In this section, we introduce some concepts and review some relevant results. Firstly, when a partial
order in R? is concerned, it is the standard partial order in R?. That is, if

2
u=(u,u),v=_>,nn) R,

then u < v iff u; < vy, uy < v,. For the kernel function J that is integrable, we make the following

assumptions.
A1) J(. ) = J(=y,9) 20, [7 [ J(v, $)dyds =1,y € R, s > 0;
(J2) for each fixed ¢ > 0, there exists A, € (0, oo] such that

f f J(y, $)e'0™Vdyds < oo for all A € (0, A,).
0 R

For f, we make the following assumptions.

(f) There exists I’ > 0 such that f(I) < (u+y)I,I >I'. f : [0,00) — R*is C!. f'(0) > u +7, and there
exist positive constants L, @ such that

F/(O) — LI < f() < f/(O),1 €[0,I'].

Besides by taking
Bl
D =
1D 1+al
as in (1.2), there are also many other functions satisfying (f), e.g., the following function
Bl
I = ,
J{D 1 +al”

where y > 0. By taking different parameters, it may be nonmonotone, the corresponding kinetic model
was proposed and analyzed by Liu et al. [38], Xiao and Ruan [39]. By the above assumptions, we
define

A, ¢) = 22 —cad + f(0) f f J(y, $)e*"Vdyds — (u + y)
0o Jr
for each fixed ¢ > 0 with 4 € [0, A.). From (J1)-(J2) and (f), A(4, ¢) satisfies the following property.
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Lemma 2.1. There exists a constant ¢* > 0 such that
(R1) A(4,c¢) =0 has no real roots if ¢ < c*,
(R2) if ¢ = c*, then A(A, c) = 0 has positive real roots.

Evidently, we see that time delay and spatial nonlocality may affect the threshold c¢*, a similar
conclusion was reported by Li et al. [40] (we may refer to a recent paper by Li and Pan [41] and
references cited therein for the traveling wave solutions of delayed models). To further
quantificationally illustrate the role, we first consider the case of discrete delay such that

J=D(x, 1) =I1(x,t —71),

and
A, ¢) = 2 —cd+ F/(0)e ™ = (u+7),

in which 7 > 0. Let ¢*(7) be the threshold depending on 7, then we have
() <c(n)iffry >, >0

and
lim ¢*(7) = 0.

T—00

That is, the time delay may decrease the threshold, we also refer to Zou [42]. On the other hand, to
quantificationally show the effect of spatial nonlocality, we consider a simple nonlocal case with

A+ L+ 1(x- 1) ]

(J+ D(x,1) = > 1> 0,

and so
A, ¢) =2 —cd+ F/O)[eY +e /2= (u+7).

Let c¢*(!) be the threshold depending on [ > 0, then
() < (L)iffl, >1;, >0

and
llim c*(I) = 0.
For this type of kernels, we say the nonlocality is stronger if / > 0 is larger, so the spatial nonlocality

may increase the threshold, which will be further illustrated by numerical simulations.
Let

1

Vardt Jr
1

2
e v(x—y,rdy
Vanut [&

for any bounded and continuous function v(x,#),x € R,# > 0. Then by the theory of abstract
functional differential equations with application to delayed reaction-diffusion systems [43—46], we
have the following existence and uniqueness of mild solutions.

Ty OV D)) eFv(x -y, Py,

(T2 (v, )(x)
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Lemma 2.2. (1.3) admits a mild solution (S (x,1),1(x,1)),x € R,t > 0 such that
Sx, 1) >0,I(x,t)>0,xeR,t>0,
and (S (x, 1), [(x,t)) takes the form
S = (Tilt- NS
3l (Tit = 9 [0 — S 5) S 9 » D). )] s,
(Tt = DI, D)
+ f Tt = 9SG 5 Do) — (a4 PIC )] dsi)

I(x, 1)

for x € R and any given r € [0,1). If t > 1, then S (x, 1), I(x, t) are uniformly continuous in x € R, ¢t > 1.
In particular, if ¢(x,0) admits nonempty compact support in (1.2), then

0<Sx,t<1,0<I(x,0)< max{ sup ¢(x, s),w
X€R,s<0 Oz(,u +’y)

f fJ(y, s)dyds =1,
0 R

then t > T implies that (S, 1) is the classical solution of (1.3) in the sense of partial derivatives.

}::7,xeR,t>0.

Moreover, if T > 0 such that

The local existence of mild solutions is ensured by the theory of analytic semigroups as well as
abstract functional differential equations [43,47], and the global existence is guaranteed due to the
existence of positive invariant regions because of the existence of I'.

In addition, the proof depends on the comparison principle and asymptotic spreading of the
following equation with nonlocal delays

2.1)

Qutet) _ PUCet) | f(( % ) (x, 1)) — €P(x, 1) — (u + Y, 1),
u(x, 5) = o(x, s),

where € > 0, all the other parameters are the same as those in (f) and ¢(x, s) is a positive continuous
function satisfying
o(x,5) =0,|x| >L,s<0

for some L > 0. By results in Martin and Smith [47], Ruan and Wu [43], (2.1) satisfies the following
comparison principle.

Lemma 2.3. Let T < oo hold and f be nondecreasing. Assume that a continuous function u(x,t) :
R X (=00, T) — R* satisfies
u(x,s) > p(x,s),xeR, s <0,

and
u(x,t) = (Tt — ryu(-, r)(x)
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+ f | 7ot = )| (T + ), 9) = €, 8) = (u+ Y, ) || ds(x)
for x € R and any given r € [0, t). Then
u(x,t) > ulx,n,xeR,te0,7).

Furthermore, results by Liang and Zhao [10], Yi et al. [48] imply the following spreading property
even if f(u) is not monotone for all u > 0.

Lemma 2.4. Let u(x, t) be the unique mild solution of (2.1) with ¢(x,0) > 0 for some x € R. Then for
any given ¢ > c¢*, u(x,t) satisfies lim;_,o x> u(x, 1) = 0, and for any given c € (0, c"), u(x, t) satisfies
liminf, . inf}y<, u(x, ) > 0.

3. Spreading speed of (1.2)

In this section, we establish the main results of (1.2). In particular, we take f’(0) = g in this section,
#(x,0) admits nonempty compact support and

o(x,s5)=0,[x|>L,s <0 (3.1)

with some L > 0. The following is the main result of this section.

Theorem 3.1. Assume that I(x,t) is defined by (1.2). Then for any given c > c*, I(x, t) satisfies

lim I(x,7) =0, (3.2)

t—o00,|x|>ct
and for any given c € (0, c”), I(x, t) satisfies

liminf inf I(x,t) > 0. (3.3)

t—oo  |x|<ct

Proof. By Lemma 2.2, we have
Sx,)<1,xeR,t>0,

which implies that

I(x,1) < (Ta(t = NI, r)(x)
t
).
for all x € R, r € [0, ). Further by Lemmas 2.3 and 2.4, we obtain (3.2).
We now prove (3.3) for any fixed ¢ € (0, c*). Since it involves long time behavior, we assume that
t > 1islarge and (S (x, 1), I(x, t)) is uniformly continuous in x € R,¢ > 1. Define S(x,7) = 1 — S(x, 1),
then Lemma 2.2 indicates that

B * 1), s)

(U v

. (u+IC, S)” ds(x) (3.4)

S(x,0=0,0<S(x, ) <1, xeR,t>0.
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Therefore, if S is smooth enough, then it satisfies

S(x,n) _ S(x,1) B(1 = S(x, H))(J * I)(x, 1)
o - e TS T e G

0*S(x, 1) B(J = D)(x,1)
S d—ga ~ SO T T D
dazS(x, )

<
ox?

—oS(x, 1) + B(J = I)(x,1)

and similarly, we can verify that

S(x, 1)

IA

(T(HS(-,0))(x) +ﬁf [T(t = r)(J = D(-, )] dr(x)
0

ﬁf [T(z = r)(J = D(-, r)]dr(x),
0

where
—ot

(T(@v(-, N)(x) =

e -2
e*y(x —y,rdy,t >0
Vardt »[R

for any bounded and continuous function v(x, r), x € R, r > 0.
Returning to the equation of /(x, 7), we have

I(x,0) = (T2t = NI, 1))

S )T *1
+f Lt =) ﬁliizﬁ 1)2( ;) (“”)I("S)Hds(x)

= (Tz(t—r)l( r)(x)
+f (1= SC, ))(J * D, 5)

Tz(t—S)» T+ ad « D) —(,u+7)1(',S)”dS(X)

= (ot = NIC, )

[ BU =D, 5)
+f Ty(t = 5) IET N0 )—(ﬂ+7)1(',S)HdS(X)

_ﬁjmnu_)ﬁ<nu n<@”wu)

(J = D), )
(T (2 = NI, r)(x)

+f [Tz([— s)

—ﬁf [T2(t = $) [SC, $)(J * D(-, $)]] ds(x)
(T (2 = NI, r)(x)

+f |:T2(t— s)

—ﬁzf [T2(t = $) [(J * D, $)v(:, )11 ds(x)

\%

B * D, )
1+a(J * D, s)

= (u+IC, S)H ds(x)

\%

B = D)(., 5)
1+ a(J=D(,s)

- u+IC, S)H ds(x)
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with i
v(x,s) = f [T(t—r)(J = D(,r)]dr(x).
0

In what follows, we prove the following claim.

(C) For any € € (0, 8), there exists M(€) > 0 such that

I(x,1) = (Tr(t — NI, r)(x) +
f [m | B0 =D,

1+ a(J *D)(,s)
From Lemmas 2.3 and 2.4, (C) implies that

~ M?I(,8) = (u+PIC, S)” ds(x)

if £ > 1 is large.

liminf inf I(x,7) > 0.

t—oo  |x|<ct

by selecting and fixing € > 0 small enough, which implies what we wanted.
Subsequently, we verify (3.5) for any fixed € > 0. If

t
A f [Tt = NIC, M) dr(x) < €,
0
then (3.5) is true. Otherwise, let x € R and 7 > 1 be large enough such that
t
B f [T(t - NI, n]dr(x) > €.
0

Firstly, we fix T > 1 such that

\/47rd(t -r)

—O'(I r)

—(r(t—r)
,8 f e4d<f r>(J D (x =y, r)dydr
- -

IA

4d<r aen dydr
Fl 0 \/47Td(t— r) Y

ﬁZ?f_ —o(t— r)dr
0

< 2f0ranyt>T.

For such a fixed T > 1, we further select N > 0 such that

—a'(t—r) —N 00 2
+ e (J = I)(x —y, r)dydr
ﬁf W[L fN] Vel nnd

e ot=7 -N 00 2
< + e dydr
ﬁ f Vard(t —r) [f f ] Y
—O'(t r)
< B ewd dr
pl T Vard(t —r) [f f ] Y

(3.5)

(3.6)
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< gforanyt>T,

which is admissible since

o e—g'[ —N o 2
dt < oo, lim f +f ]ewdy =0.
0 V47Tdt N—oo |: —00 N

Further choose sufficiently small 6 > O such that

—a'(t r)
e4f1<fr) J = D)(x —y,r)dydr
B’ f Vird— ) (J = D(x =y, r)dy
—(T([ r)
B f e4d<f r>dydr

h 47rd(t— r)
— ﬁ2if e—o-(t—r)dr
t—0
< BIs
€
< 5

So we obtain

ﬁzf [T(t = r)(J * D(-, )] dr(x)

—(r(l—r) 7}2
= 47m’(t —_— e4d(H) (J = D(x =y, r)dydr

—0’(1‘ r) 2
— e i (J x I)(x — y, r)dydr
B f m (J = D)(x =y, r)dy

—(J'(l‘ r) 7‘.2
e¥ 0 (J = (x — vy, rdydr
+3° f Vi J: (J = D)(x =y, r)dy

—o'(t r) -N 00 2
-7 [, WU R B E e

2
W e (J % I)(x — y, r)dydr

—O'(t r)
f f]\/47rd(t—r
—O'(Z r) 2
= e4d<¥-r>J>|<I x — vy, r)dydr
& f =) (J + Dx = y, 1)y

—a'(t r) -N oo 2
w f NArdi - 1) U f ]e”‘"’)” * D(x =y, r)dydr

t—T —O'(Zr) -2
+ e =n (J = I)(x —y, r)dydr
ﬁf f]m (D= y.r)dy
o—0t") 2
< e4d<H>J>x<I x =y, rdydr+€/2
Bf Vi . (J = D)(x =y, r)dy /

forany > T + 6 + 1, and (3.6) implies

1—0 —o'(t r) N 2
e4d<'f-r>.]>kl x — vy, r)dydr > €/2.
B f Vi ). (J = D)(x =y, r)dy /

(3.7)
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The left side of (3.7) is

-6 e~ o= N

2 i
———— 64‘[("’) JxD(x— s d dl"
P, o (J * D(x =y, r)dy

= p ft B \/47;;([% e [f f](z, HI(x—y—zt— s)dzds] dydr
ﬁ f \/4;;((1% e i [f f](z, H(x—y—zt— s)dzds] dydr

= B ft -0 \/4;’;(’% e T [f f Jz, ) I(x—y—2z,t— s)dzds] dydr
+4° f \/47:;([% e [f £|>K J@Z, )I(x—y—z,t— s)dzds] dydr
+5° ft 6 \/47:;([% e [f fJ(z, HI(x—y—z,t— s)dzds] dydr

for any 7 > 0,K > 0. By the convergence in (J1) and (J2), if r > 0, K > 0 (independent on x, f) are
large enough, then

—O'(I—r)
ﬁ f m em o [f f JZ, Hl(x—y—z,r— s)dzds] dydr > - (3.8)

and we now fix constants T, K.

-2
o (1—
e = f—
Note that —= d(t r) e are uniformly continuous and uniformly bounded for r € [t = T,t - d],y €

[-N, N1, then (3.8) implies that we can choose constants
A >0,xg—yo€[x—N,x+Nl,roe[t—T,t— 6]

such that «
f f J(z, $)I(xg — yo — 2, 1o — §)dzds > A,
0 J-k

here A" depends on € and is independent of x € R,z > T + 1 + 7. Again by the uniform continuity of
I(x, t) and convergence of J, we fix A, ¢ depending on A’ such that

I(zp, s0) > A

for some
20€E[X—N-K,x+N+K],so€[t—-T—1,t- 9],

and the uniform continuity further implies that
I(x,50) > A, x € [20 — t,20 + t].

From the equation of I(x, f), we see that
I(x,0) > (Tr(t = NI, r)(x) — (u+ 7)[ [T2(t = I, )] ds(x)

Mathematical Biosciences and Engineering Volume 16, Issue 6, 7562-7588.



7574

for any 0 < r < t. By the property of semigroup, we also have
o~ (HH)i=5)
Van(t —s) Jr

for any s € [0, 7). So for any given sy > 0, if

2
I(x,1) > e® =9 [(y, s)dy

x—zol <N+ K+,t€[so+0,50+T +71],

then we have

e~ H=50) I
I(x,t) > —— fe‘“fs)l(y, s0)dy
Vanr(t — so) Jr
e~ l(T+) e .
> ——= | e% Iy, s0)dy
4a(T + 1) Jr
oW+ NEKH o s
> e ® [(y, so)dy
V47T(T + T) ~N—-K—1
e WNTHT) g2 N+K+
2 4 I(.Y? SO)dy

————¢€
Va4r(T + 1) ~N-K—t

NI o
20— #
An(T + 1)

By what we have done, x, t satisfying (3.6) lead to

T+ o
I(x,0) > 22— & =1,
In(T + 1) -

where [ is uniform for any x € R, 7 > T +7+ 1 such that (3.6) holds. Again by the uniform boundedness
of I(x,t) and
B2 = D(x, 1)
1+ a(J = )(x,t)

we obtain the existence of M, which is also independent on x, ¢ once (3.7) istrue and t > T + 7 + 1.
The proof is complete. O

f [T(z = r)(J * D(:, )] dr(x),
0

Remark 3.2. From (3.4) and Lemma 2.4, we see that

fO) <pu+y

implies

lim sup I(x, 1) = 0.

122 yeR
That is, the sign of f”(0) — (1 + ) determines the persistence and extinction of /, which is similar to the
case in the corresponding functional differential systems. Therefore, the basic reproduction ratio of the
corresponding functional differential systems may determine the failure or propagation of the disease,
and also may affect the spreading speed if the ratio is larger than 1.
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4. Asymptotic spreading of (1.3)

In this section, we first study the spreading speed and then estimate the convergence of (S, /) in
(1.3), in which f satisfies (f). The first result on spreading speed is formulated as follows.

Theorem 4.1. c¢* is the spreading speed of 1(x,t) if I(x, s) satisfies (3.1).

Proof. Due to the proof of Theorem 3.1, we just give a sketch. Firstly, we define

f(u)= sup f(v),u€l0,I,

vel[0,u]

then there exists vy, > 0 such that

fw) = f,ue0,y,],
and f(u) is nondecreasing such that
@) < f(Ou,u 0,1,

Therefore, I(x, t) satisfies

I(x, 1) < (Ta(t = DIC, () + f | T2t = ) [ FWT = DC, ) = (+ DI, 9)] | ds()
for any r € [0, ¢). So for any given ¢ > c¢*, I(x, ) satisfies

lim I(x,t) =0.

t—o00,|x|>ct

Further define
S = inf f).ue (0.0,
- velu,l’

then there exists v, > 0 such that

f@) = fu),u €[0,v,],

and

fw) < f'Ou,u €[0,I'].

So I(x, t) satisfies

I(x, 1) 2 (To(t = NI, 7)) + f |72t = 9)[S C 9T # D, ) = @ +IC, )| ] ds(x)
for any r € [0, ). Similar to that in Section 3, we obtain

liminf I(x,7) >0

t—o00,|x|<ct

for any given ¢ € (0, ¢*). The proof is complete. O
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Theorems 3.1 and 4.1 imply that the infective individuals successfully invade the habitat of the
susceptible. We now estimate the limit behavior of S (x, ), I(x, ). Firstly, we consider (1.3) when
S (x,0), I(x, s) satisfies

inf S (x,0) > 0,inf I(x, 0) > 0O, 4.1
x€R xeR

and make the following assumption.

(C) Assume that (4.1) holds. Then

lim sup(|S (x, 1) = S*| + [I(x,1) — I"]) = 0,
t—00

xeR
where (S*, I") is the unique positive spatially homogeneous steady state of (1.3).

Remark 4.2. In some cases, (C) is true. For example, if f is monotone such that f(0) > u + v and
(1.3) with (4.1) is persistent, further define

S,liminfinf S (x,7) = S,

t—oo xeR

lim sup sup S (x, 1)

t—oo  xeR

lim sup sup I(x, )

I liminfinf I(x, 1) = I,
t—o0 xeR xeR

t—00

then the persistence implies that

S>8>01>1>0.

By dominated convergence theorem, we have

oc—0S-Sf(H=0, SfA)—u+yI=0,
oc-0S-Sf)<0, SfID)-wu+yI<O.

If these inequalities imply S = S ,I = I, then (C) is true by applying the dominated convergence
theorem in the corresponding integral equations [18].

Now, we formulate the limit behavior of S (x, #), I(x, t) defined by (1.3) if I(x, 0) satisfies (3.1).

Theorem 4.3. Assume that there exist T > 0, K > 0 such that

T K
f f J(z,8)dzds = 1
0 J-k
7/ K
f f J(z,8)dzds < 1
0 J-k

forany v € (0,7). If (C) holds, then
lim sup sup(|S (x,1) = S| + |[I(x,1) = I"]) = 0,

t—oo |x|<ct

and if T > 0, then

which holds for any given c € (0, c*).
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Proof. We prove that for any given ¢ € (0, c*), € > 0, there exists T > 0 such that

sup(IS(x,t) = ST+ I(x,0) = I"|) < €,t > T 4.2)

|x|<ct

by the idea in [49]. Firstly, by Theorem 4.1, there exist 6 > 0,7, > 0 such that

inf  S(x,t)>06, inf I(x,t)>06,t>T;.
xl<(c+2c*)t/3 xl<(c+2c*)t/3

Then (4.2) is true if we can prove that for any T, > T, large enough, there exists 753 > 0 independent
on T, such that

sup IS, ) =S* |+ U(x,t) - I'|) < e, t [T+ T3, T, +T5 + 1] 4.3)

[XI<Qc+c*)(t+T3+1)/3

since
ct<QRe+c)t+T3+1)/3 <(c+2)t/3

when t(> T),) is large enough.
Let S, 1 be the solution of (1.3) with initial value satisfying

in]gS(x, 0) > 6, in]£ I(x,0) > 6.
Then (C) implies that there exists 753 > 0 such that

sup(IS(x, 1) = S| + |[I(x, 1) = I'|) < €/4,t > Ts;.
xeR

Let
s(x, 1) =S(x, 1) = S(x,0),i(x, 1) =1(x, 1) — I(x,1),

then the boundedness indicates that there exists L > 0 satisfying
Is(x, 0l < (Th(@ =) [sC, nD(x) +
Lft T1(t = ) [IsC, Dl + i, D + (T + D, 2] dz(x),
liCx, )] < (Tz(rl — )i, D) +
Lj;l To(t = ) [IsC, Dl + i, | + |(J * D, 2] dz(x)

for any r € [0, #). Then s(x, 1), i(x, t) satisfy
Is(x, )| < X(x,0),li(x, )] < Y(x, 1), x e R, >0,

where (X(x, 1), Y(x, 1)) is defined by

X(x,t) = (Tt —nX(,n)(x) +
Lf Tt =) [X(C,8)+ Y(,8)+ (J = Y)(, )] ds(x),
Y(x,r) = (To(t—=1Y(,n)(x) +
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!
L [ Tatt = ) XC5) + ¥9) + (2 V)50 s
with
X(x,0) = [s(x,0)], Y(x, s) = |i(x, s)I, s € [-7,0].
Let N > 0 be a fixed constant (clarified later) such that
X(x,0)=Y(x,5)=0,|x] <N, xeR,s €[-1,0],
and

supX(x,0)+ sup Y(x,s) <l +1.
xeR xeR,se[-T1,0]

Let C > 0 be large and A > 0 be small such that

T K
2+ f f J(z, s)ed(z_cs)dzds] <0,
0 J-K

of which the admissibility is clear by the existence of 7, K. Define a continuous function

(d+DA>-Ca+L

d(x, 1) = min {([' +1) [el(x—N+Ct) + e/l(—x—N+Ct)] '+ 1) e3L(t+T)}
for t > —7, x € R, which implies that
D(x,0) > X(x,0), ®(x,s) > Y(x,5),x €ER, 5 € [-71,0].

Then we have

O(x,t) > (T(t-rdG;,r)x)+
Lf T1(t = s)[20(-, s) + (J = D)(-, 5)] ds(x),
O(x,1) > (Tz(rt - oG, r)(x) +

L ft Tt — s) [2D(:, 5) + (J = D)(-, 5)] ds(x)
forany 0 <r <t <oo,x € R, and so
O(x, 1) > X(x, 1), D(x,1) = Y(x, 1), x e R, t > 0.
Then we fix N = N(T3) > 0 such that
X(O0.T5) < 2. ¥(O.T) < 7.
and for any 7, > 0 such that
Qe+ )T, +T:+1)/3+ N < (c+2c")T,/3,

we have (4.3), so for (4.2). The proof is complete.

O
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5. Numerical simulations

In this section, we shall illustrate the analytic conclusion by some numerical examples. Due to
Theorem 3.1, we simulate the dynamics in a large spatial interval [—-N, N] and take the following
boundary conditions

I(x,) =0,S(x,t) = 1,t > —,|x| = N.

Moreover, I(x,0) is defined by

sinx, x € [0, 7],

I(x,0) =
*x.0) 0,x ¢ [0,n].

Firstly, we consider (1.2) without nonlocal delay and taking

9SG _ S0 B _ 25(enIen
= = S+ -8, 1+I(x0) (5.1
ol(x,)) _ azl(x,t) + 28 (x,0)I(x,1) _ I( t) .
o T ox? 1+1(x,1) % 0.

With these parameters, we see that

A, )= —ca+1

and ¢* = 2. We now show the numerical results as follows.

Figure 1. S (x, 7) defined by (5.1). Figure 2. /(x,t) defined by (5.1).

From Figures 1 and 2, we see that / almost invades and S almost decreases at a constant speed. To
further show the invasion speed of /, we present the following Figure 3 on the distribution at # = 100,
by which we see that the invasion speed is close to ¢* = 2.
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S(x,100)

I(x,100)

Figure 3. S (x, 100), I(x, 100) defined by (5.1).

We now consider the effect of time delay in the following model

2 .
0S8 (x,1) — o S(;c,t) +1- S(x, t) 28 (xenl(x,t=7)

or R 1+I(x,t-1) °
ol(x,t) _ 0°I(x,p) 28 (x,0)I(x,t—7)
o T ox? + +(x—1) I()C, t)’ (52)

S(x,0)=1,1(x,5) = 1(x,0),s € [-7,0],

such that
A, ¢) =22 —cd+2e % — 1.

When 7 = 1, we show the graphs of A(4, ¢) by the following Figures 4 and 5, from which we see
that ¢* is close to 1.

X1
Y 0.85
Z -0.27267

05

0 02 04 06 08 L

Figure 4. ¢ : [0,0.8], 4 : [0, 1]. Figure 5. ¢ : [0,1],4: [0, 1]

The evolution of §, I with 7 = 1 is presented by Figures 6 and 7.
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//(1'50 200

100

Figure 6. S (x, t) defined by (5.2) with Figure 7. I(x, t) defined by (5.2) with
T=1. T=1.

To estimate the invasion speed with different 7, we give the distribution of # = 100 by Figures 8 and
9, by which we see the role of time delay.

09 4 09 +

S(x,100)
08 - 4 08 +

07 S(z,100) 4 07 +

06 4 06 +

05 4 05 +

04 B 04 B

03 T 03 I(x,100) 7
I(z.100)

01 4 01 +

° L L L L L L L 0 L L L L L L L
-200 -150 -100 50 0 50 100 150 200 -200 -150 -100 50 0 50 100 150 200

Figure 8. (5.2) with 7 Figure 9. (5.2) with 7 = 4.

Il
—

To show the effect of nonlocality, we consider

dS (x,1) — 62S(;c,t) +1-— S(x, l’) _ 2SO (x+Li—D)+(x=Lt—7)]

ot 2+[I(x+Lt—1)+I(x—1t-7)] > (5 3)
At _ Pln) | 2S ) aHi=DH=L=D] _ 1(x, 1) ’
ot~ ox? 24+ [I(x+Lt—=1)+1(x—1t-7)] Xs

and

A, ¢) = 2 = cd+ [T + T — (4 ).

We first show the graph of A(4, ¢) as follows when 7 = 1,/ = 1 by Figures 10 and 11.
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6o T

05 10 02 04 06 0.8

1

Figure 10. ¢ : [0,0.8],1 : [0, 1]. Figure 11. ¢ : [0, 1], 4 : [0, 1]

Comparing Figures 4 and 5 with Figures 10-11, we see that the nonlocality increases the invasion
speed. We 7 = [ = 2, we see that ¢ is close to 1 from the following Figure 12.

X (0.9
i Y04 0.6
Z-0.038103 | 0.049781
04 Cl O

. <
# J\’\"\r\y\,//o a5
0 05

0204 05 o8 1

Figlll'e 12. ¢ : [O, 1],/1 . [O, 1] Fi.gure 13. S(X, t) defined by (53)
witht=/=2.

Although 7 =2 > 1, ¢" is close to 1 due to the role of spatial nonlocality. The evolution of S, I with
7 = [ =2 1is presented as follows.

250

-
- 150 200
0

—— 50
t 4 e, 150 1®
20 250

Figure 14. I(x, t) defined by (5.3) with 7 =/ = 2.

Mathematical Biosciences and Engineering Volume 16, Issue 6, 7562-7588.



7583

To further show the effect of spatial nonlocality, we also simulate S,/ by [ = 4,7 = 2 by the
following Figures 15 and 16.

I(z,t)

~ e ~_ o
S - e
o -50 - - 4
20 250 " 20 300

Figure 15. S(x,7) defined by (5.3) Figure 16. [(x,t) defined by (5.3)
with [ =4,7 = 2. withl=4,7 = 2.

Clearly, although 7 = 2 > 1 in Figures 6 and 7, the spreading speed is close to that in Figures 6 and
7, which indicates the role of spatial nonlocality.

To show the role of spatial nonlocality, we fix 7 = 2 and take / = 2,/ = 4 and compare the
distribution. From the following Figures 17 and 18, we see that the stronger nonlocality implies larger
spreading threshold.

Figure 17. 1 = 2,1 = 2. Figure 18. 1 = 2,1 = 4.

Finally, different from that in the monotone model (5.1), we consider the following system without
comparison principle

ot Ox?

(5.4)
W) - FID 4 2§ (x, 1)I(x, e — I(x, 1),

2
{M = E3&D 4 | _S(x, 1) — 28 (x, DI(x, £)e 0D,
ot

Clearly, the spreading speed of (5.4) is the same as that in (5.1), and the following figures imply the
spreading speed of I is close to 2.
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I(x,t)

e

40 T

Time t 60 200 Distance x Distance x -200

40

60 Time t

Figure 19. S (x, 1) defined by (5.4). Figure 20. I(x, t) defined by (5.4).

6. Discussion

The spatial spreading of epidemic models attracts much attention since it greatly affects the human
behavior in modern days. In population dynamics, there are many works on the study of spatial
dynamics of epidemic models. Since the interesting works of [7, 8], the threshold of spatial spreading
of epidemic models has been widely studied. Thus the analysis of parameters dependence of
propagation threshold may show the factors on disease spreading and control. In this paper, we have
shown the effect of time delay and spatial nonlocality by theoretical analysis and numerical
simulations. But it is difficult to change the latent periods in many cases. Due to our analysis, the
spatial movement of the infective in history may increase the spreading speed of the disease, and it is
reasonable to restrain the spatial movement of potential infective individuals to control some diseases.
The recipe has been utilized in controlling many disease including SARS.

As we have mentioned in Section 1, the traveling wave solutions can not well illustrate the outbreak
of some diseases, of which the initial prevalent district is small. To model the feature, asymptotic
spreading is a suitable index. Comparing with the traveling wave solutions, there are a few results on
the asymptotic spreading of nonmonotone epidemic models. In this paper, we obtained the spreading
speed in a class of epidemic models. In fact, the methodology in this work can be extended to more
general systems. For example,

Bt — gPS6D 4 £1(S (x, 1)) — S (x, )i (T % D(x, 1),

ot Ox2
den) — PIED 4§ (x 1) f((J % D(x, ) — (i + YI(x, 1),

ot ox2

S(x,0)=1,1(x,s) = ¢(x, s),

in which f; # f, is admissible and kernel functions Ji, J, may be different, f may be a function
including f(u) = ru(1 — u). Under proper assumptions, we could estimate the spreading speed of /.
The spreading speed in this paper equals the minimal wave speed of traveling wave solutions in
some known results. For some models similar to (2.1), it has been proven that the traveling wave
solutions with minimal wave speed is stable in the sense of weighted functional spaces, see [51,52]
and references cited therein. Therefore, it is possible to understand the dynamics of the corresponding
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initial value problems by traveling wave solutions. In this paper, we show a rough speed on the branch
I(x, t). Very likely, the shape of spreading of I governed by (1.2) can be approximated by the shape of
traveling wave solutions with minimal wave speed in proper weighted functional spaces.
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